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Abstract

The Effects of Structural Confinement and Thermal Profiles on

Propagating Spin Waves

Spintronics is a growing field that relies on the spin degree of freedom in the form of

spin currents instead of electronic charge to transmit and process information. There are

many advantages to spin-based devices including scalability, a wide range of host materials

including insulators, and almost no energy loss due to Joule heating. Spin angular momentum

can be transmitted in the form of spin-polarized currents that flow through a metal, pure

spin currents, or in the form of spin waves, disturbances in the magnetization state that can

propagate and hence can carry energy. If such a spin-based paradigm is to be realized, there

are many open questions that must be addressed. Two questions of particular importance

are: how can short wavelength spin waves that are needed for information transmission be

controllably generated? and once generated, how can these spin waves be modified and

controlled?

This thesis focusses on answering both of these questions through the investigation of

spin waves in two different types of samples, patterned microstructures and thin continuous

films, performed using Brillouin light scattering (BLS) spectroscopy. In the first experiment,

the possibility of generating short wavelength spin waves by dynamically exciting a non-

uniform magnetic state called the antivortex (AV) in a Permalloy microstructure is explored.

Frequency scans were performed to identify a spectrum of high-frequency modes of the AV

state. These modes were then individually mapped out by pumping at the frequency of the

mode and performing spatially-resolved BLS scans. Comparing the experimental results with
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dispersion curves and micromagnetic simulations reveals that some of most prominent modes

involve coupling of the AV dynamics to propagating spin waves in the adjacent nanowires

highlighting the fact that the local magnetization state has a significant effect on the spin

wave dynamics. Due to the natural way that an antivortex state can be incorporated into a

nanowire network, this spin configuration may be useful as a means to generate or control

spin waves for applications.

In the second study we explore the possibility of modifying the propagation characteristics

of both spin waves and spin caustic beams, which could be highly useful in spin-wave-based

logic devices, using non-uniform thermal gradients up to 4.5 K/mm. These experiments were

performed in a yttrium iron garnet (YIG) thin film - a model system for studying spin waves

due to extremely low damping characteristics. An intricate diamond-shaped propagation

pattern was observed and explained using the dispersion manifold for the YIG film and

considering the range of wavevectors excited by the antenna. Significant modifications to

the propagation characteristics such as beam angle, temporal pulse shape, mode profiles,

and group velocity were observed as spin waves travelled into heated regions. These results

will serve to broaden the understanding of how heat can be used to affect and control spin

waves.
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CHAPTER 1

Introduction

1.1. Motivation

Ferromagnetic (FM) materials have had a long lasting and far reaching impact on human-

ity. From the earliest discoveries of lodestone, iron ore with intrinsic magnetization, several

thousand years ago people have found the unique properties of FM materials to be of great

benefit. The first well-known widespread application of a FM material was to suspend a fer-

romagnet in a fluid to form a compass that enabled accurate navigation using the magnetic

flux lines that follow the longitude lines around the earth. Understanding of the properties

of magnetic materials took a giant leap in the 19th century with the foundational scientific

exploits of giants like Oersted, Ampère, Gauss, Biot, Savart, Faraday and Maxwell [4, 5].

With these theoretical and experimental foundations magnets began to have widespread

use. Soon after discovering the interplay between electricity and magnetism, generators and

electric motors became a pivotal part of energy conversion in the industrial age.

Perhaps the most significant is the use of FM materials as media for information storage.

Taking many forms from the magnetic tapes used in audio and video cassette tapes, and

magnetic tape drives to the modern hard disk drive (HDD), the ability to reliably store and

recall information has been the foundation upon which the information age has been estab-

lished. Another important application is in communication technology from microphones

to speakers to microwave communication technology. FM materials have also shown up in

commerce in the black strip on the back of credit and debit cards forming a confidential

and reliable way to transfer funds. Permanent FM materials have found new applications in

nanoscale architectures used to improve the contrast in magnetic resonance imaging (MRI)
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to more quickly, accurately, and non-invasively detect physical abnormalities in the body.

New FM materials may even play an important role in the development of super speed trains

that rely on low-friction magnetic levitation.

As a result of the sheer ubiquity of magnetic materials in modern technology, magnet-

ics research is a crucially important part of scientific exploration. The commercial impetus

to improve such magnet-based devices to become faster, more efficient, and smaller has

motivated the quest to understand magnetic materials better to predict and control their

behavior. Having this said, magnetic materials are formed by very complex electromagnetic

interactions with many constituent elements that result in intrinsically interesting behav-

ior. Because of this complexity, magnetic materials form an excellent test bed for many

interactions that are otherwise difficult or inefficient to study.

Anyone remotely familiar with information storage knows that solid state drives are

superior to HDDs in nearly every relevant metric. They are faster, do not require defrag-

mentation, are far more durable, have smaller form factors, less noise, and consume less

power. However HDDs still have a better capacity-to-cost ratio that will give them a sig-

nificant market share for some time to come and there are several big ideas coming down

the pipeline to continue improving HDD technology. Aside from the commercial motivation

to study magnetic materials there are many fundamental emerging topics within magnetics

research that appear quite removed from application at first glance yet act to move the field

forward. From a materials perspective, there is always active research to improve or discover

new hard and soft magnets and find new applications for these materials. There is a grow-

ing sub-field under the umbrella of magneto-electronics, a field that explores the interaction
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between spin and electronic systems, producing novel ideals that show great potential for re-

placing conventional charge-based electronic devices. Magnetic recording research is showing

new potential with studies in structured/patterned media or heat-assisted recording. Most

relevant to the work presented in this thesis is research in magnetization dynamics, that is

the study of how spins move, especially on fast time scales or high frequencies (e.g., GHz

range) with implications for communications devices or to better understand issues in mag-

netic memory technology. Fundamental research in this field includes research in magnonics,

the study of spin waves in nanostructured devices, domain wall motion and the associated

dynamics, and ultrafast/optical switching of the local magnetic state [6].

In our lab, we have a powerful and somewhat rare experimental technique called Brillouin

light scattering (BLS) spectroscopy, which is particularly well suited for studying magneti-

zation dynamics [7]. This technique relies on measuring the frequency shifts of inelastically

scattered light and has many salient features including the fact that is a non-invasive and

non-destructive measurement technique. It also allows for the control of many experimen-

tal parameters such as frequency, field, probed wavevector, and it is flexible enough that

many different experimental geometries are possible. The intensity of light scattered from

a magnetic sample is recorded as a function of the frequency shift of the photons using a

sensitive interferometer. The depth sensitivity depends on the optical properties and the

experimental setup. BLS measurements can also be performed on the sub-micron scale with

the aid of a microscope objective. The BLS technique will be discussed in more detail in

Chapter 3.
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1.2. Objectives

The experimental work presented in this thesis focuses on two studies of magnetization

dynamics: one looking at the excitation and spin wave modes of a confined magnetic state

called an antivortex and the other looking at spin wave propagation in YIG using a thermal

gradient. Both experiments center on using the BLS technique to measure spin wave dy-

namics in continuous and patterned thin films. The results of these projects suggest a new

method to generate short wavelength spin waves that are difficult to excite by traditional

methods and show that it is possible to steer and slow down spin wave beams using modest

thermal gradients, both of which are potentially useful for spin-wave-based logic devices.

1.3. Outline of thesis

This thesis is organized as follows:

Chapter 2 gives a review of the fundamental concepts required to understand magnetism,

magnetic materials, and the work presented in this thesis. We start with magnetic moments

that form the basis of magnetism and work up to macroscopic magnetization that is simply

the collection of many interacting magnetic moments that often occur in such large numbers

that the magnetization can be treated in a semi-classical regime. Then the factors that deter-

mine the distribution of magnetization into domains and saturated states are discussed. We

also discuss the origin of anisotropy of magnetic materials and its mathematical treatment.

Here we move from a discussion of static magnetization into the territory of magnetization

dynamics. The phenomenon of ferromagnetic resonance is described and the Kittel equation

for determining the frequency of the resonance is provided. Lastly spin waves are introduced

by the idea of breaking the symmetry of the uniform mode. An overview of the simultane-

ous solution to the equation of motion of the magnetization and Maxwell’s equations that
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provide the complete dispersion theory of spin waves is provided. The dispersion relations

provide all the details necessary to understand and predict spin wave propagation and will

be used throughout this thesis to understand the experimental results. This chapter provides

solutions for thin films under arbitrary conditions including patterned and continuous thin

films.

Chapter 3 presents several measurement techniques required to obtain the data presented

in this thesis. A simple, working-knowledge type overview of MFM, VSM, FMR, SQUID,

and MOKE are provided. A detailed introduction to the BLS experiment including the

apparatus, necessary theory, and operational knowledge is provided. The main components

of the BLS are presented, including a description of the most crucial component the tandem

Fabry-Perot interferometer. An overview of the micro-BLS, used to measure the antivortex

states, is also provided.

Chapter 4 presents a study of the high-frequency dynamics of a magnetic antivortex

stabilized in a patterned microstructure. An antivortex is a magnetic state that has spin

sweeping in from two directions and out in two directions with an out-of-plane core region

in the middle. Due to the difficulty of stabilizing an antivortex, few studies of the dynamics

have been performed despite of the fact that the AV dynamics may be highly useful for

magnonics applications. The dynamic response of the antivortex to frequency sweeps and

position scans made with the micro-BLS technique are discussed. Micromagnetic simulations

were performed to help identify the character of each mode, standing or propagating, as well

as to confirm the spatial profile of the modes. Both experiment and simulation reveal short

wavelength modes that are generated by the antivortex and couple to propagating spin waves

in the adjacent legs of the structure.
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Chapter 5 presents a study of the possibility of controlling the propagation of a beam

of spin waves using a non-uniform thermal profile. The ability to manipulate and control

signals in spin wave based devices is highly desirable in the novel field of spintronics. Full

dispersion surfaces for arbitrary angle of spin wave propagation with respect to the field

were solved for the entire range of 4πMS values achieved and were used to predict what

should happen to a beam of spin waves as they travel into a progressively hotter region.

An intricate diamond-shaped propagation pattern was observed that was modified when a

thermal gradient was applied. It is shown that it is possible to steer and slow down spin wave

beams by noticeable amounts even under application of only a modest thermal gradient (0.8

K/mm).
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CHAPTER 2

Review of magnetism and magnetic materials

2.1. Magnetic moments

At the most fundamental level, magnetism in materials arises from the presence of el-

ementary magnetic moments. These consist of the spin and orbital magnetic moments of

electrons and the spin moments of nucleons. In general, the magnetic moment operators

(µS, µL, and µJ) are related to the angular momentum operators (S - spin, L - angular,

and J - total) by

µS = −γS~S (2.1)

µL = −γL~L (2.2)

µJ = −γ~J (2.3)

using J = L+ S where γ is the gyromagnetic ratio defined as

γi =
gi|q|
2mc

(2.4)

where i = (S, L, or J), the eigenvalues of the angular momentum operators, and gi is the

spectroscopic splitting factor given by

gS ≈ 2 (2.5)

gL ≈ 1 (2.6)

gJ =
3

2
+

S(S + 1)− L(L+ 1)

2J(J + 1)
(2.7)
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using Hund’s rules [8] and the Russell-Saunders coupling scheme approximation [9]. In

practice, the gyromagnetic ratio is a complicated quantity that depends on the interaction

between spin and orbital moments and is usually determined experimentally. Thus, for spins,

|γS/2π| = 2.8 MHz/G. These equations and all that follow are given in the CGS system. A

comprehensive chart for converting between the CGS and SI unit systems is given in Table

A.1 of Ref. [10].

If a particle with a magnetic moment is placed in a magnetic field, B, the particle will

experience a torque given by

τ = µ×B. (2.8)

where the magnetic moment µ is the total magnetic moment of the particle. Both the angular

momentum and the magnetic moment are quantized in terms of the reduced Planck constant

~. The magnetic moment of the spin moment of one electron is approximately equal to one

Bohr magneton, which is given by µB = ~qe/2me = 9.274× 10−24J/T for an electron where

qe is the magnitude of the elementary charge of an electron and me is the mass of an electron.

Although there are many subatomic particles that may exhibit magnetic moments, in this

work I focus on macroscopic magnetic materials that contain only protons, neutrons, and

electrons. Furthermore, the magnetic moments of both protons and neutrons are dwarfed

by that of electrons. Thus for practical purposes, materials that we commonly refer to as

magnetic materials possess a magnetic moment due to the presence of unpaired electrons

with a preferred spin direction.

When introduced to a magnetic field, a magnetic moment has a potential energy, called

the Zeeman energy given by [5] EZeeman = −µ · B, which depends on the orientation of

the moment with respect to the field. The Zeeman energy is minimized when the moment
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is parallel/antiparallel to the field direction. If a single magnetic moment is perturbed

from equilibrium, by a thermal excitation for example, the field will then exert a torque on

the moment given in equation 2.8 that will cause it to precess around the field direction.

This process is called Larmor precession and is the basis for dynamic processes in magnetic

materials.

The macroscopic magnetic moment of a material is simply the sum of all the individual

magnetic moments in a given volume following the rules of quantum mechanics for the addi-

tion of angular momenta. In order to understand the properties of magnetic materials, it is

helpful to distinguish them by how their individual moments contribute to their macroscopic

magnetization. A useful flow chart is shown in Fig. 2.1. Any materials that do not possess

an atomic magnetic moment can immediately be identified as diamagnetic. Diamagnetic

materials have an induced magnetic moment that arises from the modification of the orbits

of the electrons in the presence or absence of an applied magnetic field, where the electrons

act to counter the change in magnetic flux. Materials with permanent moments can be

further characterized based on the presence or absence of long range order (alignment of the

moments through the exchange interaction) at room temperature. Materials with no long

range order (no exchange coupling between moments), called paramagnets, have magnetic

moments that interact so weakly that long range order is destroyed by even a small amount

of thermal energy. Paramagnets only exhibit a significant macroscopic moment when there

is a strong enough magnetic field to align the moments. Materials that do exhibit long

range order can be divided into two categories: those with neighboring moments that tend

to align either parallel or antiparallel due to their quantum mechanical exchange coupling,

known as ferromagnets and ferrimagnets, respectively. Ferromagnets tend to have a stronger
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Figure 2.1. Flow chart to classify materials by their magnetic properties.
Reproduced from [6] with permission from Springer.
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permanent magnetization than ferrimagnets but both typically have a measurable remanent

magnetization. For a ferrimagnet, in the limiting case that the neighboring moments are

equal and opposite in magnitude the material is called an antiferromagnet and the net mo-

ment is zero. This thesis will treat both ferromagnets and ferrimagnets. Since they both have

nonzero magnetization both can and will be treated as ferromagnets. Further discussion of

the types of magnetic materials can be found in Ref. [6].

2.2. Magnetostatic energies

In addition to the Zeeman energy mentioned above, there are several different energies

that influence both the static and dynamic properties of ferromagnetic materials including

the exchange, dipole-dipole, and anisotropy energies. The concept of magnetic anisotropy is

discussed in a later section.

Each dipole moment in a magnetic material generates a magnetic field that is felt by the

other moments in the material. The superposition of all the dipole fields into one effective

magnetic field is referred to as the demagnetization field. The energy associated with this long

range interaction between moments is called the dipole-dipole or demagnetization energy.

The total demagnetization energy for one dipole is found by summing the energy of that

dipole in the fields generated by each of the other dipoles in the material [10]

Edipole−dipole = (γ~)2
N
∑

i 6=j

[

µi · µj

r3ij
− 3 (µi · rij) (µj · rij)

r5ij

]

. (2.9)

The exchange energy is the result of a quantum mechanical interaction between nearest

neighbor spins and leads to short range interactions. The exchange energy in a chain of N
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spins is given as

Eexchange = −2J
N
∑

i=1

Si · Si+1 (2.10)

where J is the exchange integral. J is positive for ferromagnets which means that the

exchange energy is minimized when nearest neighbors spin are aligned parallel. J is neg-

ative for ferrimagnets and antiferromagnets so their nearest neighbor spins will be aligned

antiparallel.

2.3. Domains and saturation

The magnetic moments of ferromagnets have two main and often competing mechanisms

of interaction that operate on two distinct length scales. Nearest neighbor interactions are

dominated by exchange interactions that lead to parallel neighboring spins in a ferromagnet.

Over a longer range the dipole-dipole interaction becomes significant. In order to reduce the

demagnetization energy, domains - regions of locally uniform magnetization - form. These

domains also reduce the total magnetic moment of the magnet. Domains also play an

important role in the reversal process of a magnetic material. A typical magnetization vs.

field curve, also known as a hysteresis loop, is shown in Fig. 2.2. When a static magnetic field

is applied, the domains oriented parallel to the field are favored energetically and become

larger in size. After a strong enough field is reached, known as the saturating field, the

domains oriented in other directions are eliminated in favor of one single domain and all

the moments are parallel to the field. This is called the saturated state and it is associated

with the maximum magnetization, MS, the magnet can attain. If the field is removed,

domains oriented in other directions will again form and start to grow as the field is changed

(decreased and then increased in the opposite direction). At zero field there will generally be
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Figure 2.2. Hysteresis loop of a ferromagnet [11].

a significant saturation magnetization, called the remanent magnetic field Br or remanent

moment Mr. If the field is then increased in the negative direction, the magnetization will

eventually drop to zero and become negative as the domains adjust. The field needed to

obtain zero magnetization is known as the coercive field Hc. At larger negative fields, the

domains oriented parallel to the field will grow until there again is one single domain parallel

to the field that is again the saturated state. This process is called magnetic hysteresis since

the magnetic state of a ferromagnet will, in general, depend on the history of field exposure.

For any kind of magnetic measurement, including dynamic measurements, it is important

to pay attention not just to the applied field but also to the field history for measurements

made below saturation. Techniques used to measure hysteresis loops will be discussed in

Section 3.3. The width of a ferromagnet hysteresis loop is determined by the magnitude of

the coercive field. Materials with a small coercive field (or coercivity) are easily switched

and thus are called soft ferromagnets. Materials with a high coercivity require a large field

to be switched and are referred to as hard ferromagnets.
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2.4. Magnetic anisotropy

While it is possible to have an isotropic ferromagnet that exhibits hysteresis curves that

are independent of the applied field direction, it is common to have differences in shape of

the hysteresis loop depending on the angle of the applied field with respect to the crystal

lattice and the sample geometry, which occurs due to the presence of magnetic anisotropy.

Anisotropy occurs when the energy depends on the orientation of the magnetization with

respect to the crystal lattice. Anisotropy can also come about due to the structural geom-

etry of the sample, which is called the shape anisotropy. Shape anisotropy becomes more

significant as the size of the sample is constrained in one or more dimensions. In this case the

moments near the boundary will act to reduce the demagnetization energy on the boundary

by orienting themselves parallel to the constrained boundary. In thin films, the focus of study

in the projects presented in this thesis, this is an important factor because it is much easier

to saturate the sample within the plane of the thin film than out of the plane. Anisotropy is

not only an important consideration for the static magnetization but has pronounced effects

on the magnetization dynamics.

2.5. Magnetization dynamics

2.5.1. Equation of motion. So far we have considered ferromagnets with a static

magnetization. Now we will look at dynamic processes in ferromagnets. Our goal is to find

the magnetization as a function of time as described by the equation of motion given as

dM

dt
= −γM ×H (2.11)
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where γ is the gyromagnetic ratio. When combined with Maxwell’s equations [5] and ap-

propriate boundary conditions, the equation of motion can be used to solve for M vs t, or

for dispersion relations. Equation 2.11 does not account for any intrinsic sources of damping

and as such damping must be incorporated phenomenologically. There are two common

methods to account for damping, the method presented by Landau and Lifshitz [12]

dM

dt
= −γ(M ×Heff ) +

λγ

M2
S

M × (M ×Heff ), (2.12)

where λ is the damping parameter, and the method presented by Gilbert [13]

dM

dt
= −γµ0(M ×Heff ) +

α

MS

(

M × dM

dt

)

. (2.13)

where α is the damping parameter and where Heff is the effective field that may include

contributions from the demagnetization and anisotropy and is given by

Heff = Hext +Hex +Hdem +Hani. (2.14)

In the expression above, Hext is the external magnetic field, Hdem is the demagnetization

field given by

Hdem = −NdM , (2.15)

Hani is the anisotropy field

Hani = − 1

M
∇MEani, (2.16)

and Hex is the exchange field

Hex = λex∇2M (2.17)
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whereNd is the demagnetization tensor, λex is the exchange length, and Eani is the anisotropy

energy the exact form of which depends on the symmetry of the anisotropy. In many spin

wave studies, the sample is saturated before oscillations are excited. In this state the damping

will compensate thermal fluctuations and the magnetization will sit at equilibrium along the

direction of the effective field. In experiments the precession is driven through use of a

dynamic magnetic field. In the linear response regime the dynamic magnetization deviates

only slightly from the saturation direction. As a result, a small angle approximation may

be used to linearize the equation of motion. Taking the +ẑ direction along the direction of

the static magnetization, we can write the total magnetization as the sum of the static and

dynamic contributions

M (t) = Mz +m(x, y, t) (2.18)

where |m| << Mz. Substituting this back into equation 2.11, we can solve for the dynamic

components only

dm

dt
= γm×H , (2.19)

which is the torque equation for the dynamic component of the magnetization. This approx-

imation can be used to treat uniform as well as non-uniform spin excitations.

2.5.2. Uniform precession. If a ferromagnet is saturated in a single domain state and

a field is applied, all of the spins will precess around the direction of the effective field. A

free spin will precess around an external field, which is called Larmor precession, whereas

for a spin in a ferromagnetic material, the precession frequency will depend on the effective

field that includes not only the external field but also contributions from the magnet itself

such as the demagnetization field and anisotropy as given in equation 2.14. This precession
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Figure 2.3. Illustration of a ferromagnetic sample undergoing uniform pre-
cession. The precession is generally elliptical in thin films due to the shape
anisotropy.

is called ferromagnetic resonance (FMR). All the moments in the sample precess in-phase

and the mode is uniform with infinite wavelength. This precession occurs at a frequency

given by the Kittel resonance condition [14] as

ω =
√

[ωH + (Ny −Nx)ωM ] [ωH + (Nz −Nx)ωM ], (2.20)

where γ is the gyromagnetic ratio, (Nx, Ny, Nz) are demagnetizing factors that depend on

the shape of the magnetic sample, ωH = γH, and ωM = γ4πMS. Here H is the external field

and the equation assumes that the only anisotropy is due to the shape of the sample. For a

given applied field there is a specific frequency at which all the spins in the sample precess

around the field in phase in the so-called FMR mode, which is illustrated in Fig. 2.3. This

mode can be driven by applying an oscillating (or dynamic) magnetic field perpendicular

to the static magnetization at the required frequency or it can be excited by a short pulse.

Due to damping, if the dynamic field is removed, the magnetization will undergo relaxation

processes that transfer the angular momentum to the crystal lattice until it is back in the

equilibrium state - parallel to the static field.
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For an extended thin film magnetized out-of-plane the resonance condition 2.20 reduces

to a simpler form

ω = ωH − ωM (2.21)

where ωH > ωM . For in-plane magnetized films the resonance condition is

ω =
√

ωH(ωH + ωM). (2.22)

The equations give a simple approximation to quickly evaluate the frequency of the uniform

mode in thin film applications.

2.6. Spin waves

Now that we have explored the mode of uniform precession, we will take a look at the

non-uniform excitations that are allowed to exist in magnetic materials. In this thesis, “spin

wave” will be used as the general term to describe all non-uniform excitations of the spin

system that can propagate. This includes excitations historically classified as magnetostatic

waves, dipolar spin waves, and exchange spin waves depending on the magnitude of the

wavenumber. A spin wave is simply illustrated by a chain of neighboring moments as shown

in Fig. 2.4. All the moments in this chain precess around the local field direction at the

same frequency and cone angle but have a constant phase difference between them. The

wavelength of a spin wave is defined as the distance over which the difference in phase is

equal to 2π radians and is related to the wavenumber in the usual way λ = 2π/k. As with

excitations in all physical systems, spin waves are quantized and the quasi-particle associated

with the quantization is called a magnon. The theory of spin waves can be developed from a

quantum perspective. A full derivation can be found in Section 7.4 of Ref. [10], for instance.
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Figure 2.4. Diagram of a spin wave demonstrated on a chain of moments
where subsequent moments have a constant difference in the phase of their
precession. The yellow magnetic moments can represent individual atomic
moments or the average moments of macroscopic regions [15] reproduced with
permission from IOP Publishing.

An important aspect of the quantum view that is relevant to this work is that the energy

and momentum of a magnon are given by ~ω and ~k respectively. Spin waves exhibit all

the properties of waves including propagation, interference, reflection, and refraction. This

thesis will focus on spin waves in thin films.

2.7. Spin wave modes

Spin waves are typically discussed as plane waves that are classified by the orientation of

their wavevector relative to the direction of the saturation magnetization MS. Spin waves

may propagate at any arbitrary direction with respect to the magnetization and can be

thought of as linear combinations of plane waves. Spin waves that propagate in the plane

of the film that are saturated with an out of plane field are known as forward volume spin

waves (FVSW). If the magnet is saturated parallel to the plane, spin waves that travel in

the plane and parallel to the magnetization are called backward volume spin waves (BVSW)

and surface spin waves (SSW) if they travel perpendicular to the magnetization. SSWs are

also commonly referred to as Damon-Eshbach (DE) spin waves after the authors of Ref.
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[16]. It is also possible to excite standing spin wave resonances across the thickness that are

called the perpendicular standing spin wave (PSSW) modes. In thin films the component of

the wavevector along the thickness is quantized as kn = nπ/t where t is the film thickness

and n = 1, 2, 3... In out-of-plane magnetized films, the FVSW do not have a preferred

propagation direction. They have a standing wave profile across the thickness and in-plane

wavevector k‖. The group and phase velocities for FVSWs are parallel to each other. These

modes are discussed in further detail in Section 2.8.4 and shown in Fig. 2.11. The dispersion

relations, described in the next section, are different for each of these configurations, which

leads to different propagation characteristics.

2.8. Dispersion theory

Dispersion relations relate the energy (~ω) and momentum (~k) of a wave and are a

powerful tool in spin wave research. The most obvious function is to predict the frequency

over a range of possible wavevectors given the experimental conditions and material parame-

ters. In addition to this, they can be used to find the phase and group velocity and hence to

determine the speed and direction of energy propagation spin waves. If the material param-

eters are not completely known, the dispersion relations can also be used to fit experimental

data, such as the spin wave frequency measured for a spin wave with known wavevector,

to extract the parameters of interest. Because the equation of state for the macroscopic

magnetization is nonlinear, solving for the dispersion relations is a non-trivial task. There

is an extended history of different approaches that have been used to solve the dispersion

relations for ferromagnetic materials. Here we present two mathematical approaches based

on the continuum model for magnetization dynamics and that allow for the determination

of the dispersion relations up to arbitrary precision. One is the partial wave (PW) method
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and the other is the spin wave mode (SWM) method. Both methods provide a solution for

spin waves in an extended thin film geometry. Aside from the different forms assumed for

the solutions, the two approaches lead to identical results, as would be expected. In this

section, I will provide a brief walkthrough of the steps required to obtain the dispersion

relations following both methods. A example script for computing the dispersion relations

under arbitrary conditions using the SWM approach is presented and discussed in B.

2.8.1. Partial wave (PW) method. The central idea behind the partial wave method

is to assume the dynamic magnetization can be written as a linear combination of plane

waves, plug the assumed solutions into Maxwell’s equations and apply appropriate bound-

ary conditions. This method was first established by Rado and Wertman [17] but a very

understandable presentation was provided in Ref. [18] for multilayers, which also applies to

single layer films. The first step is to start with the full equation of motion, usually the LLG

equation, including the Zeeman, dipole, and exchange interactions. Now apply Maxwell’s

equations to obtain the boundary conditions on H and B (and therefore M), which are

that H‖inside = H‖outside and B⊥inside = B⊥outside where the subscripts indicate the orienta-

tion and location of the fields with respect to the bottom and top surfaces of the extended

thin film. In the case of multilayer structures, two additional boundary conditions arise:

Rado-Wertman conditions if there is no exchange coupling across the boundary [17] or the

Hoffman conditions if the layers are exchange coupled [19]. Now we linearize the equation

of motion assuming the dynamic components of the field and magnetization are small, i.e.,

|m| << |M | and |h| << |H|. Next we assume a plane wave form for the dynamic com-

ponents inside the film, h and m proportional to exp[i(ωt−Q ·R)]. Where Q is the total

wavevector and R is the position vector. Inserting this form into the linearized equation of
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motion and the boundary conditions we arrive at a matrix whose elements depend on Q and

are the coefficients of the components of h and m. The determinant of the matrix must van-

ish providing the dispersion relation. The matrix can also be found in terms of the elements

of h and m at the boundaries. In this case the elements of m can be written as elements

of h to obtain a matrix whose coefficients are all components of h at the boundaries. The

determinant again must vanish resulting in the dispersion relation.

2.8.2. Spin wave mode (SWM) method. The SWM method is based on a complete

set of vector functions that satisfy the exchange boundary conditions (given in equation

10 of Ref. [20]). In this case a vanishing infinite determinant provides the solution to the

dispersion relations. One advantage of this method is that it provides approximate solutions

that don’t have dispersion properties hidden in transcendental equations as is the case with

the PW method [21]. Instead the approximate forms give an intuitive dependence of the

frequency on many parameters including wavevector, angle of propagation with respect to

the field, and the effects of exchange and anisotropy. Foundational work for this method

was first established by [22] and a very comprehensive reference has been given by Kalinikos

[20, 21] that will be followed here.

In the first step, the dynamic magnetization is assumed to be proportional to exp[i(ωt−

kζζ)] where kζ is the in-plane wavenumber and ζ is a coordinate along which the spin wave

propagates. Next the dipole field is written in terms of the variable magnetization using

a tensorial Green function. This form of the dipole field is inserted into the linearized

equation of motion for magnetization, the linearized Landau-Lifshitz equation. This leads

to an integro-differential equation that describes the Fourier amplitude of the spin wave.

This one equation is the equivalent of Maxwell’s equations, the boundary conditions, and
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the equation of motion and solving it provides the full spectrum of dipole-exchange spin

waves. Kalinikos solved it by using the eigenfunctions of the exchange operator as normal

modes [20]. Physically these eigenfunctions are found to be perpendicular standing spin wave

(PSSW) modes that are quantized by the thickness. Hereafter, I will refer to these PSSW

eigenfunctions as thickness modes. This process is neither straightforward nor intuitive but

the results are very useful for analyzing propagating spin waves.

In this section, I will “walk” the reader through the list of equations needed to numerically

calculate the dispersion relations. The problem is usually presented in the following way.

Every antenna has a certain range of wavevectors it can efficiently excite. This range is

approximately determined by taking the Fourier transform of the dynamic field across the

width of the antenna. A more exact solution incorporates an additional surface current

generated in the antenna by the fluctuating magnetization beneath but this level of precision

is not typically required. Knowing this range, the experimentalist can set Hext and the

orientation of the film with respect to the applied magnetic field and use these dispersion

calculations to determine many features of the spin wave propagation including but not

limited to the range of frequencies, the group velocities, and the presence of standing spin

wave modes.

The first step in the calculation is to set up an array of in-plane wavenumbers (kζ , kη).

The step size is determined by the user but has a large effect on computation speed so it

is smart to start with large steps. The next step is to initialize the frequency arrays. For

each thickness mode we can find a frequency for every combination of wavevectors, thus the

total frequency array should have dimensions of [length(kζ range),length(kη range),number

of thickness modes]. Note that the thickness modes interact heavily when they are tightly
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spaced (for thick films) thus the more thickness modes that are included, the more accurate

the answer will be. The number of thickness modes also affects computation speed. Thus a

rule of n + 3 modes is usually followed where n is the number of thickness modes that you

actually want to study. Next the angles θ and φ are computed as defined in Fig. 2.5. The

trigonometric coefficients A - E (equations 28-32 in [20]) can then be found

A = cos2 φ− sin2 θ(1 + cos2 φ) (2.23)

B = − cosφ sin 2θ (2.24)

C = cos θ sinφ cosφ (2.25)

D = − sin θ sinφ (2.26)

E = sin2 φ (2.27)

Now we need to find the matrix L that is composed of the block elements given by

equation 34 in Ref. [20]. We see that the terms along the diagonal involve only a single

thickness mode denoted by n. The off-diagonal elements describe the interaction of thickness

modes n and n′. In this way, every thickness mode interacts with every other thickness mode

and there are infinitely many modes. However, the interaction of thickness modes decreases

drastically with the frequency spacing between the modes, i.e., the interactions between

modes 4 and 9 is much less than between 8 and 9, hence the n+3 rule mentioned above. In

the so called “zero-order approximation”, the modes are not allowed to interact and thus

the frequency of each mode is simply equal to the determinant of the corresponding D̂nn

matrix given below. In this case the thickness modes are degenerate at certain values of the

wavenumber where the thickness modes cross. In the full calculation, where mode interaction
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Figure 2.5. The geometry of the dispersion relation calculation given in
personal communication with Kalinikos, B. A. [23]. Here the field Heff = Hi

which lies at an angle θ from the normal to the surface of the film and at an
angle φ from the direction of the spin wave wavevector kζ .

is permitted, the degeneracy is lifted and the modes never cross. In order to find L we need

to compute the D̂nn and R̂nn′ matrices. D is given in equation 23 as

D̂nn =









[Nx
n + sin2 θ + AP xx

nn ] [CP xy
nn − i( ω

ωM
T xy
nn −DQxy

nn)]

[CP yx
nn + i( ω

ωM
T yx
nn +DQyx

nn)] [Ny
n + EP yy

nn]









(2.28)

and the R matrix is given in equation 24 as

R̂nn′ =









[AP xx
nn′ + iBQxx

nn′ ] [CP xy
nn′ − i( ω

ωM
T xy
nn′ −DQxy

nn′)]

[CP yx
nn′ + i( ω

ωM
T yx
nn′ +DQyx

nn′)] [EP yy
nn′ ].









(2.29)

Here we encounter many new parameters. First we have the pinning parameters that

describe the pinning of the magnetization at the boundaries of the film thickness and depend

critically surface anisotropy [20]. The pinning can be experimentally determined by a network
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Figure 2.6. Experimental evidence of the effects of pinning on the transmis-
sion loss in a thin magnetic film. In the top plot the dips indicate pinning of
the magnetization at frequencies where the perpendicular standing spin wave
modes occur and energy is not transmitted through the film. The bottom
plot shows that when the magnetization is not pinned frequencies of the entire
range allowed by the input antenna are passed.

analyzer measurement where the amount of pinning is proportional to the depth of the dips

in the transmission profile (S21). Figure 2.6 shows characteristic insertion loss measurements

for pinned and unpinned ferromagnetic films [23].

The parameters for pinned surface spins are provided in the appendix of Ref. [20] by

equations A10 and A11 as

Pnn′ =
k2
ζ

k2
n′

δnn′ +
k2
ζ

k2
n

KnKn′

k2
n′

Fn

(

1 + (−1)n+n′

2

)

(2.30)
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Qnn′ =
k2
ζ

k2
n′

(

KnK
′
n

K2
n′ −K2

n

2

kζt
−

k2
ζ

2k2
n

Fn

)(

1 + (−1)n+n′

2

)

. (2.31)

The parameters for unpinned surface spins are give by equations A12 and A13 as

Pnn′ =
k2
ζ

k2
n′

δnn′ −
k4
ζ

k2
nk

2
n′

Fn
1

[(1 + δ0n)(1 + δ0n′)]1/2

(

1 + (−1)n+n′

2

)

(2.32)

Qnn′ =
k2
ζ

k2
n′

(

Kn′

K2
n′ −K2

n

2

kζt
−

k2
ζ

2k2
n

Fn

)(

1− (−1)n+n′

2

)

[(1 + δn,0)(1 + δn′,0)]
−1/2 (2.33)

where Qnn′ for the unpinned case is taken from equation 34 of Ref. [24]. Here δij represents

the familiar Kronecker delta function having a value of 0 for i 6= j and 1 for i = j. The term

containing the delta functions seems to have been dropped in Refs. [21, 20] but arises from

the orthonormality of the eigenfunctions Φp
n present in the double integral definition of Qnn′

in equation 26 of Ref. [20].

Now we have the T parameter given in equation 27 as

T pp′

nn′ = T p′p
n′n =

1

t

∫ t/2

−t/2

Φp
n(ξ)Φ

p′

n′(ξ)dξ (2.34)

but by symmetry arguments it can be shown that T = 1 for n = n′ and T = 0 for n 6= n′.

Finally we have that F is given by equation A14 as

Fn =
2

kζt
[1− (−1)ne−kζt] (2.35)

where t is the film thickness, kζ is the in-plane spin wave wavenumber defined to be along

the propagation direction, Kn is the out-of-plane wavenumber quantized as nπ/t, and kn is

the total wavenumber given by
√

k2
ζ +K2

n. The allowed thickness modes are determined by
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the surface pinning condititions with n = 0, 1, 2,... for unpinned surface spins and n = 1, 2,

3,... for pinned surface spins.

2.8.3. Nature of solutions. The dispersion relations allow for arbitrary directions

of the magnetization and wavevector with respect to the ferromagnetic sample. In practice

the direction of the wavevector is determined by the excitation geometry and the dispersion

relations can be used to calculate the expected frequency. However, many antenna structures

excite a range of wavevectors and often excite wavevectors in more than one direction. One of

the uses of dispersion curves is to evaluate the expected wavevectors and group velocities of

spin waves that are generated using a microstrip antenna. A characteristic set of dispersion

surfaces, or spin wave manifold [6], with each surface corresponding to a thickness mode is

shown in 2.7. Cuts of the dispersion surfaces along the kx = 0 and ky = 0 axes provide the

dispersion curves of pure BV and DE spin wave modes as shown in Fig. 2.8, for instance. A

given pumping frequency will slice through the surfaces providing the range of wavevectors

that can be excited. These cuts are called slowness curves, where the slowness is defined as

the inverse of the group velocity (and also depends on the wavevector and frequency), and

they will be discussed in more detail in Chapter 5. The group velocity of a given spin wave

is given by vg = ∇kω and the phase velocity is vp = ωk/k2. Thus each component of the

velocities is a set of surfaces in k space.

The dispersion relations described above are for continuous thin films. By construction,

these solutions all have a quantized wavevector across the thickness of the film given by

Kn = nπ/t where n is the thickness mode number and depends on the pinning conditions

at the boundary. A sample is considered unpinned if the surface spins are free to precess

at the boundary and pinned if the precession of the surface spins is constricted. These
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Figure 2.7. A characteristic dispersion manifold for a thin continuous film
with in-plane magnetization saturated along the y-axis. Calculated for an 6.3
µm thick YIG film with H = 779 Oe and 4πMS = 1821 G and unpinned
surface spins. The red plane indicates a pumping frequency of fp = 3.925
GHz.

so-called perpendicular standing spin waves (PSSW) are formed when spin waves having

equal and opposite wavenumbers in the thickness direction interfere constructively. The

magnetization precession amplitude has an sinusoidal dependence on the thickness as shown

in right two modes in Fig. 2.10. The PSSW resonances are flat planes that cross through

the dispersion manifold above the FMR mode. In actuality, the modes are non-degenerate

so a hybridization of the modes must occur to lift the degeneracy. The gaps between the

hybridized modes are called “dipole gaps” [20]. Mode hybridization leads to large changes to

group velocity and propagation angles in near the SSW/PSSW crossing points. An example

of the crossing points is shown in Fig. 2.9.
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Figure 2.8. Characteristic dispersion curves for a thin continuous film in
both the BV (low frequencies) and DE (high frequencies) configurations. The
first six PSSW modes are shown. These dispersion curves were calculated for
an 2 µm thick YIG film with H = 1000 Oe and 4πMS = 1750 G and unpinned
surface spins.

Figure 2.9. PSSW surfaces cut through the propagation surface wave. The
zero-approximation (top) is computationally efficient but allows degeneracy
between spin wave modes. The full theory lifts the degeneracy and never lets
modes cross. Instead, the modes bend sharply near the resonances leading to
dipole gaps. These dispersion curves were calculated for an 2 µm thick YIG
film with H = 1000 Oe and 4πMS = 1750 G and unpinned surface spins.
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Figure 2.10. The profile of the dynamic magnetization across the film thick-
ness for DE and PSSW modes shown for unpinned surface spins. The black
lines represent the boundaries of the film while the green and blue curves il-
lustrate the amplitudes of the dynamic component of the magnetization for
upward and downward traveling waves that superpose to form standing waves.

2.8.4. Limiting cases. There are a few types of thin film spin wave solutions that are

useful to highlight. These correspond to geometries of high symmetry that can be chosen

experimentally by the orientation of a microstrip antenna with respect to the external field.

Two orientations of the static magnetization are considered: parallel to the plane of the

sample (tangentially magnetized) and perpendicular to the plane of the sample (normally

magnetized). Figure 2.11 shows the dispersion curves for the two limiting cases for a tan-

gentially magnetized sample and also for a normally magnetized sample. For a tangentially

magnetized film, when the wavevector is oriented parallel to the static magnetization, as

illustrated in the bottom inset of Fig. 2.11, the spin waves are referred to as magnetostatic

backward volume spin waves (BVSW). The volume character of these modes arises from the

fact that they form standing waves across the thickness of the film and thus a majority of

the precession amplitude lies within the bulk of the film. The group and phase velocities are

in opposite directions for small wavevectors, which occurs due to magnetostatic field effects.

Because of the opposing group and phase velocity directions, this is referred to as a backward

wave. The second case is where the wavevector is perpendicular to the static magnetization
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Figure 2.11. The first order thickness mode dispersion relation for the three
commonly used excitation geometries.

vector as illustrated in the top inset of Fig. 2.11. These spin waves are referred to as mag-

netostatic surface spin waves (SSW). The surface wave character comes from the fact that

the precession amplitude is highest on the surfaces of the film and decays exponentially with

the thickness. These solutions are also non-reciprocal in the sense that the mode with one

direction of group velocity will be localized on one surface of the film while the mode with

the opposite group velocity is localized on the other side as illustrated by the left diagram

in Fig. 2.10. The field direction and antenna placement must be chosen carefully for SSWs

to ensure that the wave propagates along the desired surface.

In a normally magnetized sample there is just one limiting case, referred to as the mag-

netostatic forward volume spin wave (FVSW). Like the BVSW case, these wave solutions

form a standing wave across the thickness of the film and, consequently, have a volume wave

character. Here the wave propagates parallel to the plane of the film as illustrated in the

middle inset of Fig. 2.11 but the dispersion characteristics are the same for any direction of
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the in plane wavevector. The group and phase velocities of FVSWs are both positive and

point in the same direction.

The approximate dispersion relations have convenient analytical solutions for the three

limiting cases discussed above. The dispersion relation for out-of-plane magnetization is

ω2
FV SW = (ωH − ωM + αωMk2

n)(ωH − ωM + αωMk2
n + ωMPn). (2.36)

The dispersion relation for in-plane magnetization is

ω2
in−plane = (ωH + ωM + αωMk2

n − ωMPn)(ωH + αωMk2
n + ωMPn sin

2 θ) (2.37)

where k2
n = k2

ζ +K2
n, α is the exchange parameter, and θ is the angle between the wavevector

and the static magnetization (specifically θ = 0 for BVSW and θ = π/2 for SSW). Recall

that kζ is the in-plane wavenumber and Kn is the out-of-plane quantized wavenumber. The

pinning parameter for unpinned surface spins is given by

Pn =
k2
ζ

k2
n

−
2k4

ζ

kζtk4
n

(

1

1 + δ0n

)

[

1− (−1)ne−kζt
]

(2.38)

where n = 0, 1, 2, 3, ... The pinning parameter for pinned surface spins is given by

Pn =
k2
ζ

k2
n

+
2k2

ζK
2
n

kζtk4
n

[

1− (−1)ne−kζt
]

. (2.39)

where n = 1, 2, 3, ... These equations are highly useful for a quick calculation of the

dispersion for spin waves excited in one of the three limiting geometries. They also give an

explicit dependence on parameters that allows one to get a feel for how each parameter can

affect the calculated frequency.
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2.9. Conclusions

The origin of macroscopic magnetization and types of magnetic materials were presented.

An overview of several common approaches used to find dispersion curves was provided. In

all cases, the theory is based on a solution of the equation of motion and Maxwell’s equations.

Several characteristic modes of spin wave dynamics were presented including uniform (FMR)

and non-uniform propagating (spin wave) modes. The dispersion relations presented in this

chapter are for extended thin films with uniform properties. Spatial confinement and non-

uniform thermal profiles have a profound impact on the dispersion relations, which will be

explored in Chapters 4 and 5 respectively.
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CHAPTER 3

Characterization techniques

3.1. Introduction

This section will provide a detailed description of several techniques commonly used

to characterize magnetic materials and that were used to collect the data presented in this

thesis. First, I will describe a technique that proved fundamental to early magnetics research

when it was first developed many decades ago - ferromagnetic resonance (FMR). I will then

discuss two experimental techniques used to quantify the magnetic moment: vibrating sample

magnetometry (VSM) and superconducting quantum interference detection (SQUID). Then

I will discuss two very powerful techniques for studying spin waves, Brillouin light scattering

spectroscopy (BLS), and magneto-optical Kerr effect spectroscopy (MOKE). Lastly, I will

include an introduction the concept of spin wave excitations.

3.2. Ferromagnetic resonance

The initial theory of ferromagnetic resonance (FMR) was introduced by Charles Kittel

in 1948 [14]. Griffiths [25] made the first experimental observation of FMR. The FMR

experiment can be used to study many properties of a magnetic material including the

4πMs value [26–28], magnetic anisotropy [29–32], exchange coupling in multilayer systems

[33, 34], and most commonly to provide insight into the spin relaxation mechanisms [35–38].

As discussed in Section 2.5, spins in a thin film experience a torque and undergo precession

around the direction of the effective magnetic field with a frequency described by equation

2.22 for an in-plane magnetized film. The goal of FMR is to measure this resonance.
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Since its discovery, FMR has been used to determine the damping parameter of magnetic

materials. If the damping is introduced phenomenologically, as by the second term on the

right of equation 2.12 for instance, one can use the resonance condition to find the diagonal

components of the susceptibility tensor χij:

χ
′′

xx =
ωMωH

ω∆ω
(3.1)

χ
′′

yy =
ωM

ω∆ω
[ωH + 4πωM ] (3.2)

where ω is the frequency and ∆ω is the linewidth which is equal to the FWHM of the

susceptibility found by the points where χ is equal to half of its maximum value.

A diagram of a the FMR experimental setup is shown in Fig. 3.1. For a typical mea-

surement the reflected microwave energy is monitored while the sample is excited at a fixed

frequency and the external magnetic field is swept. The reflected energy drops when energy

is absorbed by the magnetic material at resonance. Alternatively, it is possible to hold the

field constant and sweep the frequency through the resonance. Either way the precession

is typically driven with a spatially uniform field, either through use of a microwave cavity

or a shorted waveguide. With a cavity, the frequency is held fixed at the resonance of the

cavity then the field is swept through the FMR resonance as the reflected power is mea-

sured. This method is sensitive enough to study samples with very small power absorptions

or small saturation magnetizations (low volume or with T ∼ Tc), for instance. With a

shorted waveguide, there is no specific cavity resonance so the frequency can be adjusted

over a large range. It is possible to either rotate the sample or the magnetic field to perform

angle dependent measurements to measure any anisotropy or measure the demagnetization

coefficients for samples with constricted dimensions [39, 40]. Non-uniform spin wave modes
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Figure 3.1. The main components of an FMR experiment. The electromag-
net provides the static magnetic field, the CW stimulation is provided by the
microwave generator. An audio amplifier drives a current through the modu-
lation coil which oscillates the field make a lock-in style measurement possible.
The reflected microwaves are converted to a voltage by a diode then sent to
the lock-in to be analyzed by the computer.

[41]

can also be observed as resonances with lower absorption at higher frequencies in a surface

wave geometry or lower frequencies for backward volume excitation geometries.

Even at FMR, the microwave power absorbed by the sample can be quite small. Thus

a lock-in detection technique is often used where a small oscillating field parallel to the

external field is created by modulation coils that are typically driven at acoustic frequencies.

Thus it is actually the real and imaginary components of the dynamic susceptibility that

are obtained. The absorption often appears in the data as the derivative of a Lorentzian

function. The peak-to-peak distance is equal to the FWHM of the Lorentzian fit and is

related to the FMR linewidth by

∆HFMR =
√
3∆Hpp (3.3)
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which is related to the damping parameter by

α =
µγ∆HFMR

4πω
. (3.4)

In the case of a multilayer stack or in a situation where propagating spin wave modes are

excited, multiple resonances will appear at different frequencies but each can be individually

fit to measure the resonance field and damping of each layer.

3.3. Magnetometry

Saturated ferromagnetic materials are surrounded by a non-uniform magnetic field where

the strength of the field is directly proportional to the magnetic moment. If the sample is

then oscillated, the magnetic field of the sample oscillates along with it generating a change in

flux in the space around it. In magnetometry, magnetic induction through some arrangement

of pickup coils is used to measure the magnetic moment of a sample at different fields, angles,

and even temperatures. The measured quantity is the current generated in the induction coils

which is proportional to the rate of change of flux. The main principles of two magnetometry

techniques, vibrating sample and SQUID magnetometry are discussed below.

3.3.1. Vibrating sample magnetometry. Vibrating sample magnetometry (VSM)

is an inductive measurement technique that uses a field and pickup coils to measure the

induced current generated by vibrating a magnetic sample next to a set of coils [42]. The

experimental concept is so simple that the first experimental apparatus consisted of an

electromagnet, loudspeaker, a drinking cup and straw, and a rudimentary pickup coil [43].

A diagram of a more refined experimental configuration is shown in Fig. 3.2. A magnetic

sample is placed at the end of a long, usually glass or metal, rod which is driven by a linear
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Figure 3.2. The main components of a vibrating sample magnetometer.

motor to oscillate the sample sinusoidally next to a set of pickup coils. The resulting change

in flux through the pickup coils leads to an induced current due to Faraday’s law of magnetic

induction.

To make a measurement with the VSM, the first step is to turn on the electromagnet

to saturate the sample. Then the sample is centered in three directions. Once centered,

the sample is oscillated at a constant rate. Measurements of the magnetization are made

as a function of the external field to obtain a full hysteresis loop. The measurement can be

repeated at different temperatures or field orientations to find the MS vs T curve or to mea-

sure the angle dependent anisotropy both in and out of the plane of the film. While in most

cases the VSM is not as sensitive as SQUID magnetometry it is a faster technique, because

of the magnets typically involved, which is convenient for quickly finding the properties of

magnetic materials.
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Figure 3.3. Typical measurement of a SQUID measurement showing the
voltage of the current induced in the pickup coils as a function of the sample
position.

3.3.2. SQUID magnetometry. A superconducting quantum interference device (SQUID)

is the most sensitive magnetometry technique usually used to detect magnetic signals as small

as one flux quantum. A diagram of a typical SQUID measurement is shown in Fig. 3.3. The

operating principle is similar to the VSM except that the induced current is detected by a

superconducting Josephson junction. SQUID magnetometry is sensitive enough to measure

one single Bohr magneton of magnetization. For more information on SQUID magnetometry

please refer to Ref. [44].

3.4. Light scattering

Light scattering is a powerful tool for studying magnetic materials as it is non-contact,

non-destructive, and can provide high resolution up to the diffraction limit. The basic

principle is that light is scattered from the material under study and the properties of the

scattered light are compared to those of the incident light. In this section we will focus on
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the scattering process involving photons, the elementary particle of light, and magnons, the

quasi-particles associated with magnetic waves.

Light scattering events can be categorized based on the energetics of the scattering process

as either elastic or inelastic. In elastic scattering the photon momentum can change through

the process of being absorbed and re-emitted by an electron but the photon does not lose

or gain energy and thus the frequency remains constant through the scattering process. In

contrast, inelastic scattering results in a scattered photon with a change in both energy

and momentum. There are three categories of light scattering that are commonly used to

study crystalline solids: Rayleigh, Raman, and Brillouin. The majority of the light scattered

from a ordered crystalline solid is elastically scattered. Since the scatterers in a crystal are

the ions in the lattice, the size of the scatterer is much smaller than the wavelength of the

light. This type of scattering is referred to as Rayleigh scattering. Because the intensity of

scattering is proportional to the number of scatterers, Rayleigh scattering can be used to

measure fluctuations in the density of crystals [45].

We are then left with the inelastic scattering processes: Raman and Brillouin. Raman

scattering happens when light scatters from atoms or molecules with some energy being lost

to vibrational or rotational transitions [46]. Brillouin light scattering (BLS) happens when

light scatters from low-energy and macroscopic collective excitations in a crystal such as from

phonons or magnons. Raman scattering spectra are usually reported in wavenumber (cm−1)

units but typically involve much higher frequency shifts (10s of THz) than Brillouin scattering

(10s of GHz). BLS has found broad application from measuring the elastic properties of water

[47–50], a range of solids [51–55], collagen [56], muscle fibers [57], bone tissue, [56, 58], and
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even spider silks [59] to measuring magnetic spin waves as discussed in this thesis. As a non-

contact measurement, BLS has been used to determine the elastic properties of mammalian

eyes on murine models and human tissues [60–62].

BLS has found broad application in magnetics research because it can measure spin wave

properties and propagation. BLS is an effective tool for measuring the dynamic properties

of magnetic materials because of the great degree of flexibility offered to the user in the

experimental setup. Spin wave dispersion, discussed in Chapter 2, relies on many material

parameters. Thus the BLS can be used as a direct measure of those material parameters. In

addition to material properties, BLS has been used to study topics of fundamental interest in

magnetics research including Bose-Einstein condensates [63, 64], spin-transfer torque [65–71],

magnonic crystals [72–76], and spin wave logic devices [77–79].

3.4.1. Mechanism of light scattering with magnetic materials. In scattering

experiments, the differential cross section, written as d2σ/dΩdωS, gives the number of pho-

tons that are scattered into a solid angle dΩ with a frequency between ωS and ωS + dωS per

unit of flux density of the incident light [80]. There are three key parameters of the scattered

light which can be analyzed in the experiment: wavevector, frequency and polarization. A

classical description of the BLS is based on considering the spin wave as a fluctuation in the

dielectric permittivity (ǫ) caused by magneto-optical effects. As the spin wave propagates,

the fluctuation propagates along with it and effectively creates a moving phase grating. The

scattering can then be considered a Bragg diffraction coupled with a Doppler shift effect

in which the scattered light receives a shift in wavevector and frequency determined by the

phase velocity of the spin wave. Under this model the differential scattering cross section
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can be written as [81]

d2σ

dΩdωS

∝ 〈δǫ∗(qI − qS)δǫ(qI − qS)〉ωI−ωS
(3.5)

where qI (ωI) and qS (ωI) are the wavevectors (frequencies) of the incident and scattered

light, respectively, and 〈...〉 represents a statistical average. Here the correlation function is

given by [80]

〈δǫ∗(qI − qS)δǫ(qI − qS)〉ωI−ωS
∝

∫

dtd3(r2 − r1)e
i(ωt−(qI−qS)·(r2−r1)) × 〈m∗(r1, 0)m(r2, t)〉.

(3.6)

Determination of the compete differential cross section of scattering between light and mag-

netic materials is an involved problem. The reader is encouraged to read Ref. [82] for more

details on the description of the problem and derivation of the differential cross section and

correlation function. For the purposes of understanding the material presented in this thesis,

a few key points will be highlighted. First we notice that the number of scattered photons

(within the given solid angle and frequency range) are proportional to the modulus-squared

dynamic component of the magnetization averaged over the BLS probe spot. Second, the

complete scattering cross section, provided in [82], shows that there are selection rules for

the polarization of the light upon scattering such that the scattered light will have a po-

larization rotated 90° from the polarization of the incident light. Third, the fluctuations in

the dielectric permittivity give rise to the magneto-optical effects of circular dichroism and

birefringence. The first two effects play an important role in BLS experiments but polariza-

tion analysis is not performed so the effects of the third point are not observed. However,
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we present a brief description of the Magneto-optical Kerr experiment that highlights the

capabilities of exploiting these magneto-optical effects.

Magneto-optical Kerr effect (MOKE) is a reflectometry experiment that relies on a rota-

tion to the polarization of light, called the Kerr effect, imposed by a magnetic material upon

reflection. This effect was discovered by John Kerr in 1877 [83]. The scattering process re-

sults in a small rotation of polarization (called the Kerr angle) that arises due to a fluctuation

of the off-diagonal terms of the permittivity tensor that depends on the local magnetization

of the material. The electric field of the light interacts with the dynamic magnetization in

a way that leads to a bi-refringence in which left and right circularly polarized light have

different speeds through the material. Thus if linearly polarized light is incident upon a

magnetic sample, the reflected light will become elliptically polarized and/or will show a

change in amplitude depending on the geometry.

A MOKE experiment can be performed in three geometries as shown in Fig. 3.4: polar,

longitudinal, and transverse. Analyzing the change in polarization of the reflected light,

the Kerr angle ΘKerr, allows one to measure the magnetization of the sample. Since spin

waves are defined as fluctuations in the magnetization, MOKE can be used to gain a very

complete picture of spin wave dynamics including phase information [7]. It is commonly

used to measure hysteresis but can be used in a micro-focussed time-resolved configuration

to obtain sensitive measurements of the response of the magnetization to a stimulus in the

time domain.

3.4.2. Brillouin light scattering. Brillouin light scattering (BLS) spectroscopy,

theorized by Brillouin in 1922 [85], is an inelastic light scattering technique wherein light

is scattered from a crystalline material in order to measure low-frequency excitations such
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Figure 3.4. The three experimental configurations of the MOKE effect for
thin films. In a) the magnetization lies perpendicular to the plane of the film
(referred to as polar MOKE), b) the magnetization lies in the plane of the
film parallel to the scattering plane (longitudinal MOKE), and c) when the
magnetization lies in the plane of the film perpendicular to the scattering plane
(transverse MOKE). This figure was reproduced from [84] with permission
from Elsevier.

as magnetic spin waves, lattice density waves (phonons), and surface excitons [80]. Because

of the measurement sensitivity and the wide range of problems that can be studied, BLS

is a powerful technique in modern magnetics research. Figure 3.5 shows diagrams of the

scattering processes between photons and magnons. In BLS there are two types of inelastic

scattering processes, Stokes scattering wherein a magnon is created and thus the scattered

light has a reduced energy and a lower frequency as shown in Fig. 3.5a. This energy shift

shows up in the data as a negative frequency shift relative to the elastic peak. Anti-Stokes

scattering occurs when a quasiparticle is annihilated resulting in a scattered photon with

higher energy and frequency (positive frequency shift relative to the elastic peak). The

shifted energy and momentum of the scattered photon are given by

~ωS = ~ωI ± ~ωm (3.7)

~qS = ~qI ± ~km (3.8)

where q (ω) is the wavevector (frequency) of the photon, the subscript I (S) denote the

incident (scattered) photon, and m denotes the magnon.

45



Figure 3.5. (a) Scattering event for a Stokes process resulting in the creation
of a magnon. (b) Anti-Stokes process involving the destruction of a magnon
[86].

Since the frequency shifts involved in BLS are small (GHz range) and the scattering

cross sections are small, specialized equipment is required to perform BLS measurements.

The crucial elements of the BLS are a single-mode laser and a sensitive interferometer to
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distinguish the inelastically scattered light from the elastic light. A diagram of the exper-

imental apparatus used for BLS is shown in Fig. 3.6a. In order to measure small shifts in

the frequency of the scattered light (±1-100 GHz shift to 500 THz light), it is necessary

to use a single-frequency single-mode laser. For the work presented here we have used the

Excelsior laser by Spectra Physics, a 200 mW diode laser with a 532 nm wavelength and

a spectral linewidth < 0.5 nm. The laser is linearly polarized in a direction normal to the

optical table. Light from the sample is focused on the sample with traditional optics coated

for optimum transmission of light at this wavelength. For our experiments, optimized for

the detection of magnons, after the light scatters from the sample it passes through a linear

polarizer set to extinguish light without a rotation in polarization. Due to the selection rules,

linearly-polarized light scattered from magnetic materials is polarized at 90° with respect to

the polarization of the incident light as discussed in Section 3.4.1. Hence the polarizer acts

as the first step to isolate the magnetically-scattered light from the elastically scattered light

that forms a majority of the scattered light. The polarizer is typically removed to measure

light scattered from phonons in the crystal.

The light is then guided into the input pinhole of the interferometer as shown in Fig.

3.6b. Since the light scattered from magnons is considerably less intense than the rest

of the scattered light even after passing through the linear polarizer, a highly sensitive

interferometer with a large extinction ratio is necessary. Because light scattered from spin

waves is usually 10s of GHz, a tandem multi-pass Fabry-Perot interferometer is used. The

essential element of an interferometer is two partially silvered mirrors with a reflectivity

around 95 percent that are parallel and separated by a known distance that only allow

efficient pass-through of light that has a wavelength equal to an integer multiple of the spacing
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between the mirrors. The entire spectrum of the scattered light enters the interferometer

and is reflected many times. The reflected light interferes with itself constructively and

destructively depending on its wavelength. The interference will be constructive when the

phase difference upon reflection, is equal to 2πn as given by [87]:

δ =

(

2π

λ

)

2dm = 2πn (3.9)

Thus the mirror spacing must be dm = nλ/2 where n=0, 1, 2, 3, ... In this way the

transmitted wavelength (frequency) can be selected by scanning the spacing between the

two mirrors.

If light were to pass through just one etalon with a given spacing it would have the

transmission profile shown in the top of Fig. 3.7. The difference in wavelength between two

adjacent transmission peaks is referred to as the free spectral range (FSR) in wavelength. It

is given, in terms of wavelength, by

FSR(wavelength) =
λ2

2dm
(3.10)

or in terms of frequency as

FSR(frequency) =
c

2dm
. (3.11)

One etalon passes many wavelengths of light as long as they obey equation 3.9. Thus the

precise frequency cannot be unambiguously determined. To bypass this shortfall a second

etalon may be placed in series with the first. The spacing of the second etalon can be set

to allow the same wavelength of light to pass but with a different half-integer number of

wavelengths as the transmission band shows in Fig. 3.7. This combination allows only one
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Figure 3.6. a) Diagram showing an overview of the BLS experiment in the
Nanomagnetism Lab at CSU. The laser is shown in the back-scattering con-
figuration as part of a conventional (not micro) BLS setup. b) Diagram of
the beam path within the interferometer. FP1 and FP2 are Fabry-Perot style
etalons separated by an angle θ on a scanning stage which simultaneously
controls the spacing inside of both etalons [86].

unambiguous wavelength to pass through both. Now the spacing of both etalons can be

swept while maintaining a constant ratio of their spacings, usually up to one FSR. In our

tandem configuration the etalons are mounted with an angle θ between them so that the

two mirror spacings are related by

dm,FP2 = dm,FP1 cos θ (3.12)

49



Figure 3.7. (top) Transmission spectrum of one etalon shown (FP2). (mid-
dle) Transmission spectrum of a second etalon (FP1) set to a different order
of a wavelength allowed by the spacing of the first etalon. (bottom) Transmis-
sion through both etalons. Only the unambiguous wavelength permitted by
the spacing of both etalons will pass [88].

as shown in Fig. 3.6b. The TFP used in our lab is a multi-pass interferometer in which the

scattered light passes through each etalon three times for a total of six passes before going

to the detector (shown in Fig. 3.6b). This results in a very large extinction ratio, better

than 1010 and therefore a much better signal-to-noise ratio as compared with a single pass

through the interferometer [89].

To analyze the different frequencies contained in the scattered light, the stage holding

one side of the mirrors is scanned as indicated by the black arrows in Fig. 3.6b. This setup

allows a constant ratio of the spacings as they scan from the wavelength of the laser through

the FSR. Instead of scanning through the elastically scattered light, a double shutter is used

at the input pinhole of the interferometer. This shutter serves a dual purpose. It protects

the detector from the elastically scattered light and it also lets a sample of the initial laser

beam through that serves as a reference beam and allows the user to normalize the inelastic
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signal to the reference to account for any fluctuations in laser intensity. This reference beam

is also used to measure the finesse of the etalon pairs which is a direct measure of their

parallelity. The parallelity of the mirrors is stabilized by maximizing the finesse through

piezos controlled by a feedback loop in the software. The BLS can be operated in two

configurations: conventional and micro-BLS.

3.4.2.1. Conventional BLS. The term conventional BLS is used to refer to the scattering

setup without a microscope objective. A lens is still used to focus the light on the sample

just with much lower power. The focussing lens we use results in a spot size of around 50 µm.

Conventional BLS can be performed in two ways: backward and forward scattering. The

backward scattering configuration is typically used to study opaque materials, for instance

metals. In this configuration, shown in Fig. 3.8, the light is focussed onto the sample with

a lens, scatters from the sample and then travels back through the lens to be analyzed by

the interferometer. The back-scattered light has been scattered through an angle of 180°.

Due to the conservation of momentum, setting the angle of incidence allows one to select

the wavenumber that is measured. The wavenumber that will be measured is related to the

angle of incidence in the following way

k = 2qisinφ. (3.13)

where qi is the wavenumber of the incident photon and φ is the angle of incidence.

For transparent materials, commonly insulators like YIG, the forward scattering config-

uration is used as shown in Fig. 3.9. In this configuration an additional lens is used to focus

the light on the sample before it passes through the sample and the collecting lens. For

transparent samples forward scattered light is much more intense than backscattered light
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Figure 3.8. BLS beam path for the back-scattering configuration. The in-
cident light is focussed onto a sample, mounted at an arbitrary angle, then
the scattered light is collected by the same lens and directed into the input
pinhole of the interferometer [86].

Figure 3.9. BLS beam path for the forward-scattering configuration. Here
the incident light is transmitted through the magnetic film, collimated by the
collecting lens, and directed into the input pinhole of the interferometer. [86].

resulting in an improved signal-to-noise ratio, however, the measurements are usually only

made at normal incidence so the ability to select the wavevector by changing the angle is

lost so any wavevector control comes from the choice of antenna design or by using aper-

tures, diaphragms, slits, or razor blades to analyze the scattered wavevectors. This is called

wavevector selective BLS and more detailed descriptions are available in [90–92].
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The BLS can also be operated in a time-resolved configuration. A spin wave pulse is

generated by either a DC pulse generator or a CW signal generator paired with a transistor-

transistor logic (TTL) switch. When the amplitude of the pulse rises past a certain level

a timer is triggered. This timer records the arrival time of all photons measured at the

detector until the next pulse is triggered. Hence this is a time-of-flight measurement. The

photons are binned according to their arrival time and frequency. Performing time-resolved

and two-dimensional measurements essentially allows the user to construct a video of the

propagation of each spin wave mode. One can thus determine the group and phase velocities,

propagation angles, and it is also possible to directly measure wave interference phenomena

and non-linear effects.

Figure 3.10 shows a screenshot of the software interface used to control the BLS apparatus

called TFPDAS4. This software plays a crucial role in the active stabilization of the etalon

mirrors, setting the timing of the scanning of the etalon spacing, and analyzing the results.

The plot shown in the screenshot gives a live view of the BLS spectrum during the scan, where

the BLS intensity in photon counts is shown on the vertical axis and the BLS frequency shift

is shown on the horizontal axis. The reference peak is displayed at f=0 GHz. The negative

frequencies compose the Stokes spectrum and correspond to magnon creation processes where

the photon has lost energy to the magnetic system. The positive frequencies are referred to

as the anti-Stokes spectrum and are the result of a process where the scattered photon has

gained energy from the magnetic system by the annihilation of a magnon. The peaks occur

at a specific frequency that corresponds directly to the frequency of the detected spin wave.

The timing of the scan can be controlled by a region of interest (ROI), such that outside

the ROI the mirrors can be scanned very quickly to save time but scanned slowly within
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Figure 3.10. Screenshot of the software interface used to control the BLS
experiment [86].

the ROI to increase the signal obtained there. This region is indicated by the red dashed

vertical lines shown in Fig. 3.10. At the zero frequency location, the double shutter is used

at analyze the reference beam from the laser instead of the elastically scattered light, as

previously discussed. This peak is referred to as the reference peak and is used to normalize

all BLS spectra to account for fluctuations in laser intensity. The smallest frequencies that

can be measured are around 500 MHz which is determined by the speed of the double shutter

and the spectral width of the elastically scattered light.

The software allows a so-called “complex” scan to be performed. This allows the com-

puter to control up to three variables remotely and perform BLS scans as a function of those

changing variables. In our lab, we have used time, microwave excitation power and frequency,

field, and spatial dimensions as the computer-controlled variables. The user defines the step

size and range that these variables should be swept through. This software combined with

the BLS apparatus constitute a powerful method to observe many magnetic effects. A more

detailed explanation of the software can be found in [93–95].
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Figure 3.11. Diagram of the essential micro-BLS apparatus [86].

3.4.2.2. Micro-BLS. A more recent advancement of the BLS technique is the addition of

a microscope objective to improve the spatial resolution of the measurement [96, 72]. This

technique is highly useful for patterned magnetic thin films and was used to obtain the data

presented in Chapter 4. The spot size of the micro-BLS is approximately 250 nm allowing

for a much more localized measurement of the spin wave excitations. Since the light is so

heavily focussed, the intensity is also much higher resulting in a better signal to noise which

helps with the fact that a much smaller population of magnons is being characterized. The

essential components required for micro-BLS are a microscope objective, a CCD camera,

and high-precision three-dimensional translation stages as shown in Fig. 3.11.

In our setup, we use a Zeiss microscope objective with 100x power, numerical aperture

(NA) of 0.75, and a working distance of 3 mm. Due to the nature of the stages and objective,

micro-BLS is performed in a back-scattered geometry at normal incidence. The light comes

in at a range of angles determined by the numerical aperture of the objective NA = n sin θ,

where n is the index of refraction of air and θ is the angle of incidence. In our case, NA=0.75,

which corresponds to the range θ = 0-48.5° as found using equation 3.13.
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The CCD camera allows for active monitoring of the sample location under the laser spot.

The particular camera we use is a Thorlabs model DCC1545M CMOS monochromatic CCD

camera. The BLS software is designed to use autocorrelation functions to actively control

the stages to maintain a selected region of the sample at its original location to counter

thermal drift. A portion of the reflected laser light is used for focussing. The maximization

of the reflected light intensity happens when the sample is in the focus of the objective. The

software also continuously analyzes the reflected light intensity measured by a photodiode to

control the stages and keep the sample in focus. To control the position at such a fine level

a set of Newport high-precision translation stages (model numbers XMS50 and GTS30V)

were used. The stages used to control the lateral position have a precision of 1 nm while the

vertical stage has a precision of 50 nm. This precision is sufficient to maintain the focus and

stabilization over long periods to make possible fine spatial scans.

The software used to control the micro-BLS in our lab was developed by Helmut Schultheiß

and a more detailed description of the software can be found in Ref. [97]. It can be run in

conjunction with the software used to control the conventional BLS to perform complex spa-

tial scans to map out mode profiles and it can even be used in a time-resolved setup. Figure

3.12 shows a typical screenshot of a patterned magnetic film in the focus of the objective.

The magnetic structures are the dark elements within the picture. The red crosshair indi-

cates the location of the probing laser spot. The laser spot itself would overexpose the image

of the CCD and so it is filtered out with a notch filter. The red box shows the region chosen

for stabilization. The software periodically uses a cross-correlation algorithm to recenter the

original contrast of the red box within the yellow box to account for drift. The green box
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Figure 3.12. Screenshot of the software used to control the micro-BLS. The
image shows a pound-key-structure that will be discussed further in Chapter
4. The structure has lateral dimensions of 12 µm [86].

represents the scanning ROI which contains the precise locations where BLS spectra will be

obtained.

3.5. Summary

There are many powerful techniques used to study magnetic materials. Since all of the

techniques have their own strengths and limitations, it is common to use several techniques

in a magnetics research project. While this thesis focuses on BLS as the main technique for

studying spin waves, SQUID was used as an efficient way to find the 4πMS of the YIG film

studied in Chapter 5, antenna-based FMR was used over a wide range of frequencies to fit

for the YIG film thickness, and MFM (magnetic force microscopy) was used in Chapter 4 to

determine the static spin configuration. For dynamic measurements, other commonly used

techniques include TR-MOKE and time-resolved X-ray techniques but the former has similar
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spatial resolution to micro-BLS and is not as sensitive to small signal dynamics, and while

X-ray-based techniques (i.e. XMCD (x-ray magnetic circular dichroism), STXM (scanning

transmission X-ray microscopy) offer the advantage of element specificity and higher spatial

resolution, they require the use of a synchrotron source. Electron microscopy can also be

used for magnetic imaging but has quite limited ability to access dynamics. Inelastic neutron

scattering is another method that can be used to measure spin wave dynamics, however, it

requires large (several mm2) samples and imaging is not possible. Micro-BLS offers high

spatial resolution and sensitivity as well as experimental convenience.
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CHAPTER 4

Dynamic excitation of a magnetic antivortex

4.1. Introduction

In this chapter, we will explore the effect of shape on microscopic patterned thin films.

As discussed in Chapter 2, ferromagnetic materials have neighboring moments that are

exchange coupled in a way that favors parallel alignment. Under a strong enough applied

field all the moments within the film will be parallel to each other, this is called the saturated

state. When the field is removed, however, magnetic domains will often form in order to

minimize the magnetostatic energy. As a result, there will always be competition between the

exchange and magnetostatic energies. It is sometimes possible to use this energy balancing

act to our advantage. If the shape of our patterned thin film is tailored just right, in

addition to common Landau domain patterns, more exotic metastable ground states that

have fundamentally interesting behavior that is highly useful for device applications can be

formed. Here we will study the dynamics of two such states: the magnetic vortex and its

topological counterpart, the antivortex.

4.2. Background and motivation

Exotic spin textures in patterned magnetic nanostructures are currently attracting a

great deal of attention because they exhibit a variety of interesting physical properties and

show promise for applications. By controlling the material properties, geometry, and the

external field history, it is possible to form and stabilize topological magnetic states such as

magnetic vortices [98, 99], antivortices [100, 101, 1], and more exotic states such as skyrmions

[102].
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The magnetic vortex, shown in the top of Figure 4.1, is a topological spin configuration

where the local magnetic moments are oriented azimuthally around a central core region

where the moments tilt out of the plane of the thin film, either up or down. The magnetic

vortex has nearly complete flux closure, meaning that there are no free magnetic poles

except at the core. This is consequently a low energy configuration and is the lowest energy

configuration in many thin magnetic disks depending on the aspect ratio of the structure

[103]. Vortices exhibit a variety of interesting dynamic properties that include sub-gigahertz

gyrotropic motion that can be driven by magnetic fields [104–106], spin-polarized currents

[107–109], higher-frequency (> 1 GHz) quantized spin excitations [110, 111], long range

magnetostatic coupling interactions [112, 113], dynamic core reversal [114, 115], and selective

ordering effects [116] where a different ground state, each with unique dynamic behavior, can

be chosen in the same vortex array. These results would be highly useful in magnonic crystals

that rely on periodically arranged vortex states or as nano-oscillator spin wave sources.

The antivortex (AV) state, shown in the bottom of Figure 4.1, involves spins that sweep in

from two opposite sides (e.g., the top and bottom) and out from the other two (e.g., left and

right), is metastable and more difficult to create as an isolated entity [100, 101, 1, 117]. For

this reason the magnetic antivortex has received comparatively less attention even though

simulations suggest that AVs should have similarly rich dynamics [118] and may, in fact,

have higher potential for spin wave-based applications [117, 119, 120]. Simulated results and

analytical models have shown that the AV core will gyrate and that the polarity will reverse

when driven by a suitable in-plane magnetic field or a spin-polarized current [119, 121–124].

While these low-frequency processes have been observed experimentally [122, 125, 126], the

only studies that have been done thus far on the high-frequency spin dynamics of the AV are
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Figure 4.1. Spin distributions of the magnetic vortex (top) and antivortex
(bottom) states. In the vortex configuration, spins curl smoothly around a
central out-of-plane core. In the antivortex configuration, spins sweep in to-
ward the central core in two directions and sweep out away from the core in
the other two directions. This allows the magnetization of the antivortex state
to have smooth transitions into adjacent microwires [3].

theoretical [118]. Furthermore, it has been shown that is possible to create an antivortex in

intersections of microwires resulting in smooth transitions between the static magnetization

state of the AV and the microwire (no domain walls in between). This chapter will explore
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the dynamic behavior of an antivortex in such a structure and explore the possibility of the

antivortex to act as a short wavelength spin wave source.

We use the microfocus Brillouin light scattering (micro-BLS) spectroscopy technique,

discussed in Chapter 3, which can be used to obtain frequency-resolved information on

dynamics in magnetic materials via inelastic light scattering with diffraction-limited spatial

resolution [127], to investigate the dynamics of magnetic AVs in Permalloy microstructures.

Measurements conducted as a function of frequency reveal a rich spectrum for the AVs, and

spatial imaging combined with micromagnetic simulations provide additional insight into the

observed modes.

4.3. Experimental setup

4.3.1. In-plane excitation. To investigate the dynamics of the magnetic AV state

with in-plane (IP) excitation, pound-key-like magnetic microstructures made of Permalloy

(Ni80Fe20) were fabricated on top of an 18 µm wide, 250 nm thick gold coplanar waveguide

using electron beam lithography, magnetron sputtering, and liftoff. Figure 4.2 shows the

microstructure grown on top of the waveguide with sample dimensions of L = 6 µm, b = 2

µm, w = 1 µm, and thickness t = 37 nm. Atomic force microscopy measurements show that

the peak-to-peak surface roughnesses of the gold waveguide and the patterned Permalloy

structures are 3.5 and 5.0 nm, respectively.

This structure was specifically designed to study AV dynamics not only because it has a

cross-tie geometry, which improves the success of localized AV formation, but also because

there are adjacent legs into which AV-generated spin waves can travel. The differences in the

shape anisotropy in the wide and narrow sections of structures with this general shape can be

used to influence the reversal process and hence to promote the nucleation of magnetic AVs,
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Figure 4.2. SEM image of the Permalloy microstructure on top of a gold
waveguide shows the experimental geometry. The sample dimensions are L =
6 µm, b = 2 µm, w = 1 µm, and thickness t = 37 nm. For the micro-BLS
measurements the laser spot was focussed on the region of interest having a
spot size less than 250 nm. Figure 3.12 shows a characteristic screenshot of
the microstructure in-focus and stabilized.

as described in Refs. [1, 2]. The AV states were nucleated by first applying a static field of

H = 600 Oe along structure diagonal containing the wide legs to saturate the microstructure.

Then a much smaller field, H = 60 Oe, was applied in the opposite direction, to switch only

the wide legs to be magnetized in the reversed direction. The magnetization in the narrow
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legs is effectively pinned in the original direction by the strong shape anisotropy imposed by

the local demagnetization field. The sample was excited using a microwave field h, applied

along the structure diagonal as illustrated in Fig. 4.3. A microwave power of 13 dBm, which

corresponds to h ≈ 0.6 mT, was used for all measurements. At this power the structures

exhibit a linear response within the frequency range that was considered (1-7 GHz).

Magnetic force microscopy was then used to determine the initial state. As shown in

the MFM images, two AVs were present in the samples (AV1 and AV2), identified based on

the hourglass-like contrast observed at these two intersections. For details on the factors

that influence the AV formation success rate, including the role of the sample geometry

and the angle of the applied field, refer to Ref. [2]. Figure 4.3 also shows two small leg

intersections where AV nucleation was not successful and saturated states are observed:

one state saturated parallel to the dynamic field h (which I will call Sat‖) and the other

state saturated perpendicular to the h (called Sat⊥). These two saturated states provide a

reference point for comparison to identify the dynamic behavior which was unique to the AV

state.

4.3.2. Out-of-plane excitation. We also set out to study the AV dynamics under

the influence of an out-of-plane (OOP) excitation. Instead of a coplanar waveguide, the

Permalloy microstructure was fabricated inside a gold hoop-shaped waveguide that was 250

nm thick. The dimensions of the structure, as defined in Fig. 4.4 are L = 5.2 µm, b = 1.6

µm, w = 0.61 µm, and a thickness of t = 37 nm. In this structure w is smaller as compared

to the sample used for the IP excitation measurements, which is due to the difference in the

backscatter of the electrons in the e-beam patterning over silicon (for OOP excitation) vs

gold (for IP excitation) that resulted in a larger effective dose for the structure patterned
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Figure 4.3. MFM images of two 37-nm-thick Permalloy structures superim-
posed on a diagram of a waveguide to illustrate the experimental geometry
for an in-plane excitation field. The upper left intersection in structure (a) is
saturated parallel to the dynamic field h (Sat‖) while the hourglass-like MFM
contrast in the lower right intersection indicates that this intersection contains
a single AV (AV1). Structure (b) has an AV in the upper left intersection (AV2)
and is saturated perpendicular to h in the lower right intersection (Sat⊥). The
white arrows indicate the direction of the magnetization.

on the gold. The dynamic field was generated by CW microwaves in a range of 1-7 GHz at

a power of 15 dBm. The power actually converted to a magnetic field at the sample was

expected to be appreciably lower due to impedance mismatch at the waveguide/picoprobe

interface. A calculation following the Biot-Savart law was used to find the field inside the

hoop at the location of the AV and indicate that h is around a mT which is strong enough

to excite dynamic behavior but not strong enough to stimulate non-linear effects. The BLS

signal is linear as a function of the microwave power and no parasitic signals at off-pumping

frequencies were observed. All of the measurements were performed in the absence of a static

external field to preserve the magnetic state. MFM measurements were performed before
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Figure 4.4. SEM image of the Permalloy microstructure inside a hoop-
shaped waveguide shows the experimental geometry. The sample dimensions
are L = 5.2 µm, b = 1.6 µm, w = 0.61 µm, and thickness t = 37 nm. The
magnetic states of the intersections were determined in a separate imaging
step by MFM.

and after both the IP and OOP BLS measurements to confirm the presence and persistence

of the AV state by the hour-glass like contrast previously discussed.

4.4. Experimental results

Two types of micro-BLS scans were used to study the dynamic behavior with both IP

and OOP excitation. Micro-BLS measurements were made as a function of the microwave

pumping frequency fp for each of the intersections shown in Fig. 4.3 and in the OOP sample

intersections at points inside of and near the intersections. Next, spatial maps of several

modes of interest were made by raster scanning the micro-BLS probing laser over a square

region slightly larger than the small leg intersections and using a step size close to the spatial
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resolution of the micro-BLS (≈ 300 nm) where spin excitations with wave vectors of up to

20 µm−1 (minimum wavelength λ ≈ 0.3 µm) [128] can be detected.

4.4.1. In-plane excitation.

4.4.1.1. Frequency scans. Sweeps of the pumping frequency fp were performed to find

modes that are unique to the AV state. Figure 4.7 shows micro-BLS measurements for each

of the AV, Sat‖, and Sat⊥ states as a function of fp, measured over a frequency range from 1

to 7 GHz in 100 MHz increments. These measurements were made at fixed points that were

slightly offset from the center of the intersection. An off-center point was chosen because the

resonances of interest involve motion within the intersection but the amplitude is expected to

be larger away from the core. The BLS intensities shown here were obtained by integrating

each spectrum over the range fp± 350 MHz and then normalizing to a reference signal that

is proportional to the power of the incident laser beam to account for any fluctuations in

the laser intensity as shown in Fig. 4.5. Figure 4.6 shows a typical comparison between

an extracted fp signal and the reference peak indicating the stability of the laser intensity.

As shown in Fig. 4.7, the intensity of the strongest Sat⊥ resonance is > 10,000 counts as

compared to ≈1,700 for the AV and Sat‖ states. The higher intensity for the Sat⊥ state

occurs because the spins in the intersection are mainly perpendicular to h and consequently

the torque is large.

The most notable feature of the AV signal in Fig. 4.7 is the peak near 5.9 GHz. This is

the strongest feature for all of the magnetic states in this frequency range and it is relatively

wide with several sharper peaks, which suggests that there are multiple closely spaced modes

within this range. In addition to the strong peak at 5.9 GHz, the AV state also exhibits a

resonance at 3.4 GHz that is well above the noise level. Other features in the AV spectrum
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Figure 4.5. A characteristic complex frequency scan. A vertical slice corre-
sponds to one individual BLS spectrum (for one specific pumping frequency).
The white horizontal lines indicate the integrated portion of the reference peak
used to normalize the data. The red slanted lines show the integration region
for the pumped spin wave signal. This particular scan is at the top and center
location of an AV state with the dynamic field direction as defined Fig. 4.3.

include weak activity just below 3 GHz, most notably at 2.8 GHz, a broad response from 3.9

to 4.5 GHz that shows peaks at 4.0 and 4.3 GHz, and peaks at 5.2 and 6.2 GHz that blend

in with the stronger resonance at 5.9 GHz. A complete summary of modes for this chapter

is provided in Appendix A.

The saturated configurations also exhibit activity within multiple frequency ranges. The

Sat⊥ state shows activity in the range of 1.5-2.5 GHz with a peak at 2.3 GHz, from 3.9 to

5.3 GHz with peaks at 4.6 and 5.1 GHz, and broad activity above 5.3 GHz that tapers off

above 6 GHz and shows a strong peak at 5.7 GHz that is close in frequency to the 5.9 GHz
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Figure 4.6. A characteristic comparison between the reference peak and an
extracted pumped BLS signal. The laser fluctuates very little over the course
of the scan. This data was extracted from the Stokes side of the spectrum
because the negative frequencies had a larger signal above the noise level.
The noise level is indicated by the horizontal dashed line and was around 720
counts.

peak observed for the AV state. The Sat‖ state shows an almost identical response to Sat⊥

above 5.3 GHz, but comparatively little activity at lower frequencies with weak peaks at 4.1

and 4.7 GHz and considerably reduced signal below 2.8 GHz, suggesting that much of the

Sat⊥ signal observed in the low-frequency range is related to the intersection rather than the

leg regions indicating that there is very little coupling to the propagating leg modes. Here,

the measurements conducted on the saturated state are mainly used to compare with the

response of the AV state; a detailed examination of the resonances of the saturated states is

beyond the scope of this thesis.
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Figure 4.7. BLS intensity as a function of fp measured within the intersec-
tion regions of the pound-key-like structures. Data are shown for intersections
in the AV, Sat‖, and Sat⊥ states. The inset illustrates the position of the laser
spot (shaded green spot), which is displaced from the center of the intersection
towards one of the outer legs. The dashed lines at 3.4 and 5.9 GHz show the
frequencies at which spatial scans were obtained (Fig. 4.8).

4.4.1.2. 2D position scans. For key frequencies of interest, spatial mode profiles were

measured by raster scanning over each intersection with the pumping frequency set to the

frequency of the mode of interest. The maps were made by integrating all the BLS photon

counts over a range of 1 GHz centered on the pumping frequency at each location and

normalizing to the reference peak to account for any fluctuation in the laser intensity. Then

the regions with the highest intensity correspond to the regions with the highest spin wave

amplitude for a given mode. Figure 4.8 shows the normalized BLS intensity as a function

of position for a 1.2 × 1.2 µm2 square that is slightly larger than the intersection region,

as illustrated in Figs. 4.8(a), 4.8(d), and 4.8(g), for two of the prominent modes observed

in Fig. 4.7, one at 3.4 GHz and the other at 5.9 GHz. The former was chosen since the

frequency scans indicate that at 3.4 GHz the AV shows a strong resonance while the other

states exhibit proportionally less activity, and 5.9 GHz was chosen since the most prominent
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mode for all three states occurs at or close to this frequency. The spatial profiles obtained

at 3.4 GHz are different for all three states. For the AV (Fig. 4.8(b)) the largest signals are

observed near the center of each of the four sides of the intersection region. The mode shows

quasi-fourfold symmetry in that the shapes of the intensity profiles on each of the four sides

are similar. The peak intensities in the different quadrants do, however, differ significantly.

This may be due to the fact that the inner and outer legs have different lengths, which could

lead to an asymmetry in the resonance. The Sat‖ state (Fig. 4.8(e)) shows little signal,

whereas a large, slightly off-center signal is observed within the intersection region for Sat⊥

(Fig. 4.8(h)) that corresponds to the region where the spins are mainly perpendicular to h.

Both Sat‖ and Sat⊥ show some intensity within each of the legs, but the signal is farther

from the intersection as compared to that observed for the AV. At 5.9 GHz, the mode

profiles observed for the AV, Sat‖, and Sat⊥ states (shown in Figs. 4.8(c), 4.8(f), and 4.8(i),

respectively) are similar in that they exhibit a strong response near the legs and a lesser

response within the intersection that is strongest for the Sat⊥ state.

4.4.1.3. Compare with simulations. In this section we will compare the micro-BLS ex-

perimental data with both micromagnetic simulations as well as dispersion curves calculated

for the adjacent microstrip legs. The simulations were performed on the GPU-based open

source simulation package MUMAX3.

Micromagnetic simulations were performed for a structure with the same geometry and

dimensions as used in the experiments (12 × 12 µm2 and 37 nm thick) using MUMAX3

[129] to gain additional insight into the observed modes. A discretization mesh of 4 × 4 ×

37 nm3 was used with magnetic parameters typical for Permalloy: saturation magnetization

MS = 8.0 × 105 A/m, exchange stiffness constant A = 1.3 × 10−11 J/m, gyromagnetic ratio
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Figure 4.8. BLS intensity as a function of position for a 2D grid of 10 ×
10 points obtained over intersections in the (b), (c) AV, (e), (f) Sat‖, and (h),
(i) Sat⊥ states, where h is applied in-plane, along the diagonal, as illustrated
in Fig. 4.7. The diagrams (a), (d), and (g) show the scan region (shaded
in green), which is slightly larger than the intersection, and the white arrows
illustrate the direction of the magnetization for each state. The dark and light
gray shading on the diagrams and beside each of the BLS plots is used to
identify the outer and inner legs of the structure, respectively, with respect to
the scan region. BLS scans are shown for each state for fp = 3.4 GHz in the
middle column ((b), (e), and (h)) and fp = 5.9 GHz in the right column ((c),
(f), and (i)). Each mode profile is normalized to its maximum value so the
color bar represents normalized BLS intensity.

γ = 1.76 × 1011 s−1T−1, and zero magnetocrystalline anisotropy. Simulations conducted on

smaller structures with additional discretization across the sample thickness indicate that a

2D mesh is sufficient to capture the dynamics of interest. An initial state with an AV at one

intersection and a saturated configuration at the other was used, which yields a simulated

MFM contrast that is in good agreement with Fig. 4.3. The Sat‖ state rather than the
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Sat⊥ state was chosen for the dynamic simulations because it lacks the high-intensity central

mode that is observed for the latter; hence, it provides a more useful comparison to the AV

state. The spin configuration was first relaxed to equilibrium with no magnetic field using

a damping constant α = 1, and then the dynamic response to a Gaussian magnetic field

pulse 30 ps in duration (full width at half of the maximum) and 0.1 mT in amplitude was

simulated using a realistic damping constant of α = 0.01. The pulse was applied in-plane,

along the structure diagonal, and the short duration was chosen to suppress the gyrotropic

mode in order to focus on the higher frequency dynamics (> 1 GHz). The simulations

were repeated at selected frequencies using an in-plane sinusoidal driving field (as in the

experiment), which yielded steady state behavior that is essentially the same as the mode

maps obtained by cell-by-cell Fourier analysis of the pulsed simulations.

Figure 4.9(a) shows simulated frequency spectra for the AV and Sat‖ states obtained in

response to the in-plane pulsed magnetic field. These spectra represent the amplitude of the

Fourier transform of the out-of-plane component of the magnetization Mz averaged over 200

× 200 nm2 subregions that were chosen to approximate the position of the laser spot that

was used in the experiment (see the blue and green spots in the inset diagrams). For the

AV, notable resonances appear at frequencies of 1.90, 2.22, 3.08, 3.27, and 3.74 GHz. There

is also broad activity with multiple peaks over the range from 4.3 to 4.9 GHz, a strong,

broad, peak at 5.44 GHz, and a lower amplitude peak at 6.30 GHz. The gyrotropic mode

is also weakly excited in the simulations at a frequency of 120 MHz (not shown). Similar

to what is observed in the experiments, the Sat‖ state shows a strong peak at close to, but

slightly below, the frequency of the strongest AV peak (5.44 GHz), a general trend of reduced
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Figure 4.9. (a) Frequency spectra and (b)-(m) spatially-resolved mode maps
obtained from micromagnetic simulations for intersections that are in the AV
(left) and Sat‖ states in response to an in-plane magnetic field pulse applied
along the structure diagonal. The frequency spectra shown in (a) represent
the amplitude of the Fourier transform of the time-dependent out-of-plane
component of the magnetizationMz in each cell, averaged over a 200× 200 nm2

subregion within the intersection (locations marked by squares in the inset).
In the inset, the dark and light shading indicates outer vs inner legs of the
structure, respectively, and the white arrows illustrate the spin configurations.
The mode maps (b)-(m) show the normalized spectral amplitude of Mz for a
3 × 3 µm2 region centered on the intersection.
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response with decreasing frequency is observed, and there is essentially no activity below 2.5

GHz.

Calculated mode maps are shown in Figs. 4.9(b)-4.9(m) for several of the prominent AV

resonance frequencies where the Fourier amplitudes are shown for the AV and the Sat‖ states

in the left and right columns, respectively. Note that these are mainly off-resonance mode

profiles for the saturated states since the frequencies were chosen based on the AV spectrum.

Animations of the most prominent modes are included in the supplemental material in

Ref. [34]. Two different types of modes are observed for the AV state: those that involve

resonances of just the AV region (1.90 and 2.22 GHz), and those that involve activity within

both the AV and the legs that extend outward from the central region (>3 GHz). Several

modes have both a standing and propagating character where there are simultaneously either

breathing-like or circulating modes that are bound within the intersection and propagating

spin wave generated in the intersection that propagate outward. In some cases, for example,

for the mode at 3.27 GHz, it appears that the AV region may act as the center of radiation

for excitations that propagate outward along the legs.

The AV modes observed at 1.90 and 2.22 GHz both have cross-shaped amplitude patterns

(Figs. 4.9(b) and 4.9(d)). The wavelength along the diagonal is approximately twice the

distance from the corners of the intersection region to the central AV core. These modes

circulate around the AV core in the counterclockwise and clockwise directions, respectively,

for positive core polarity, and they are similar to the lowest-order (n = 1, where n is the mode

number) azimuthal modes that are described in Ref. [118] for an astroid-shaped ferromagnet.

The Sat‖ state, in contrast, exhibits weak (low amplitude) standing spin-wave motion at both

of these frequencies (Figs. 4.9(c) and 4.9(e)) that occurs mainly in the regions where the
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spins tilt as they enter or exit the intersection. The AV modes at 3.08 GHz and 3.27 GHz

(Fig. 4.9(f)) are similar to the 1.90 and 2.22 GHz modes in that the highest amplitude

response is along the intersection diagonals, except in this case the wavelength along the

intersection diagonals is half of what it is for the n = 1 case. The modes appear to circulate

counterclockwise for the lower frequency of the mode pair and clockwise for the higher,

although these modes can also be viewed as involving spin waves that propagate along the

diagonal. Either way, the modes have a handedness, and these are the n = 2 azimuthal

modes. Unlike the n = 1 modes, however, the dynamics are no longer confined to just the

intersection region–motion is also visible in the legs of the structure. Spin waves are visible

in the legs for the 3.08 and 3.27 GHz modes and are stronger for the latter mode. The spin

waves along the legs are quantized across the leg width with a single, central antinode (m =

1 mode, where m is the integer mode number across the leg width), which is expected for

confined microstrips [130]. The wavelength along the legs is approximately 0.32 µm, slightly

smaller than w/2, which is the approximate leg-directed component of the wavelength of the

n = 2 excitation within the AV region. Activity is also evident in the leg regions for the Sat‖

state except the wavelength is longer, the peak amplitude is farther from the intersection, and

the animations show that the direction of propagation is towards the intersection, opposite

to that observed for the AV state. This can be understood by considering the properties

of the dispersion curves for long microstrips magnetized along their length, the backward

volume spin wave geometry, which will be discussed in more detail below.

For the higher-frequency AV modes (3.74, 4.32, and 5.44 GHz) the simulations show

increasing activity in the legs, a trend that is also observed in the simulations of the Sat‖

state at the same frequencies. The wavevector components along the structure legs tend
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to increase with increasing frequency and the mode number within the legs also increases

with frequency, where m = 1 leg modes are observed from 3.1 to 4.3 GHz and at 5.44 GHz

the m = 2 leg mode dominates. Distinct modes are more difficult to identify in both the

frequency spectra and the spatially resolved mode maps for this frequency range (≥ 3.74

GHz). The peaks at 3.74 and 4.32 GHz (Figs. 4.9(h) and 4.9(j)) show motion along the

diagonals that is similar to what is observed for the azimuthal modes, but the wavelength

is shorter and there is also increased activity between the intersection diagonals. For these

modes as well as the 5.44 GHz mode (Fig. 4.9(l)), the highest amplitude motion within the

intersection occurs near the two corners at the top left and bottom right, where the motion

in these regions is 180° out of phase across the diagonal (see animations), which is related

to the symmetry of the spin distribution and the direction of the excitation field.

4.4.1.4. Discussion. The modes observed experimentally at 3.4 and 5.9 GHz (Fig. 4.8)

are closest in frequency to the simulated modes found at 3.27 and 5.44 GHz (Figs. 4.9(f)

and 4.9(l)), respectively. Since the BLS is sensitive to wave vectors associated with features

with spatial wavelengths of ≈ 0.3 µm or larger, the finer details near the AV core and near

the corners are not expected to be resolved by the experiments, hence the main symmetries

of the experimental AV modes shown in Figs. 4.8(b) and 4.8(c) are in reasonable agreement

with the simulated modes shown in Figs. 4.9(f) and 4.9(l), respectively. In general, a

number of closely spaced modes with complex spin distributions are observed in the higher-

frequency range, so it is more difficult to identify the exact mode associated with the 5.9

GHz experimental resonance, however, the peak in the simulations at 5.44 GHz and in

the experiment at 5.9 GHz are similarly strong features in the frequency spectra (Figs.

4.9(a) and 4.7, respectively). Furthermore, at 5.44 GHz, the AV and Sat‖ states (Figs.
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4.9(l) and 4.9(m)) both show similar behavior in the leg regions, and both states also have

mainly short-wavelength activity in the intersection that may lead to a lower BLS signal

in this region. In the simulated Sat‖ response at 3.27 GHz (Fig. 4.9(g)), the area of main

activity is shifted further down the legs as compared to the AV response (Fig. 4.9(f)) in

agreement with experimental observations at 3.4 GHz (Figs. 4.8(e) and 4.8(b)), and there is

an asymmetry in the intensity distribution of the simulated AV mode that is similar to what

is observed experimentally. Additional simulations show that the corresponding AV mode

takes on a symmetric shape in a symmetric cross structure, suggesting that the observed

mode asymmetry is caused by the structure shape.

The simulated AV frequency spectrum shows additional features at lower frequencies,

and while some are similar to the experimental measurements shown in Fig. 4.7, there are

also differences. The broad peaks observed in the experiments at 4.0 and 4.3 GHz are similar

in frequency and form to the simulated peaks at 3.74 and 4.32 GHz, respectively. There are

several additional peaks in the simulated frequency spectrum at the other azimuthal mode

frequencies (1.90, 2.22, and 3.08 GHz) that are more prominent in the simulations than in

the experiments. There is a weak peak in the experimental AV spectrum at 2.8 GHz that

may correspond to the lower-frequency n = 2 azimuthal mode (3.08 GHz in the simulations).

There are no particularly prominent features in experimental AV spectrum below 2.8 GHz,

however, additional frequency scans conducted at several other points within the intersection

show stronger activity at 2.9 GHz as well as two additional peaks at 1.7 and 2.3 GHz (not

shown), suggesting that the reason that the lower frequency azimuthal modes are difficult

to identify in Fig. 4.7 is likely due to spatial variations of the signal within the structure.
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For magnetic vortices, two main types of dynamic modes are observed at frequencies

above the gyrotropic resonance (>1 GHz), modes with radial [110, 111] and azimuthal [131]

symmetries, whereas for in-plane magnetized wires, the spin excitations are often discussed

in terms of backward volume (BV) versus Damon-Eschbach (DE) modes, where the mag-

netization is along the wire (and parallel to the spin-wave wave vector) for the former and

perpendicular for the latter. Simulations of the AV dynamics in astroid-shaped structures

have been classified in a similar manner where the “radial” modes are standing spin-wave

excitations and the “azimuthal” modes have some propagating character [118]. Unlike the as-

troid geometry considered in Ref. [118], an AV in a pound-key-like structure is connected to

extended microwires. In the pound-key-like structures, the magnetization direction extends

smoothly from the AV core and into the legs, so it is possible to have BV-type excitations

that will propagate along the legs. In the legs, the wave vectors of the spin waves observed

in the simulations are quantized across the leg width, which is expected for magnetic mi-

crostrips [130, 132], where one (m = 1) and two (m = 2) antinodes are observed in Figs.

4.9(f)-4.9(k) and Figs. 4.9(l) and 4.9(m), respectively. BV dispersion curves calculated using

Eq. (24) in Ref. [132] yield wavelengths along the wire of λ = 0.32 µm (k = 20 µm−1) and

λ = 0.15 µm (k = 42 µm−1) for one antinode at f = 3.27 GHz and two antinodes at f =

5.44 GHz, respectively, both of which are close to the values observed in the simulations of

λ = 0.35 and 0.15 µm, respectively. The wavelengths of the spin waves were determined

from plots of the amplitude and phase. Note that the minimum frequency allowed by the

dispersion curves occurs at 3.1 GHz, which explains why no significant activity is observed

in the legs for either state at 1.90 or 2.22 GHz.
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At 3.27 GHz, the Sat‖ state shows a longer wavelength (compared to the AV state) along

the legs of λ ≈ 1 µm and, as mentioned previously, the propagation direction is inward,

opposite to that observed for the AV state. The wavelengths listed above are obtained from

the higher wavevector portion of the dispersion curve where exchange dominates and the spin

wave group velocities are positive, however, BV spin wave dispersion curves first decrease

and then increase with the wave vector. Consequently, there is another possible wave vector

in the lower-k region, which is λ = 0.62 µm (k = 10 µm−1) at 3.27 GHz, and this corresponds

to spin waves with a negative group velocity. Hence, the larger wavelength and the difference

in the propagation direction observed for the Sat‖ state are also consistent with expectations

based on calculated dispersion curves. It is interesting that the different spin configurations

within the intersection lead to quite different dominant leg modes for the same excitation

frequency. Microstrip antennas have limited efficiency for exciting λ < d/2, where d is the

antenna width [133], which places practical limitations on the smallest wavelengths that

can be easily excited. Not only do AVs exhibit dynamics that are quite different than the

reported modes of a magnetic vortex, but the coupling between the AV modes and leg modes

may also offer an alternative means to excite small-λ spin waves. Not only can these waves

be generated but the user can determine which leg-width mode will be excited by toggling

the magnetic state in the intersection (from AV to Sat or back).

4.4.2. Out-of-plane excitation. Now that we have explored the dynamic response

of an AV to an in-plane excitation, we will look at its response to an out-of-plane excitation.

A uniform OOP excitation will not exert a displacing force on the AV core so the gyrotropic

mode will not be directly driven. Also, because the OOP excitation is uniform over the

intersection, modes with azimuthal symmetry are expected to be suppressed. Thus the main
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dynamic modes of an AV with OOP excitation are expected to exhibit radial-type symmetry,

where the wavevectors are directed predominantly outward or inwards from the core.

4.4.2.1. Frequency scans. Frequency scans were performed at two locations within the

intersections containing the AV and Sat states as indicated by points A and B in the inset

in Fig. 4.10. The frequency was swept from 3-8 GHz in steps of 100 MHz while keeping the

power constant. These scans reveal the response of the two magnetic states to the out-of-

plane dynamic field. Both states show a large peak above 6 GHz without much activity at

other frequencies. There is perhaps some evidence of other modes in the AV state but they

are obscured by the noise. The most prominent mode of the AV occurs at a higher frequency

(6.6 GHz) than in the intersection containing the Sat state (6.2 GHz). The responses of the

AV at points A and B show quite distinct character. At point A, two small resonances are

observed, one between 6.3 and 6.4 GHz and the other at 6.9 GHz, while point B shows one

large resonance at 6.6 GHz and two small shoulders at 5.9 GHz and 6.3 GHz. The Sat state

frequency response is essentially the same at both locations with a large resonance at 6.2 GHz

and without any other significant peaks. The difference in the shape of the prominent mode

at points A and B for the AV state indicate that the AV response has a more complicated

dependence on position compared with the uniformity of the Sat state which is similar to

the results observed at both positions under in-plane excitation. Much shorter frequency

sweeps were run between 1-3 GHz but no modes were observed above background for either

state. There is an increased background signal in this frequency range since it is closer to the

elastic peak of the BLS and the lowest-order radial mode that is expected to be within this

range involves spin excitations over a very small spatial extent, which also makes it difficult

to detect.
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Figure 4.10. BLS intensity as a function of pumping frequency for two posi-
tions on an antivortex state (top) and saturated state (bottom) in a Permalloy
microstructure under the influence of an out-of-plane dynamic field. The in-
set indicates the two positions (A and B) where the dynamic response was
measured. The difference between the frequency sweeps in the top figure also
indicates that the shape of the AV absorption depends on the location of
the measurement, whereas the Sat state response has a similar shape at both
points with only a difference in intensity.

4.4.2.2. 2D position scans. In order to learn about the spatial profile of the most promi-

nent mode, 2D position scans were performed on both the AV and Sat states as shown in

Fig. 4.11. Both scans were performed at a constant frequency corresponding to the peak

frequency of the AV state (6.6 GHz, the largest observed amplitude for the AV) over a region

of 6 by 10 steps with a step size around 150 nm that corresponds to a region slightly larger

than the intersection (0.9 × 1.5 µm2). Both states show a rough four-fold symmetry. The Sat

state shows much higher intensity in absolute photon counts and seems to have the highest

activity near the center of the intersection, which is representative of a bulk-type mode (as

opposed to an edge mode). Although, as for the in-plane case, the resonance peak is closer

to one side of the intersection than the others. The AV state shows a response that is spread

more broadly within the intersection and that extends into the legs. The broad response is
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Figure 4.11. BLS intensity as a function of position over the intersections
containing the antivortex state (left) and saturated state (right) under the
influence of an out-of-plane dynamic field. The color scale is normalized to
the max and min values of each state; the Sat state has much higher intensity.
The directions x and y are defined by the black arrows in Fig. 4.4. Both
measurements were performed with fp = 6.6 GHz, the peak resonance of the
AV state.

not symmetric with respect to the intersection which is similar to the asymmetry observed

for the AV driven in-plane at 3.4 GHz as shown in Fig. 4.8b. The micro-BLS is a diffraction

limited measurement with a resolution just below 300 nm so these 2D spatial maps repre-

sent a slight oversampling. The limited resolution imposes a blurring effect on modes with

sub-resolution features. A comparison with micromagnetic simulations is discussed in the

following section.

4.4.2.3. Compare with simulations. Micromagnetic simulations under the same condi-

tions reported in Section 4.4.1.3 were performed except now with a geometry that more

closely represented the sample studied with the OOP excitation. For the simulations, a

structure with dimensions of 2L = 11 µm and w = 500 nm was used. Figure 4.12 shows the

frequency response averaged over all the cells in the intersection for both the AV and Sat
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states. Similar to the experimental data we see a large response for both states at frequencies

(> 6 GHz) with lower activity at lower frequencies (<6 GHz). We see further agreement in

that the peak AV response occurs at a higher frequency than the peak response of the Sat

state. We do note, however, that there is a discrepancy between the peak frequencies in the

experiment compared with the simulations. A possible reason for the upshift is the fact that

the size of the structure used in the calculation does not perfectly match that used in the

experiment. The structures are close enough in size that we expect that the main features of

the spectrum and mode profiles will be preserved, just shifted in frequency. In the simulated

AV spectrum the most prominent peak occurs at 7.6 GHz and has two shoulders at 7.2 GHz

and 8.5 GHz. One prominent mode low frequency mode is observed at 2.4 GHz which was

not observed in the experimental data but corresponds to a mode with radial behavior as

verified by the reconstructed mode profile maps discussed next. The Sat state shows one

large shoulder-free peak at 7.2 GHz and more complicated behavior at lower frequencies with

low amplitude peaks at 2.7 GHz, 3.7 GHz, and 4.6 GHz that are not discussed here because

the behavior of the Sat state is beyond the scope of this study. The AV peak at 7.6 GHz is

the closest qualitative match to the peak observed in the BLS frequency swept data at 6.6

GHz.

Further characterization of the prominent modes is provided by simulated 2D spatial

mode maps obtained following an identical process to what was discussed in Section 4.4.1.3.

Figures 4.12b and 4.12c show mode maps for both states that correspond to the most promi-

nent frequency of the Sat state (7.20 GHz). At this frequency, the AV state has an intricate

pattern response with n=2 leg quantization. The Sat state response is stronger at this fre-

quency and it couples to an n=1 width quantized mode in the structure legs. At 7.59 GHz,
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Figure 4.12. (a) Frequency spectra and (b)-(g) spatially resolved modes ob-
tained from micromagnetic simulations for intersections that are in the AV
(left) and Sat (right) states in response to an out-of-plane magnetic field. The
frequency spectra shown in (a) represent the amplitude of the Fourier trans-
form of the time-dependent out-of-plane component of the magnetization Mz

in each cell, averaged over a 200 × 200 nm2 subregion within the intersection.
The mode maps (b)-(g) show the normalized spectral amplitude of Mz for a 3
× 3 µm2 region centered on the intersection.

which corresponds to the highest amplitude mode of the AV, we see a four-fold symmetric

mode profile for the AV (Fig. 4.12d) with a combination of n=1 and n=3 quantization in

the legs. At this frequency, the Sat state (Fig. 4.12e) has a complicated pattern in the

intersection but couples to an n=3 width-quantized leg mode. Figs. 4.12f and 4.12g are

mode maps for the frequency corresponding to the second most prominent mode in the AV

spectrum. Again, we see a distinct four-fold symmetry in the intersection that couples to an

n=3 mode in the legs. The Sat state does not have well-defined activity at this frequency

but may have some week coupling to an n=2 leg mode. A closer look at the corresponding
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phase maps for each mode reveals that a majority of the excited modes do have a radial-

like symmetry in that the phase of the excitation is uniform around the intersection for a

given distance from the intersection center. The shape of the frequency spectrum for the

AV state and the four-fold symmetry observed for the most prominent mode are consistent

with the experimental results. Furthermore, the shift in the peak frequencies found in the

simulation and experiment for the peak Sat vs. AV modes are: 390 MHz and 400 MHz,

respectively, which are similar in magnitude. The highest-amplitude mode for the Sat state

has a lower order leg quantization (n=2) as compared to the highest-amplitude mode for the

AV state which has a higher order leg quantization (n=3) that mirrors the symmetry of the

AV intersection mode. Thus the order of quantization of the propagating spin waves can

controlled by toggling the magnetic state within the intersection. It was surprising that the

lower frequency modes were not observed with the BLS measurements, however, most of the

modes seen in the simulations for the AV from 2.5 - 6 GHz are very low amplitude. Below

2.5 GHz the background is larger and hence small signals are more difficult to detect.

4.5. Summary

In summary, micro-BLS measurements of the dynamics of a magnetic AV stabilized in a

patterned microstructure show a rich excitation spectrum. Micromagnetic simulations indi-

cate that AVs exhibit modes that have both standing and propagating characteristics, and

that the seamless transition from the AV spin configuration into the saturated legs of the

structures used for this study leads to modes that originate in the AV region and propa-

gate along the legs. The in-plane excitation showed that one of the leg-coupled azimuthal

modes found in the simulations occurs at a similar frequency and possesses a similar spatial

amplitude profile as compared to a strong resonance observed experimentally for the AV
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state. The out-of-plane excitation showed a frequency shift between the peak modes of the

AV and Sat states that had almost perfect agreement with the simulations. With these

structures, it is possible to toggle the magnetic state to shift the absorptive frequency of the

magnet which could be useful as a filter device. Both the simulations and experiments show

that the dynamic modes of an AV are more complex than those of a vortex, but the unique

topology of the AV state shows an intriguing potential for the generation of propagating

short-wavelength spin waves that may be of interest for magnonics applications. Portions of

the in-plane AV data presented in this chapter have been published in Physical Review B

[134] and the out-of-plane data is in preparation for publication at the time of this writing.
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CHAPTER 5

Thermal control of spin waves

5.1. Motivation

Recent progress in spin caloritronics has motived the study of the interplay between spin

waves and non-uniform thermal profiles [135–138]. Previous studies on the behavior of spin

waves in the backward volume geometry [139] showed that the wavelength of spin waves

propagating in a yttrium iron garnet (YIG) film becomes progressively shorter as the waves

travel into a cooler region of the sample. The observed wavelength shift, measured using

phase-resolved Brillouin light scattering (BLS), agrees well with a model that assumes that

the primary effect is that of an increase in the saturation magnetization MS of the YIG with

decreasing temperature [140]. As the spin waves propagate, the frequency remains constant

but the component of the wavevector along the direction of the thermal gradient changes to

accommodate the change in MS, much the same as what happens with light in an optical

element with a graded index of refraction.

Strategies for controlling spin wave propagation by using a spatially varying dispersion

may be useful in devices. In one case a spin wave interferometer was realized by utilizing

a gradient in the magnetic field [141]. More recent experiments have also shown, again

demonstrated in YIG, that thermal effects can be used to create reconfigurable lenses that can

focus, defocus, or redirect spin waves depending on whether the spin waves are surface waves,

backward volume waves, or caustic beams [142, 143] and spatially-resolved measurements

made using an inductive probe in a surface wave configuration showed increased amplitude

for a spin wave pulse that traveled towards a warmer region, which was attributed to a

slowing of the group velocity at the pulse leading edge and consequently a compressional
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gain effect [144]. These studies highlight the fact that the interplay between thermal effects

and spin waves can lead to unusual and potentially useful effects.

5.2. Effects of thermal profiles on spin wave dynamics

If we consider spin waves that travel through a changing thermal profile without being

annihilated by one of many possible damping mechanisms, the energy must be conserved

and therefore the frequency will remain constant. The saturation magnetization will de-

crease with increasing temperature, which causes a downward shift of the entire dispersion

manifold. Taking iso-frequency cuts through the dispersion surfaces at each temperature

then gives the allowed wavevectors at a given frequency. If a linear thermal gradient is used,

we expect the component of the wavevector pointing along the direction of the gradient to

be modified with temperature. However there is nothing to break the symmetry in the di-

rection perpendicular to the gradient so momentum and therefore also the component of the

wavevector perpendicular are conserved. This gives a straightforward method for determin-

ing the predicted wavelength change from the dispersion surfaces. First obtain the slowness

curves, or allowed wavevectors, by taking iso-frequency cuts of the dispersion surfaces at each

temperature. Then for each value of the wavevector perpendicular to the thermal gradient,

in this example ky, it is possible to follow the shift in kx in the slowness curves. From this

we can calculate the predicted change in wavelength for a given distribution of wavevectors.

In this chapter we present time resolved-Brillouin light scattering (TR-BLS) measure-

ments to explore the interplay between a thermal gradient and pulsed spin wave beams

traveling in a surface wave geometry in a thin YIG film. Spatially resolved TR-BLS mea-

surements show that even modest thermal gradients can lead to observable changes to the

beam angle, pulse shape, and 2D mode profiles. Interestingly, even though the thermal
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gradient applied was linear, the modifications imposed by the changing temperature were

notably non-uniform as a function of distance.

5.3. Experimental setup

In this work, we demonstrate the possibility of controlling spin wave propagation in

a magnetic insulator under the influence of a non-uniform thermal profile. The material

under study is yttrium iron garnet, Y3Fe5O12 (YIG), a common material used to study spin

wave dynamics because of its very low intrinsic damping, which allows spin wave signals to

propagate over long distances (centimeters) before they decay [145]. This sample was grown

via liquid phase epitaxy atop a gadolinium gallium garnet a Gd3Ga5O12 (GGG) substrate

that was 0.4 mm thick. The dimensions of the sample were 1.9 mm wide by about 4 cm

long and with a thickness of 6.3 µm. All of the measurements were performed with the

magnetization of the film saturated parallel to the excitation antenna and perpendicular to

the long axis of the film (as shown in Figure 5.1) in the Damon-Eshbach geometry.

The spin waves were generated using CW microwave pulses in order to perform time-

resolved Brillouin light scattering analysis in a pump-probe style measurement. The mi-

crowave excitation was delivered through a surface-mount microstrip antenna in order to

provide a dynamic excitation field in the plane of the sample and oriented parallel to the

long axis of the film. In this configuration, the most significant portion of the dynamic field is

perpendicular to the static magnetization and thus provides the maximum amount of torque

to drive precession of the magnetic moments under the antenna and initiate oscillation. Two

such microstrip antennas were used in a delay-line configuration, one as the input trans-

ducer and one after the BLS scan range and also after the heat source to analyze the final

microwave output as shown in Figure 5.1. Both antennas had a width of d = 50 µm, which
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Figure 5.1. Illustration of the experimental setup used in this study. The
YIG sample was saturated in the DE geometry and spin waves were generated
by an input microstrip antenna. The thermal gradient was generated by a blue
(445 nm) CW diode laser focused just outside the BLS scan range. The BLS
probe was focussed on the YIG layer and raster scanned over the surface.

allows for efficient excitation and detection of magnetostatic spin waves with wavevectors

of up to approximately |kmax| = π/d = 630 rad/cm and spin waves are exited up to 1200

rad/cm with diminishing efficiency.

A temperature profile was generated using a blue (445 nm) CW laser with an elliptical

spot size of 1 mm × 2 mm incident on the surface of the film 8 mm away from the input

antenna as shown in Fig. 5.1, which is just outside the BLS scan region. This wavelength

was chosen because it corresponds to a region of strong optical absorption in YIG [7]. The

power of the heating laser at the sample surface was approximately 80 mW, which provided

an almost linear thermal gradient along the long axis of the film with a difference of 4 K over
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Figure 5.2. 4πMS measured as a function of the temperature using SQUID
magnetometry with a field of H = 200 Oe used to saturate the sample in plane.

Figure 5.3. The width-averaged temperature profile of the film as a function
of distance from the input antenna x, measured with a FLIR A300 thermal
camera assuming an emissivity of 0.75 for YIG. A linear change in temperature
with a difference of 4 K for the heated sample over the BLS scan range was
observed.

the BLS scan range as measured with a thermal camera (data shown in Fig. 5.5 leading to a

thermal gradient of∇xT = 0.8 K/mm within the scan region. The temperature was relatively

uniform across the width of the film with a mean variation 0.8 K in the y direction. The
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Figure 5.4. 4πMS as a function of distance from the input antenna.

laser was cycled on and off more than three times while recording a video with the thermal

camera. About 5 minutes were required for the sample to reach a steady state temperature

profile. The steady state thermal gradient was identical after each heating cycle, hence

the temperature profile was repeatable. Fits to ferromagnetic resonance measurements [14]

made at frequencies from 13 to 17 GHz with the field applied in-plane yield a saturation

magnetization of 4πMS =1821 ± 3 G at room temperature (T = 295 K). Figure 5.3 shows

the temperature dependence of 4πMS, which was measured by SQUID magnetometry where

the magnetic moment of the GGG substrate was subtracted from the data. Figure 5.4 shows

4πMS as a function of position for the heated sample, obtained by combining the data shown

in Fig. 5.2 and 5.4.

Brillouin light scattering was used to detect spin waves in the region between the antenna

and heating laser in a forward scattering geometry. A Coherent Verdi V5 DPSS laser with

a wavelength of 532 nm was used for the BLS measurements. In BLS spectroscopy the light

scatters inelastically from spin waves in the sample and the resulting frequency shift of the
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Figure 5.5. Temperature profile of the film as measured by a thermal cam-
era. A 4 K temperature increase was observed along the length of the scan
region. The temperature is lower on the sample edges by < 0.8 K.

light, measured using a six-pass tandem Fabry-Perot interferometer, is equal to the frequency

of the spin waves within the probe laser spot as discussed in Chapter 3. The intensity of the

inelastically scattered light is proportional to the square of the out-of-plane component of

the dynamic magnetization averaged over the laser spot size, which is approximately 50 µm

in diameter for these measurements. BLS measurements were made at a fixed position with

respect to the antenna as a function of the external static field H and pumping frequency fp

using a CW microwave source, and spatial maps were obtained at selected H/fp values that

correspond to off-axis beam formation by scanning the sample with respect to the probe laser.

For the latter, a TTL switch was used to generate a pulse train of microwaves (typically 3-4

GHz) with 100 ns duration and a repetition rate of 500 kHz, chosen to avoid any additional

heating effects. The arrival times of the scattered photons with respect to a trigger pulse

were measured with a time resolution of 250 ps in a time-of-flight setup. While the time-

averaged microwave power was only p = 0 dBm for the time-resolved measurements, the
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Figure 5.6. The BLS intensities at x = 1 mm (a and b) and transmitted
amplitude measured at the output antenna (c and d) are shown as a function
of f for the heated and unheated sample for Oe in a) and c), respectively, and
for H = 779 Oe in b) and d). The BLS data were collected in the center of
the film width and at x = 1.0 mm and the BLS intensities were normalized
to the peak value of the room temperature BLS intensities. The microwave
transmission measurements were made with a separation of 11.2 mm between
the input and output antennas.

microwave power during the pulse was p = 13 dBm but three-wave nonlinear processes only

occur at frequencies below 3.3 GHz for YIG and above this frequency the dispersion curves

only permit four-wave nonlinear processes that have a much higher power threshold [146],

hence a linear response is expected. The single-position BLS data and time-resolved spatial

images were obtained with and without the heating laser. Microwave measurements of the

spin wave transmission from the input antenna to the receiver antenna were also conducted

and compared to the BLS measurements.

5.4. Results and discussion

5.4.1. Spectral profile. Figure 5.6a and 5.6b show the BLS intensity measured with

the laser focused at a fixed position of x = 1 mm from the input antenna and at the center

of the sample width as a function of fp for H = 500 and 779 Oe, respectively, and Figures
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5.6c and 5.6d show the corresponding microwave measurements made at the output antenna.

The heating leads to noticeable shifts of the BLS intensity profiles toward lower frequencies

for the heated sample of approximately 10-20 MHz that are visible in Figs. 5.6a and 5.6b.

The observed frequency shift is expected for a slight lowering of the average MS value due to

the heating. At this particular location, the BLS intensity is lower for most of the pumping

frequencies when the heating laser is turned on as compared to the unheated case for both

H, except for several data points at low frequencies for H = 779 Oe where the opposite is

true. It will later be shown that even small changes in MS can lead to significant changes

in the beam shape propagation profile indicating that studying just one isolated position

can result in drastic changes in intensity and highlighting the need for two-dimensional

measurements. The microwave transmission profiles in Figs 5.6c and 5.6d were taken after

the focus of the heating laser and integrate the signal across the width of the film. These

measurements have the typical profile for a surface wave configuration: an abrupt rise in

the transmitted amplitude that corresponds to the frequencies on dispersion manifold with a

rapidly increasing number of accessible wavevectors to the peak amplitude slightly above the

FMR mode followed by a more gradual decline as the frequency increases that occurs due to

the diminishing excitation efficiency of the antenna with increasing wavevector. Microwave

measurements on the heated sample show a smaller shift to lower frequencies than in the BLS

data but no noticeable change in amplitude. The smaller shift to lower frequencies is expected

because the output antenna is measuring the spin waves after they have travelled through

the focus of the heating laser into the reversed thermal gradient where the magnitude of MS

increases again but not quite to the level at the input antenna. Previous work has shown

that large thermal gradients will lead to an overall reduction in microwave transmission
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Figure 5.7. Two-dimensional TR-BLS scans are shown for selected times
at room temperature and with a thermal gradient applied (heated) for a mi-
crowave pulse with fp = 3.925 GHz and 100 ns duration with H = 779 Oe,
conditions chosen to correspond to the largest change in intensity under heat-
ing. The intensity scale represents the BLS intensity as the number of inte-
grated counts where the measurement time was the same for all plots. The
vertical dashed lines highlight the location of the nodes and turning points in
the spin wave propagation profile. The inset shows the definition of the beam
propagation angle.

due to spin wave reflection caused by extensive shifts in the dispersion surface that forbid

further propagation [139, 144] but in Figs. 5.6c and 5.6d little, if any, change in transmission

amplitude is detected for such a small thermal gradient. The fact that the amplitude profile

is preserved indicates that almost all the spin waves are able to travel through the hot spot

without modified attenuation or reflection.

5.4.2. 2D BLS scans. To gain insight into the effects of the thermal gradient on the

shape of the propagation profile and intensity variation, two-dimensional TR-BLS scans were

performed on spin wave pulses as they travel along the film into the hot region. Figure 5.7

shows TR-BLS scans conducted for H = 779 Oe and fp = 3.925 GHz, a frequency that is
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Figure 5.8. The difference between TR-BLS data obtained from the heated
and room temperature samples at H = 779 Oe and fp = 3.925 GHz, integrated
over all time for the entire 2D scanned region. The data show differences in
intensity at the crossing points of the diamond-shaped propagation pattern
and on some of the downward-traveling beam paths, where the heated sample
generally shows higher intensities.

just below frequency of maximum signal amplitude in Fig. 5.6b, with and without heating at

three time delays. The amplitude represents total photon counts integrated over a frequency

range of 1 GHz centered on fp, normalized to the reference peak. With the time-of-flight

detection method, the photons are binned based on their arrival times with respect to a

trigger pulse, which provides a means to track the temporal progress of spin waves as they

travel through the film. The stages controlling the location of the film under the BLS probe

were raster scanned with a step size of 100 µm and the TR-BLS response was recorded at

each position. The data shown in Fig. 5.7 were integrated over a time range of dt = 8 ns

centered on the delay time to increase the signal to noise, which has the effect of smoothing

the intensities at the pulse edges but does not affect the observed propagation pattern.

The TR-BLS scans in Fig. 5.7 reveal an intricate diamond-shaped spin wave propagation

pattern. The general pattern shape is largely unaffected by the sample heating but there are

significant differences in the spin wave intensities at key points in the propagation pattern

and the BLS intensities are generally higher for the spin waves that travel into the thermal

gradient. It is possible to identify specific points in the 2D spectrum which will have a
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dramatic decrease in BLS intensity under heating and other locations with the opposite

effect at this frequency, yet the intensity of the shifted diamond pattern is clearly increased

and the BLS signal integrated over the film width shows an increase as well. Furthermore,

the spacing between crossing points and turning points, which are marked by vertical yellow

dashed lines in Fig. 5.7, is reduced for spin waves traveling into the hot region of the

heated film. The propagation angle of the spin wave as measured from the long axis of the

film, θ = tan y/x, is θ = 36° for for the room temperature sample and gradually increased

from θ = 36° to 40° in the heated sample. Figure 5.8 shows the 2D BLS intensity profile

for the sample at room temp subtracted from the intensity profile for the sample with an

applied temperature gradient, where the scans were first integrated over the whole period

of the pulse. This plot highlights the strong intensity differences at the crossing points, and

it also reveals differences in intensity that occur preferentially along the downward-slanted

directions where the spin wave populations are higher when the sample is heated. Defects

have previously been observed to lead to the regeneration of caustic spin wave beams in the

absence of heating [147, 148] so the downward-slanted beam at x = 1.5 mm may be related to

the presence of a defect, where the heating has caused enough of a change in beam angle that

the beam scatters from a defect that it previously avoided. In the following discussion it will

be shown that caustic beams are permitted by the dispersion manifolds for our excitation

conditions however this consideration is beyond the scope of this thesis.

5.5. Calculated dispersion relations

The diamond-shaped spin wave propagation pattern observed in the 2D BLS data is a

consequence of the shape of the dispersion surfaces at the chosen combination of H and fp.

Figure 5.9a shows the dispersion surfaces for the YIG film, calculated following Kalinikos
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Figure 5.9. (a) Dispersion surfaces calculated for H = 779 Oe and 4πMS =
1821 G for spin waves with wavevectors at all angles between parallel (DE) and
perpendicular (BV) to the long axis of the film. The solid red plane indicates
the pumping frequency. (b) The allowed wavevectors and the associated group
velocities, found by taking a cut of the dispersion surfaces at the pumping
frequency (fp = 3.925 GHz), are shown for two values of 4πMS. The arrows
represent the group velocity magnitude and direction, where the maximum
group velocity is 73 µm/ns.

1986 [20], assuming a gyromagnetic ratio of γ/2π = 2.80 MHz/Oe and an exchange constant

of α = 3.1 × 10−12 cm2, where kx and ky are the wavevector components along the film

length and width, respectively. Since the film is relatively thick there are a number of

perpendicular standing spin wave (PSSW) modes. The allowed wavevectors can be found

by taking a cut of the dispersion surfaces at a frequency of f = fp (red shaded plane).

The allowed wavevectors and the associated group velocities vg, obtained by taking the

gradient of the dispersion surfaces [6], are shown in Fig. 5.9b for fp = 3.925 GHz. There is a

difference between the wavevectors that are allowed by the dispersion curves and those which
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can be efficiently excited by the antenna. Unwrapped phase measurements made with the

network analyzer indicate efficient enough excitation to see transmission amplitude for kx

wavenumbers between 80 and 1060 rad/cm. Comparing with the slowness curves presented

in Fig. 5.9b we see that we are exciting a wide range of ky wavenumbers.

The dispersion calculations predict that the excited spin waves will propagate at ap-

preciable angles from the direction of the static field, thus they are of mixed DE and BV

character. The direction in which the spin wave beam energy will propagate is given by

the direction of the group velocity vector, as shown in Fig. 5.9b. Under these excitation

conditions there is a point (indicated by a solid blue dot) on each slowness curve where there

is an inflection in the curvature (∂2ky/∂k
2
x = 0). Spin waves excited near points of inflection

are referred to as caustic beams [147]. Given the fact that our microstrip antenna is able

to excite spin waves with wavevectors well above 630 rad/cm, as verified by phase measure-

ments made by the network analyzer, we know we are exciting spin waves with a range of

group velocities. Thus even though we expect two dominant directions of propagation, as

observed in the BLS data, we know that this grouping of spin waves does not form a true

caustic beam and may be referred to as a semi-caustic beam or just a spin wave beam. Most

studies of caustics use a constriction or antidot to act as a point source of true caustic spin

wave beams [144, 142, 149]. Diamond-shaped propagation patterns, usually completely filled

in rather as opposed to only the outline that is observed here, have been imaged previously

in extended films in a surface wave geometry where the diamond pattern is attributed to the

fact that a microstrip antenna will produce a range of values that constructively interfere

near the center of the film [150]. In Fig. 5.9b the group velocity directions are nearly the

same for a broad range of excited wavevectors, which leads to the formation of spin wave
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Figure 5.10. Calculated vg (a) and θ (b) forH = 779 Oe and over the excited
wavevector range three 4πMS values that correspond to x = 1.0, 4.0, and 5.5
mm for the heated sample. Only the thickness mode with the highest group
velocity is shown for each ky. The black arrows show the expected changes in
vg and θ.

beams at two well-defined propagation angles [151] even in the absence of a constriction,

where the beams originate from a region at the center of the film width at the antenna.

The dominant angles predicted from the dispersion calculations correspond well to the beam

angles observed in the 2D BLS data.

In warmer regions 4πMS is lower, which shifts the dispersion manifolds downward and

also increases the density of the thickness modes. Notably, the positions of the gaps in the

spin wave surfaces that arise due to the PSSW modes shift appreciably with a relatively small

change in 4πMS. Figure 5.10 shows the calculated group velocity magnitudes vg and angles

θ as a function the component of the wavevector along the width of the film, ky, for several

different 4πMS values. Here we assume that as the spin waves travel into progressively hotter

regions, 4πMS is reduced according to the curve shown in Fig. 5.2. As the spin waves travel

into the hotter region both the frequency and the component of the wavevector along the
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width, ky, will be conserved whereas the component of the wavevector along the length of

the film, kx, will evolve according to the dispersion curves and there will be an associated

change in vg and θ. One can think of dividing the length of the film into many sections, each

with a different value of 4πMS. Then at the boundary of each section there will be a Snell’s

law type refraction [152] leading to a gradual steering of the beam as observed here.

The expected changes in vg and θ are illustrated in Fig. 5.10a and 5.10b, respectively, for

spin waves that travel into a thermal gradient where the black arrows are used to illustrate

the expected changes from the cool (blue) to hotter (red) regions of the sample. Given that

it is mainly the spin waves with appreciable vg at the antenna that propagate into the BLS

scan region, there is a minimum ky, imposed by the dispersion curves when the spin waves

are excited (shown as the ky corresponding to kx = 0 in Fig. 5.9) and marked as kmin in

Fig. 5.10. For kmin < ky < 350 rad/cm a slight increase in vg is expected, whereas for

ky > 350 rad/cm an overall reduction in vg is predicted such that the spin waves with high

wavenumber are significantly slowed or even stopped within the thermal gradient. This can

result in an increase in spatial energy density as the spin waves will tend to pile up within

the heated regions. While this effect may be partially compensated by higher damping in

the hotter film, a stronger overall BLS signal was observed as shown in Figure 5.7. We note

that a decrease in MS with increasing T (and hence x) should also result in progressively

larger oscillation amplitude as the spin waves travel towards the warmer end of the sample,

although the latter would lead to a spatially uniform increase in intensity, whereas the BLS

scans show changes in intensity that are spatially more complex. Fig. 5.10b shows a wide

range of ky (200 rad/cm < ky < 400 rad/cm) for which θ is approximately equal to 40°,

which is consistent with the experimentally observed beam angle. Heating is expected to
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Figure 5.11. TR-BLS data integrated over the width of the film are shown
at selected x for spin wave pulses traveling through the film a) at room temper-
ature and b) with a thermal gradient applied. These positions correspond to
the locations of the nodes and turning points of the heated sample, indicated
by the dashed vertical lines in Fig. 5.7b.

only affect spin waves with ky that are close to the PSSW mode crossings but small increases

in θ on the order of up to a few degrees with increasing T are predicted for ky > 400 rad/cm

through the range of maximum excitation efficiency (ky < 630 rad/cm), which is consistent

with the experimental observations.

Changes in vg should lead to changes in the time-domain profile of a spin wave pulse as

a function of position for the heated sample. Plots of the width-averaged TR-BLS intensity

at five distances from the input antenna are shown in Fig. 5.11. For the room temperature

sample the TR-BLS pulse is shifted in time at the various locations by a time delay that is

consistent with a constant average velocity and the pulse shape is essentially the same at

all x, apart from a gradual overall reduction in the signal intensity with increasing x that

can be attributed to normal spin wave propagation losses. In contrast, the pulse intensities

for the heated sample show more dramatic changes as a function of x. The signal intensity

is generally higher for the heated sample, which may, in part, be due to the fact that the

pumping frequency is slightly higher on the dispersion curve and hence it is possible to excite
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spin waves more efficiently. More importantly, as shown in Fig. 5.11, the signal is small at

x = 4.4 mm and then increases at 5.7 mm and the pulse shape evolves from a relatively flat

pulse in time with a small spike at the beginning (x = 1.8 mm and 3.1 mm) to a pulse that

shows an increase in intensity as a function of time (x = 4.4 mm and 5.7 mm), where the

pulse at the farthest position shows an additional trailing edge. This suggests that some

wavevector components of the spin wave pulse travel at a slower rate. The group velocity

calculations shown in Fig. 5.10a predict that the dominant effect of the heat will be that spin

waves with large wavenumbers (k > 300 rad/cm) will slow down as they travel into a hot

region which would appear as a reduction in intensity in the first part of the pulse (during

and immediately after the rise) and an extension of the pulse in time corresponding to more

spin waves arriving at a later time (during and after the fall) for pulses detected at larger

x. The dispersion curves suggest that high-k spin waves, which constitute an appreciable

portion of the pulse, will be slowed down as much as 18 µm/ns as they are heated. If on

average, the high-k spin waves slowed down by 10 µm/ns, they would arrive about 20 ns

later than the low-k spin waves, which is consistent with the data shown in Fig. 5.11b. The

development of a trailing pulse edge and the observed change in beam angle, which should

only occur if high-k spin waves are involved, suggest that the high-k spin waves are an

important consideration. The observed reduction and then increase in the width-averaged

signal further suggests that interference effects due to the changing spin wavelengths may

play a role in determining the local spin wave intensity.

5.6. Short pulse excitation

It is evident, as demonstrated by the middle plots of Fig. 5.7 for instance, that the 100

ns pulse duration used in this study spans a region wider than the two-dimensional BLS
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scan region. To better understand the effects of the thermal gradient on spin waves similar

measurements were performed using a shorter pulse (dt = 20 ns) in order to see the entire

pulse within the scan window at one time. A larger thermal gradient was achieved using

two thermoelectric heating elements mounted over the input and output antennas instead

of the blue heating laser. The temperature at the surface of each heater was continuously

monitored by thermocouples and controlled by the voltage using a feedback loop. The surface

temperatures of the heaters were 30°C at the input antenna and 80°C at the output antenna

with separation of 10 mm between the heaters which corresponds to a 24 K over the BLS

scan range used here or a thermal gradient of ∇xT = 4.5 K/mm as shown in Fig. 5.12a. The

actual thermal gradient on the YIG film may be slightly lower due to inefficient heat transfer

through thermal grease contact. Even so, the thermal gradient should be significantly larger

than the 4 K gradient observed using the blue laser, which will result in a much larger change

in 4πMS as shown in Fig. 5.12b. The measurements were performed in the surface wave

geometry under the same conditions used for the long pulses, H = 779 Oe and fp = 3.925

GHz. The short CW microwave pulses were supplied by a microwave generator and TTL

switch with a pulse duration of 20 ns, rise time of 5 ns, and a repetition rate of 1 MHz chosen

to avoid nonlinear and additional heating effects.

The results of the two-dimensional TR-BLS measurements are shown in Fig. 5.13. First

we notice a diamond-like pattern of spin wave propagation similar to that observed with long

pulse excitation. This time the diamond shape appears slightly more filled, especially in the

heated sample. The amount that the diamond is filled depends on the precise excitation

conditions. The microwave switch used in the short pulse data had a longer rise time 5 ns

compared with the rise time of the switch used for the long pulse data 1 ns. It is possible
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Figure 5.12. (a) The calculated temperature profile of the YIG film as
a function of distance from the input antenna x. Endpoint temperatures
were controlled using two thermocouples on the surfaces of the thermoelec-
tric heaters. The expected linear profile was confirmed by thermal camera
measurements. (b) Saturation magnetization of the YIG film as a function of
the distance from the input antenna for the temperature range shown in (a).

that the difference in rise time corresponds to a different spectral width, i.e. the range of

frequencies excited around the central fp peak, which could help explain the difference in the

diamond pattern. The BLS intensity is generally higher in the 2D scan of the heated sample,

where the difference is especially pronounced between x =1.8 and 2.1 mm. The nodes and

antinodes of the diamond shape appear to be lengthened along the x-direction in the heated

case but the effect is subtle and is difficult to discern given the limited BLS intensity past

x = 3 mm.
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Figure 5.13. TR-BLS data integrated over a time period longer than the
pulse is shown for the sample at room temperature (top) and with a thermal
gradient applied using thermoelectric heaters (bottom). For these measure-
ments the film was saturated in the DE geometry by a field of H = 779 Oe
oriented in the +y direction and fp = 3.925 GHz.

The BLS intensity integrated over the width of the film and over the period of the pulse

provides a reliable method to compare intensities and measure the spin wave decay length.

Figure 5.14 shows the width-integrated BLS intensity for the film at room temperature and

with the thermal gradient. While there is some local variation in intensity, the intensity of

the spin waves traveling into the thermal gradient is generally higher than in the sample

at room temperature. The exponential fits show that there is no statistically significant

difference in the decay lengths for the two different heating conditions: λH = 2.5 ± 0.1 mm

and λRT = 2.4 ± 0.2 mm.

It has been shown [144] that spin wave pulses traveling into strong thermal gradients can

undergo a spatial compression effect such that as the pulse travels into a progressively hotter

region, the spatial extent of the pulse is progressively reduced resulting in an increase in the

local energy density. For pulses as short as the ones used here a spatial compression would

108



Figure 5.14. TR-BLS data integrated over the width of the film and fit
with an exponential function for the sample at room temperature and with a
thermal gradient. The decay lengths extracted from the fits are shown.

be evident. Figure 5.15 shows the spatial pulse width as a function of the distance from

the antenna. These curves were obtained by fitting the width-averaged BLS intensity vs. x

with a Gaussian function and extracting the FWHM at each time. The FWHM of the pulse

is reported when the center of the pulse passes position x as shown in Fig. 5.15. If there

are any spatial compression effects they should show up as a progressive decrease in pulse

width as a function of increasing x. The spatial pulse width for the heated sample is lower

than the pulse width in the sample at room temperature. This can be attributed to the fact

that the average temperature of the heated film is higher than that of the room temperature

film. However, the thermal gradient is not strong enough to observe any spatial compression

over the length of the BLS scan range. One is then left with the question of why the BLS

intensity of the heated sample is noticeably stronger overall if there is not an appreciable

increase in energy density from spatial compression. We recall that the pumping conditions

were chosen to maximize the transmission of the film for the heated case. As a result the
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Figure 5.15. Spatial extent of a pulse traveling into a thermal gradient com-
pared with room temperature. The spatial pulse width is lower for the heated
sample, which is due to the fact that the spin waves travel slower in the heated
sample, primarily due to the higher average temperature. The vertical bars
represent the uncertainty in the pulse width.

spin wave pulse is generated with a higher efficiency at the start. Thus, the overall difference

in intensity is not related to the thermal profile for even this larger thermal gradient.

Surface spin waves traveling into a thermal gradient are expected to exhibit a deceleration.

In order to look for such an effect the time-domain profile of the pulse at each measured

distance from the input antenna was fit with a Gaussian profile to track the arrival time of

the pulse as well as the temporal pulse width, both shown in Fig. 5.16. The arrival times

appear to increase linearly with increasing x. Linear fits to t vs. x show that the pulse

travels slower into the thermal gradient with an average speed of vg,H = 51 µm/ns compared

with the room temperature average speed of vg,RT = 65 µm/ns. The linear fit provides an

excellent fit to the arrival time data for the room temperature case, however, deviations from

linearity are apparent for the heated case. Plots of the pulse duration as a function of x

are shown in the bottom plot. These data show little variation in pulse width for the room
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Figure 5.16. Arrival times and pulse widths of the spin wave pulses traveling
through the BLS scan region. The arrival times for the heated film make a
significant departure from a linear fit to the first portion of the data indicating
a decrease in velocity. Not much difference in temporal pulse duration is
observed.

temperature case around 9.3 ns, whereas the pulse duration for the heated case goes from

8.6 ns to 10.1 ns indicating some heat-induced pulse broadening in the time domain.

As mentioned above, in Fig. 5.16a there is a curvature to the arrival times vs. x for the

heated sample. The temporal pulse shape vs x (Fig. 5.17) shows that the pulse traveling

through the heated sample travels slower but does not provide much information on a possible

acceleration. In order to look for a shift in group velocity over the scan range, linear fits were

used to obtain the slope over short ranges of the arrival times to extract the deceleration.

Figure 5.18 shows the change in speed of a pulse travel in both thermal conditions using

a sliding fit range of x = 1 mm. We see that the pulse traveling into a thermal gradient

undergoes a reduction in speed from vgH = 57 µm down to 48 µm. This corresponds to a 16

percent reduction in group velocity over the BLS scan region (5 mm) due to the non-uniform

thermal profile, which is similar in magnitude to what is predicted using the approximate
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Figure 5.17. Pulse shape in time as it travels along the length of the film.
While the initial times are not identical, a spreading in the pulses of the
heated film indicate later and later arrival times of the pulse as it travels into
progressively hotter regions.

dispersion relation for surface spin waves (equation 2.37) in conjunction with a reduction

in MS with distance that is consistent with the imposed thermal gradient. These results

are potentially important for thermally controlled delay lines, for instance, where waste

heat could be used to affect the speed of the transmitted signal. The room temperature

case shows a gradual reduction in pulse amplitude in Fig. 5.17 as a function of increasing

distance, whereas the amplitudes fluctuate as a function of distance in the case of a thermal
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Figure 5.18. Local group velocities of spin wave pulses traveling through the
BLS scan region under both temperature profiles. The pulses traveling into
the thermal gradient experience a slowdown of around 16 percent within the
scan range.

gradient. This result is qualitatively similar to what was observed for the smaller thermal

gradient (Fig. 5.11) and again, indicates that interference effects may play a role.

5.7. Project summary

In summary, we have examined the effect of a thermal gradient on the propagation

characteristics of spin waves in a surface wave configuration. BLS measurements show that

even for a small thermal gradient where the width-averaged transmission characteristics

detected at an output antenna are largely unaffected by the heat there are significant changes

in the local spin wave propagation characteristics. Spatial BLS scans, performed using a

pumping frequency just below the ferromagnetic resonance frequency, show two spin wave

beams at distinct angles (θ = ±36°) from the long axis of the film that lead to a diamond-

shaped propagation pattern. The imposed thermal gradient leads to a shift in the beam

angle from θ = 36° to 40°, noticeable increases in spin wave intensity that are highly position
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dependent, and to significant modification to the temporal pulse shape that are consistent

with a 10 µm/ns reduction in group velocity on average for the high-k wavevectors. Short

pulse spin waves traveling into an even larger thermal gradient shown a reduction in velocity

by 16% accompanied by a large increase in BLS intensity and an increase in the spin wave

decay length. These effects are a consequence of the proximity of the propagating spin waves

to the perpendicular standing spin wave modes that provides a mechanism for large changes

in the spin wave dispersion characteristics even for small changes in temperature. This will

be important for microwave device development and also suggests a new approach to the

control of beam angle and intensity in spin wave logic device using small thermal gradients.

This work has been submitted to Physical Review B and significant portions of that article

are reproduced and/or expanded upon in this chapter.
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CHAPTER 6

Summary

This thesis presented two experimental studies focussing on the potential to harness spin

wave dynamics using heat and structural geometry. Both studies were performed predomi-

nately with the Brillouin light scattering (BLS) technique which is a versatile and powerful

technique in modern magnetics research. The importance of dispersion relations as a tool

for understanding spin waves in microstrips and continuous thin films was presented. Calcu-

lated dispersion relations were used to fit and analyze important spin wave metrics including

frequencies, group velocities, and propagation angles observed in the experimental data. Not

only are spin waves a great testbed for fundamentally interesting physics, but a fuller un-

derstanding of spin wave behavior will deepen knowledge of magnetic materials and provide

unforeseen applications for years to come.

The high-frequency dynamics of an antivortex (AV) were studied experimentally. Several

high-frequency modes of the AV were observed under both in- and out-of-plane excitation.

Spatial profiles of the AV modes were mapped using micro-BLS. Dynamics were compared

with micromagnetic simulations that revealed that the most prominent modes of the AV

correspond directly to width-quantized propagating spin wave modes in the adjacent legs.

Given the short wavelength of the AV-generated spin waves, we believe that such a struc-

ture could be used as a short spin wave source as this range of spin waves is often difficult

to generate through traditional methods. An unfathomable amount of literature regarding

magnetic vorticies and their potential for applications exists and is still growing. The an-

tivortex may be even more useful than the vortex because of its intrinsic topologic and the

ability to couple smoothly to nearby continuous films or microwires, yet not many groups
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pursue research on AVs because they are difficult to stabilize. I am grateful that I had the

opportunity to study such a rare area of science.

Even after the author was warned of the complexity of any kind of research involving

the effects of heat, the potential to control spin wave propagation with waste heat seemed

too tantalizing to resist with such obvious applications to spin caloritronics. BLS measure-

ments of spin waves traveling into a thermal gradient were presented. An intricate diamond

shaped propagation pattern was observed that is the direct result of exciting a wide range of

wavevectors. The dispersion manifold for arbitrary propagation angles was calculated and

used to predict the range of wavevectors excited by a microstrip antenna in a YIG film and

calculated group velocities and beam angles were compared with those measured by BLS.

The experimental work presented here showcases the possibility of using even a modest ther-

mal gradient to significantly alter the speed and steer a beam of propagating spin waves.

These results could potentially have applications for signal modification and control in the

new field of spintronics.

6.1. Future directions

In spite of drastically changing directions in the magnetics industry, fundamental mag-

netics research is a productive and actively growing field with many exciting possibilities on

the horizon. If I had the opportunity to explore further research directions in the Nanomag-

netism Lab at CSU, I would delve deeper into the field of spintronics. As an information

carrier, spin waves have so many desirable features. They can propagate a signal not only

in metallic materials, but also semiconductors and insulators. They can carry information

without considerable Joule heating as with conventional electronics. Spin waves are also

highly scalable with exchange spin waves having length scales at atomic levels. Lastly, as a

116



wave phenomena, spin waves have the potential to carry more information and participate

in wave-based logic operations. The future of spin wave research is bright and exciting.
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APPENDIX A

Catalog of modes

A.1. List of modes to accompany Chapter 4

In this section we enumerate all the modes discussed in the antivortex project to aid the

reader. The modes are separated by the orientation of the driving field and by whether they

represent experimental data or simulated data as discussed further in Chapter 4.

Table A.1. List of modes for experimental data in-plane excitation

fAV (GHz) fSat‖ (GHz) fSat⊥ (GHz)

2.8 4.1 2.3
3.4 4.7 4.6
4.0 5.7 5.1
4.3 5.7
5.2
5.9
6.2

Table A.2. List of modes for simulation data for in-plane excitation

fAV (GHz) fSat‖ (GHz)

1.90 4.32
2.22 5.44
3.08 5.70
3.27
3.74
5.44
6.30

Table A.3. List of modes for experimental data for out-of-plane excitation

fAV (GHz) fSat (GHz)

6.3 6.2
6.6
6.8
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Table A.4. List of modes for simulation data for out-of-plane excitation

fAV (GHz) fSat (GHz)

2.40 2.70
7.20 3.70
7.59 4.60
8.50 7.20
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APPENDIX B

Dispersion calculator

B.1. How to use the code

Below is a MATLAB script and function that can be used to calculate the dispersion

relations for arbitrary wavevector combinations which allows for off axis propagation. This

is useful when the antenna excites spin waves that are a hybrid of backward volume and

surface wave character. It follows the theory in Ref. [20], which is outlined in Chapter 2. To

use this code, the user must first enter a selection of material and experimental parameters

into the interface script. The material parameters include the film thickness, saturation

magnetization, gyromagnetic ratio, exchange coupling constant, Gilbert damping parameter,

and pinning parameter. The experimental parameters are the external field and the angles

that give the orientation of the field with respect to the film normal (θ) and with respect

to the wavevector (φ). Lastly, the wavevector range and step size is set (where kDE (kBV)

indicates the wavevector component that is perpendicular (parallel) to the external field)

and the number of thickness modes is selected. Typically the number of modes calculated

should exceed the number of reported modes by 3. Finally, there is an option to perform

the calculation without mode interaction by setting “approx” to “true”. This mode is useful

when quick and rough calculations are needed or in thick films where the density of PSSW

modes obscure the propagating DE mode. The script is set up to save the input parameters,

that is, the variable “ui” and the output dispersion surface variable “data”, both of which

are structure variables, in a MATLAB “.mat” output file. The “data” structure variable

contains the dispersion surface matrices, where one matrix corresponds to one thickness

mode, and the axes are the wavevector components (kDE and kBV).
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B.1.1. The interface script. This MATLAB script is where the user will enter all
the parameters discussed above.

1 %Script to calculate dispersion surfaces and group velocities

2 %Green' s function approach for spin wave manifold following

3 %Kalinikos, Slavin, J. Phys. C : Solid State Phys. 19 (1986) 7013 - 7033

4 %Main goal - to construct the L matrix (equation 37) and

5 %find its eigenvalues

6 %Written by Grant Riley in March 2017

7

8 close all;clear all;clc;

9

10

11 %%User Input

12 ui.L = 6.3e-4;

13 ui.H = 352;

14 ui.Ms = 1750; %1821 1810 1803 1796

15 ui.gamma = 2.8/1000;

16 ui.alpha = 3e-12;

17 ui.alphaG = 1e-5;

18 ui.pinned = false;

19 ui.theta = pi/2;

20 ui.terms = 6;

21 ui.kDErange = 0:1000:150000; %must use positive values

22 ui.kBVrange = 0:1000:150000; %must use positive values

23 % ui.mirrorDE = false; %mirror over BV axis

24 % ui.mirrorBV = false; %mirror over DE axis

25 ui.dkint = 1000; %interpolation mesh step size

26 ui.approx = false;

27 %Sanity plots

28 plotsurfs=false;

29 plotints=false;

30

31 %%Call function

32 dat=fcn dispersion(ui);

33

34

35 %%Pass out data

36 %Extract variables

37 freqs=dat.freqs;

38 intDErange=dat.intDErange;

39 intBVrange=dat.intBVrange;

40 intfreqs=dat.intfreqs;

41 vgDE=dat.vgDE;

42 vgBV=dat.vgBV;

43 vg=dat.vg;

44 %Create output structure

45 alldat.ui=ui;

46 alldat.dat=dat;

47

48 %%Plot dispersion surfaces to check appearance

49 if plotsurfs
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50 figure;hold on;

51 for n=1:ui.terms

52 h(n)=surf(dat.kDErange,dat.kBVrange,freqs(:,:,n));

53 set(h(n),'linestyle','none');

54 end

55 %plot styling

56 xlabel('k D E (rad/cm)','fontweight','bold');

57 ylabel('k B V (rad/cm)','fontweight','bold');

58 zlabel('Freq (GHz)','fontweight','bold');

59 fixplot(20);

60 view([-2 -2 1.5]);

61 hx=get(gca,'xlabel');hy=get(gca,'ylabel');

62 set(hx,'rotation',23);set(hy,'rotation',-23);

63 set(gca,'TickDir','in');

64 box on;grid on;

65 end

66

67 %%Plot interpolation surfaces to check appearance

68 if plotints

69 figure;hold on;

70 for n=1:ui.terms

71 h(n)=surf(intDErange,intBVrange,intfreqs(:,:,n));

72 set(h(n),'linestyle','none');

73 end

74 %plot styling

75 xlabel('k D E (rad/cm)','fontweight','bold');

76 ylabel('k B V (rad/cm)','fontweight','bold');

77 zlabel('Freq (GHz)','fontweight','bold');

78 fixplot(20);

79 view([-2 -2 1.5]);

80 hx=get(gca,'xlabel');hy=get(gca,'ylabel');

81 set(hx,'rotation',23);set(hy,'rotation',-23);

82 set(gca,'TickDir','in');

83 box on;grid on;

84 end

85

86

87 %%Save output

88 myfolder='/Users/grant/Desktop/MATLAB disp calc pkg/';

89 filename=[myfolder,'disp YIG Ms=',num2str(ui.Ms),'G H=', ...

90 num2str(ui.H),'Oe t=',num2str(ui.L*10ˆ4),'microns terms=', ...

91 num2str(ui.terms),' kmax=150000.mat'];

92 save(filename,'alldat');

B.1.2. The calculating function. This is the MATLAB function that is called to
perform the actual computation. This function should not typically need to be changed by
the user.

1 function [outdat] = fcn dispersion(ui)

2

3
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4 %Green' s function approach for spin wave manifold following

5 %Kalinikos, Slavin, J. Phys. C : Solid State Phys. 19 (1986) 7013 - 7033

6 %Main goal - to construct the L matrix (equation 37)

7 %and find its eigenvalues

8 %Written by Grant Riley in March 2017

9

10

11 %%User Input

12 L = ui.L;

13 H = ui.H;

14 Ms = ui.Ms;

15 gamma = ui.gamma;

16 alpha = ui.alpha;

17 alphaG = ui.alphaG;

18 pinned = ui.pinned;

19 theta = ui.theta;

20 terms = ui.terms;

21 kDErange = ui.kDErange;

22 kBVrange = ui.kBVrange;

23 %mirrorDE = ui.mirrorDE;

24 %mirrorBV = ui.mirrorBV;

25 dkint = ui.dkint;

26 approx = ui.approx;

27

28

29 %%Initialization

30 freqs = zeros(length(kBVrange),length(kDErange),terms);

31 omegaM = gamma*Ms;

32 omegaH = gamma*H;

33 M=zeros(2*terms,2*terms);

34 Lmat=M;

35

36

37 %%Calculation

38 %Note - these coefficients are taken from Boris, Slavin 1986

39 %Boris' book chapter shows different B and C

40

41 %Output structure is:

42 %one kDEval per row increasing with index

43 %one KBVval per column increasing with index

44

45

46 for col=1:length(kDErange)

47 for row=1:length(kBVrange)

48 qDE=kDErange(col); qBV=kBVrange(row);

49 if abs(qBV) > 1

50 phi=atan(qDE/qBV); %phi is defined such that phi=0 along ...

+kDE axis and phi=pi/2 along +kBV axis

51 else

52 phi=pi/2;

53 end

54 kz=sqrt(qDEˆ2 + qBVˆ2);

55 M=zeros(2*terms,2*terms);

56 Lmat=M;
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57 for nn1=1:terms

58 if pinned

59 n1=nn1;

60 else

61 n1=nn1-1;

62 end

63 %first solve n1 == n2 terms to construct the non-interacting ...

matrix Dnn

64 n2=n1;

65 kappa1=n1*pi/L;kappa2=n2*pi/L;

66 k1=sqrt(kzˆ2+kappa1ˆ2);k2=sqrt(kzˆ2+kappa2ˆ2);

67 if kz==0

68 F=0;

69 else

70 F=2/kz/L*(1-(-1)ˆn1*exp(-kz*L));

71 end

72 omegaN=omegaH/omegaM+alpha*k1ˆ2;

73 if kz==0

74 p=0;

75 else

76 if pinned

77 p=kzˆ2/k2ˆ2*(n1==n2)+kzˆ2/k1ˆ2*(kappa1*kappa2/k2ˆ2) ...

78 *F*((1 + (-1)ˆ(n1 + n2))/2); %eq A10

79 else

80 p=kzˆ2/k2ˆ2*(n1==n2)-kzˆ4/k1ˆ2/k2ˆ2 ...

81 *F/sqrt((1+(n1==0))*(1+(n2==0))) ...

82 *((1+(-1)ˆ(n1+n2))/2); %eq A12

83 end

84 end

85 q=0; %Solve equation 26 with n1 == n2

86 T=1; %Solve equation 27 with n1 == n2

87 AA=omegaN+1/2*(sin(theta)ˆ2 ...

88 -(sin(theta)ˆ2*cos(phi)ˆ2-cos(theta)ˆ2)*p); %eq 16a from ...

Kalinikos 1989

89 BB=1/2*sin(theta)ˆ2-1/2*(sin(theta)ˆ2 ...

90 +(sin(phi)+1i*cos(theta)*cos(phi))ˆ2)*p; %eq 16b from Kalinikos ...

1989

91 d11=AA;d22=AA;

92 d12=BB;d21=conj(BB);

93 Dmat=[d11,d12;d21,d22];

94 M(2*nn1-1:2*nn1,2*nn1-1:2*nn1)=Dmat;

95 Hmat=det(Dmat)*eye(2);

96 Lmat(2*nn1-1:2*nn1,2*nn1-1:2*nn1)=Hmat;

97 %now solve n1 != n2 terms to construct the off-diagonal ...

compnents of the matrix L

98 for nn2=1:terms

99 if pinned

100 n2=nn2;

101 else

102 n2=nn2-1;

103 end

104 if n1==n2

105 continue

106 else
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107 kappa2=n2*pi/L;

108 k2=sqrt(kzˆ2+kappa2ˆ2);

109

110 if kz==0

111 p=0;

112 else

113 if pinned

114 p=kzˆ2/k2ˆ2*(n1==n2)+kzˆ2/k1ˆ2 ...

115 .*(kappa1*kappa2/k2ˆ2)*F*(1+(-1)ˆ(n1+n2))/2; ...

%eq A10

116 else

117 p=kzˆ2/k2ˆ2*(n1==n2)-kzˆ4/k1ˆ2/k2ˆ2*F/ ...

118 sqrt((1+(n1==0))*(1+(n2==0))) ...

119 *(1+(-1)ˆ(n1+n2))/2;

120 end

121 end

122 if kz==0

123 q=0;

124 else

125 if pinned

126 q=kzˆ2/k2ˆ2*(kappa1*kappa2/(kappa2ˆ2-kappa1ˆ2) ...

127 *2/kz/L+kappa1*kappa2/2/k1ˆ2*F) ...

128 *(1-(-1)ˆ(n1 + n2)); %eq A11

129 else

130 %eq 19 in Kalinikos 1981 - "Spectrum and Linear ...

Excitation of Spin Waves in Ferromagnetic Films"

131 %difference is the square root

132 q=kzˆ2/k2ˆ2*(kappa2ˆ2/(kappa2ˆ2-kappa1ˆ2) ...

133 *2/kz/L-kzˆ2/2/k1ˆ2*F)*(1-(-1)ˆ(n1 + n2)) ...

134 /sqrt((1+(n1==0))*(1+(n2==0)));

135 end

136 end

137 %Note - these (Pnn and Qnn) are taken from Boris, ...

Slavin 1986

138 %Both Pnn and Qnn are slightly different in Boris' 1981 ...

paper "Spectrum and Linear Excitation of Spin Waves ...

in Ferromagnetic Films"

139 if approx

140 M(2*nn1-1:2*nn1,2*nn2-1:2*nn2)=[0,0;0,0];

141 Lmat(2*nn1-1:2*nn1,2*nn2-1:2*nn2)=[0,0;0,0];

142 else

143

144 CC=-1/2*(sin(theta)ˆ2*cos(phi)ˆ2-cos(theta)ˆ2)*p ...

145 -1i*sin(theta)*cos(theta)*cos(phi)*q;

146 DD1=-1/2*(sin(theta)ˆ2+(sin(phi) ...

147 +1i*cos(theta)*cos(phi))ˆ2)*p;

148 DD2=-sin(theta)*(sin(phi)+1i*cos(theta)*cos(phi))*q;

149 r11=CC;r22=CC;

150 r12=DD1+DD2;r21=conj(DD1-DD2);

151 Rmat=[r11,r12;r21,r22];

152 M(2*nn1-1:2*nn1,2*nn2-1:2*nn2)=Rmat;

153 Wmat=1\Dmat*Rmat*det(Dmat);
154 Lmat(2*nn1-1:2*nn1,2*nn2-1:2*nn2)=Wmat;

155 end
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156 end

157 end

158 end

159 for n = 1:2*terms

160 u(n)=(-1)ˆ(n-1);

161 end

162 W=(diag(u)-1i*alphaG*eye(2*terms))\M;
163 eigvals=sort(abs(real(eig(W))*omegaM));

164 for tmode=1:terms

165 freqs(row,col,tmode)=eigvals(2*tmode);

166 end

167 end

168 end

169

170

171 %%Interpolate the surfaces

172 intBVrange=min(kBVrange):dkint:max(kBVrange);

173 intDErange=min(kDErange):dkint:max(kDErange);

174 intfreqs=zeros(length(intBVrange),length(intDErange),terms);

175 vg=zeros(size(intfreqs));vgBV=vg;vgDE=vg;

176

177 [DEq,BVq]=meshgrid(intDErange,intBVrange);

178 for n=1:terms

179 intfreqs(:,:,n)=interp2(kBVrange,kDErange, ...

180 transpose(freqs(:,:,n)),BVq,DEq);

181 [vgDE(:,:,n),vgBV(:,:,n)]=gradient(2*pi*10ˆ4*intfreqs(:,:,n)/dkint);

182 vg(:,:,n)=sqrt(vgDE(:,:,n).ˆ2+vgBV(:,:,n).ˆ2);

183 end

184

185 % %%Mirror data if requested

186 % if mirrorDE

187 % freqs=cat(2,flip(freqs,2),freqs(:,2:end,:));

188 % intfreqs=cat(2,flip(intfreqs,2),intfreqs(:,2:end,:));

189 % kDErange=cat(2,flip(-kDErange),kDErange(2:end));

190 % intDErange=cat(2,flip(-intDErange),intDErange(2:end));

191 % end

192 % if mirrorBV

193 % freqs=cat(1,flip(freqs,1),freqs(2:end,:,:));

194 % intfreqs=cat(1,flip(intfreqs,1),intfreqs(2:end,:,:));

195 % kBVrange=cat(2,flip(-kBVrange),kBVrange(2:end));

196 % intBVrange=cat(2,flip(-intBVrange),intBVrange(2:end));

197 % end

198

199 %%Pass data out of function

200 outdat.freqs=freqs;

201 outdat.intDErange=intDErange;

202 outdat.intBVrange=intBVrange;

203 outdat.intfreqs=intfreqs;

204 outdat.vgDE=vgDE;

205 outdat.vgBV=vgBV;

206 outdat.vg=vg;

207 outdat.kDErange=kDErange;

208 outdat.kBVrange=kBVrange;

209 end
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