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ABSTRACT

RAIN AND RELAMPAGO: ANALYSIS OF THE DEEP CONVECTIVE STORMS OF

CENTRAL ARGENTINA

When, where and how much precipitation falls are fundamental questions to research interests

spanning the weather to climate spectrum, yet are difficult to solve. The various methods used to

answer "how much" each have sources of error, making it important to obtain knowledge about

the characteristics of an individual dataset. This is especially true for rare events such as extreme

precipitation. IMERG, TRMM 3B42, MERRA2 and ERA5 precipitation datasets were regridded

to the same resolution and compared for 3-hourly heavy rainfall (99th and 99.9th percentile) in

subtropical South America , which has some of the strongest convective storms on Earth. Seasonal

and dirunal distribution are compared, with similar seasonal distributions between the datasets but

at the diurnal scale MERRA2 and ERA5 show more afternoon events than TRMM and IMERG.

Thermodynamic environments were compared with MERRA2 events tending to occur in more

marginal environments than TRMM 3B42 and ERA5 environments over much of the analyzed

region. Overall the satellite datasets showed the highest amounts. Brief case studies are included

to illustrate these differences, which reinforce that choice of dataset can be an important factor in

precipitation research.

How the precipitation falls is also addressed using a case study from the RELAMPAGO field

program in Argentina. Many observations are available of this case, which occurred during the

mobile operations period of the field program. Mobile surface stations, increased temporal reso-

lution from fixed sounding sites, and six mobile sounding systems provide a high level of detail

on the evolution of this storm system. Additionally, a trove of radar data and a GOES mesoscale

sector are available. This case is demonstrative of a common occurrence in the region: a strong

MCS (Mesoscale Convective System) over the Sierras de Córdoba mountain range. The extent
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of the backbuilding observed with this MCS was not predicted by the operation convective allow-

ing models used for field program forecasting. To study this event two simulations are presented:

one in which backbuilding of the MCS occurs and one where such backbuilding does not occur.

The difference between these simulations is the number of vertical levels used in the model which

impacts moisture availability upstream of the system via the effect of mountain wave downslope

winds.
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Chapter 1

Introduction

Rain is perhaps the most variable part of daily life in the modern world, particularly for regions

whose economy centers on agriculture. Central Argentina is such a region. Soybeans growing in

that region comprise 30.7% of the total exports of Argentina (Phélinas and Choumert, 2017). Most

of this production is not irrigated and thus more vulnerable to variations in rainfall (Hernandez

et al., 2015). Much of the rainfall during the growing season comes from Mesoscale Convective

Systems (MCSs), multicell thunderstorm complexes that are fueled by the South American Low

Level Jet (SALLJ) bringing warm moist air south from the Amazon (e.g. Durkee et al., 2009;

Cavalcanti, 2012; Rasmussen et al., 2016). Due to their impact on the region, an accurate under-

standing of how these storms form and detailed analysis of how much rain they produce is very

important. However, due to a relative lack of observations (both gauges and radars) for measuring

precipitation in the region for measuring, reanalysis and satellite observations of precipitaiton are

imperative to long term analysis of rainfall amounts especially at small spatial and temporal scales.

The influence of the spatially small (100km x 300km) (SDC) mountain range on convection in the

region at these smaller scales is particularly important. In-situ data collected in the region by the

Remote Sensing of Electrification, Lightning, and Mesoscale/Microscale Processes with Adaptive

Ground Observations (RELAMPAGO) field campaign centered in Córdoba Province, Argentina

helped to fill gaps in the knowledge about storms in the region (Nesbitt et al., 2021). Detailed

analysis of the events observed during the campaign can help inform interpretation of data gleaned

from reanalysis and satellite datasets on the nature of the storms in the region and their rainfall

characteristics. A particularly notable case was observed on 13-14 December 2018 and will be the

focus of the RELAMPAGO analysis conducted for this dissertation.

The objective of this study is to add to knowledge of precipitation patterns and processes in

Argentina incorporating both long term precipitation datasets and a case study from the RELAM-

PAGO campaign. Chapter 2 analyzes four preicpitation datasets to compare the characteristics

1



of 3-hour rainfall at the 99th percentile level. Two of these datasets (ERA5 and MERRA2) are

reanalyses utilizing observations and data assimilation to make a precipitation estimate and two

are satellite datasets calibrating both active and passive remote sensing to rainfall rates. 3-hour

temporal resolution allows for the capture of intense rainfall resulting from the MCSs that make

up the majority of warm season rainfall in the region. No direct comparison to observations in the

study region is possible at the temporal and spatial scale that these datasets utilize, but comparing

these datasets to each other allows for knowledge of the biases of each dataset relative to the oth-

ers. These biases manifest themselves both in the total volume of precipitation each dataset depicts

and in the meteorological environments that heavy rain events in each dataset occur in. Events in

the different datasets often did not occur at the same time, which is a concern for researchers who

wish to construct composite maps of the large scale weather conditions likely to lead to events.

Large differences were observed in average convectively available potential energy (CAPE), con-

vective inhibition (CIN) and precipitable water (PWAT) present during events in each dataset as

well. Both satellite datasets recorded events in environments with higher CIN and lower CAPE

than the reanalysis events. Since the satellite datasets rely on observing the cloud tops from space,

this suggests that the reanalysis datasets do not produce events in more marginal thermodynamic

environements, or that the algorithms used to produce the satellite datasets are not well calibrated

to the types of storms that form in more marginal environments. With rain gauge observations

unavailable in this region for these spatial and temporal scales it is difficult to know which datasets

hold the "truth" in these situations. However, identifying these differences in environment between

datasets contextualizes the results of any analysis of events above a certain percentile.

Chapter 3 analyzes an event observed during the RELAMPAGO campaign that produced a 99th

percentile 3-hour rainfall event in Córdoba Province on 13-14 December 2018. Operation models

used during the RELAMPAGO campaign to plan campaign operations did not depict backbuilding,

a process by which new convective cells are generated on the west (upstream) side of the storm.

This process can lead to torrential rains as storm cells repeatedly move over the same area. By

utilizing a model run that did produce backbuilding using the same parameters as the real-time
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run during the campaign but 30 more vertical levels the causes of these important differences in

storm structure can be assessed, provides a window into the important processes that produce

these events and addresses some of the challenges they present to forecasters. The results herein

are useful to researchers using reanalysis datasets to analyze past precipitation events as well as

for entities utilizing convective allowing models to forecast future events in real time in this region

of Argentina.
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Chapter 2

Extreme 3-Hourly Precipitation in Subtropical

Argentina: Comparison of Four Datasets

2.1 Chapter 2 Introduction
Quantitative Precipitation Estimation (QPE) is an important aspect of both operational me-

teorology and climate analysis. Rain gauges, radar and satellite remote sensing methods, and

reanalysis datasets all offer different methods of obtaining the answer: How much rain fell? Un-

fortunately, each of these methods, as well as datasets produced using techniques that combine

aspects of each of these methods, are all subject to error and may arrive at different conclusions.

Different datasets could have different sets of events that are considered extreme for a given def-

inition, which may in turn influence the results of an ensuing analysis. Rain gauges observe only

one discrete point, and a dense network is required for a good estimate. Xu et al. (2013), using

daily precipitation data, found that the accuracy of a runoff model dropped significantly when the

density of the assimilated rain gauge network dropped below 0.4 per 1000km2. Reanalysis datasets

are only as accurate as the data assimilation scheme, the data that is assimilated, and the accuracy

of the model parameterizations (e.g. Bosilovich et al., 2015; Hersbach et al., 2020). Satellite based

estimates rely on algorithms to convert indirect observations to rainfall rates. These methods often

are in partial disagreement with each other and rain gauge measurements, and this is especially

true in the case of extreme precipitation (e.g. Sun and Barros, 2010; Chen et al., 2013; Yucel and

Onen, 2014; Sekaranom and Masunaga, 2017). These potential errors are exacerbated by the fact

that many areas of the world do not have a dense enough rain gauge network or radar network to

adequately assess the uncertainty in satellite and reanalysis datasets. One such area is subtropical

South America, the subject of this study. Hurtado et al. (2021) reports a station density of 0.03 per

1000km2 in subtropical Argentina. The province of Córdoba, within subtropical Argentina, con-
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tains 7 gauge sites with enough data to span the period 1930-2006, for a density of approximately

0.04 per 1000km2 (de la Casa and Nasello, 2010). Argentina also began installing a radar network

relatively recently, in December 2014 (Vidal et al., 2017). These challenges leave reanalysis and

satellite precipitation estimates as the only sources of long-term high temporal and spatial resolu-

tion precipitation data, in a region where such data is vitally important. Subtropical South America

is a breadbasket region, and Argentina is among the world’s top exporters of corn and soybeans

(Merlos et al., 2015). Heavy short-term rainfall can damage this industry via the washing away of

topsoil, though this is mitigated by the implementation of no-till agriculture (Hugo et al., 2006).

The region is also prone to flash flooding, especially near the SDC mountain range which extends

from north to south through the center of Córdoba Province. (Latrubesse and Brea, 2009; Le Coz

et al., 2016). Extreme amounts of rainfall can therefore be particularly impactful to life and eco-

nomic activity in this region, but research into such events must acknowledge potential differences

between the precipitation datasets used. This study will focus on four datasets: the Modern Era

Retrospective Analysis for Research and Applications (MERRA2; Bosilovich et al., 2015), Euro-

pean Center for Medium-Range Weather Forecasts Re-Analysis 5th Generation (ERA5; Hersbach

et al., 2020), NASA global precipitation measurement (GPM) integrated multi-satellite retrievals

for GPM (IMERG; Huffman et al., 2015) and Tropical Rainfall Measurement Mission multi-

satelite precipitation analysis (TMPA) 3B42 v7, hereafter referred to as TRMM (Huffman et al.,

2010).

Many recent studies have also addressed the issue of dataset validation and comparison. Tang

et al. (2020) compared ten different datasets at daily and hourly scales over China, finding that

gauge adjusted satellite products (including TRMM and IMERG) outperformed reanalysis datasets

(including ERA5 and MERRA2) using Kling-Gupta efficiency, a metric that quantifies correlation,

bias, and variability of the datasets compared to gridded gauge observations. At the hourly scale,

this study found that the satellite based products captured diurnal variability better than the re-

analysis products. IMERG was found to reasonably represent the diurnal cycle of precipitation

in the maritime continent as well (Tan et al., 2019). Giles et al. (2021) found that TRMM had a
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more pronounced diurnal cycle in northeastern Argentina than ERA5 and MERRA2. Beck et al.

(2019) found that over the continental United States IMERG performed better than TRMM 3B42

compared to Stage-IV gauge-radar data, and in general the satellite based products did better in

convective regions (such as the plains and the southeast United States) than reanalysis, while be-

ing outperformed by reanalysis in areas of more complex terrain. Degradation of performance

of the satellite based products including TRMM in complex terrain relative to flatter areas was

also found by Kim et al. (2017) during the pre-monsoon and monsoon seasons in far-east Asia.

Despite this relatively poorer performance in regions of complex terrain TRMM data were found

to be sufficient to force a hydrological model in Bhutan (Xue et al., 2013), illustrating the use-

fulness of satellite rainfall products to investigate data sparse regions. Additionally, Arabzadeh

et al. (2020) also noted that the differences between reanalysis and satellite based products was

largest in data sparse regions such as South America, and that ERA5 outperformed MERRA2.

ERA5 was also found to outperform MERRA2 in India (Mahto and Mishra, 2019). When exam-

ining extreme precipitation specifically many studies found that both reanalysis and satellite based

products underestimated heavy precipitation events and overestimated lighter and moderate pre-

cipitation events when compared to gauges in a variety of regions and scenarios including Bolivia,

regions frequently impacted by atmospheric rivers, China, Iran, and India (Blacutt et al., 2015;

Arabzadeh et al., 2020; Fang et al., 2019; Taghizadeh et al., 2021; Gupta et al., 2020). A study

examining all precipitation events found when events seperated by a minimal time period of dry

weather between raining periods, IMERG matched event totals well, but did so by overestimating

duration and underestimating intensity. Despite this drawback in the representation of extremes,

Donat et al. (2014) found that trends in extremes derived from reanalysis datasets including ERA-

Interim were consistent with ground based observations of the same variables. Lavers et al. (2022)

notes the importance of ERA5 QPE to the forcing of hydrologic models, and finds that ERA5 pre-

cipitation is more reliable in the extratropics than the tropics, with the area to be examined in this

paper lying in a transition zone between these two latitude bands. These results suggest that despite

the limitations of reanalysis and satellite derived QPE, these datasets can still be used to discover
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important aspects of the nature of extreme precipitation events in data sparse regions around the

globe. This chapter will examine rainfall extremes at the 99th and 99.9th percentiles occurring in

the data sparse region of central Argentina. Section 2 examines the value of the 99th and 99.9th

percentiles, correlation and event overlap between datasets. Section 3 investigates the diurnal and

seasonal frequency of events. Section 4 investigates differences in the thermodynamic environment

during events in each dataset as represented by MERRA2 and ERA5 reanalysis. The variables cho-

sen for this analysis are precipitable water (PWAT), convective available potential energy (CAPE)

and convective inhibition (CIN) associated with events. Extreme precipitation is often associated

with PWAT values well above climatological averages (Kunkel et al., 2020), and most precipita-

tion in subtropical Argentina summers, when PWAT is highest, is known to result from convective

storms which are impacted by the CAPE and CIN (e.g. Durkee et al., 2009; Cavalcanti, 2012; Ras-

mussen et al., 2016). The CAPE variable used for this study is the natively calculated CAPE in

ERA5, produced by calculating the CAPE of parcels starting at progressively lower levels from

300hPa to the surface and retaining the highest CAPE that is calculated during this procedure.

MERRA2 does not produce a standalone CAPE variable as part of the dataset. Taszarek et al.

(2020) calculated CAPE directly from ERA5 and MERRA2, without using the natively calculated

CAPE from ERA5, and found that CAPE from ERA5 matches observed radiosondes better than

MERRA2. Knowledge of the differences in extreme event depiction between datasets is important

for understanding the possible biases tied to the choice of precipitation dataset in such an analysis.

2.2 Data
This study explores the differences between the events identified as an extreme amount of pre-

cipitation (above the 99th or 99.9th percentile for all three hour periods) in the four datasets. These

datasets were chosen for their relatively high spatial resolution, high (three hour or better) time

resolution and complete coverage of the tropics and mid-latitudes, which allow them to be used for

detailed analysis of extreme precipitation events. MERRA2 and ERA5 are both reanalysis datasets

using model initialization to estimate rain rates, while IMERG and TRMM utilizes satellite ob-

7



servations paired with calibrated algorithms to estimate rain rates. The TRMM algorithm works

as follows (Huffman et al., 2010): first the available microwave radiometer datasets are calibrated

using the TRMM microwave radiometer and precipitation radar and combined to produce a rain

rate estimate. Then an infrared satellite estimate is produced using the infrared satellite brightness

temperatures calibrated to microwave rain rate estimates. The microwave radiometer estimates are

used where there is enough data to create them and the infrared satellite estimates where there is

not. Finally, these estimates are scaled to monthly gridded gauge data. IMERG works much the

same way, with some differences. The largest of these is that the microwave estimates are cali-

brated to GPM instruments rather than TRMM instruments, and the infrared satellite estimates are

provided by PERSIANN-CCS rather than microwave calibrated IR (Huffman et al., 2015). The

precipitation estimates are still scaled to monthly gauge data. The MERRA2 precipitation variable

used in this study is also scaled to monthly gauge data, and this procedure as applied to MERRA2

is described in Reichle and Liu (2014). The data used in this study covers the period between 1

June 2000 and 1 June 2015. The temporal start and end points were chosen so that the start and end

are not in the middle of a convective season, and the period ends in 2015 because after this time

the TRMM satellite was deorbited. IMERG, relying on the Global Precipitation Mission satellite

launched 27 February 2014, had just begun at the end of the period, and data for the earlier period

is based on applying the IMERG algoritms to TRMM data. Looking at a period where both these

datasets were being produced allows for an anlysis of the level of continuity in identification of

extreme rainfall events between the two datasets in Argentina. Before regridding, the data were

aligned to the accumulation periods of TRMM, the dataset with the coarsest temporal resolution

(three hour periods). The three hour periods end on half hours starting at 0130 UTC. When sum-

ming the MERRA2 and ERA5 precipitation, which has hourly temporal resolution ending on the

hour, the total amount of precipitation during the hour containing the end of the TRMM accumula-

tion period was divided by two and equally applied to the end of the current TRMM accumulation

period and beginning of the next one. To compare extreme values in the different datasets after

the summation each dataset was conservatively regridded to the MERRA2 resolution, as it is the
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dataset with the coarsest resolution: 0.625 degrees longitude by 0.5 degrees latitude. Conservative

regridding results in a regridded dataset that retains the same amount of precipitation mass as the

original dataset, an important consideration when comparing precipitation amounts across datasets

with different resolution. After regridding, the 99th and 99.9th percentile is determined at each

gridpoint for each dataset in the domain 44◦ S to 26◦ S and 74.375◦ W to 56.875◦ W. These per-

centiles are based on every three hour period during the 15 year study period between 1 June 2000

and 1 June 2015, resulting in 44 identified events per gridpoint above the 99.9th percentile and 439

events per gridpoint above the 99th percentile.

2.3 Percentile Thresholds, Correlation and Event Overlap
The first point of comparison between the datasets is the value of the 99th and 99.9th percentile

threshold. Fig. 2.1 and Fig. 2.2 shows these values at each gridpoint as accumulation during a

three hour period. At the 99th percentile, the reanalysis dataset thresholds are very similar to

one another at most locations, with MERRA2 generally slightly lower with the exception of the

southern Andes mountains, where the ERA5 threshold is about 0.5cm 3hr−1 larger. Mahto and

Mishra (2019) found that while both ERA5 and MERRA2 underestimated upslope precipitation

in the western Ghats of India, MERRA2 had the greater difference, so it is possible that the lower

thresholds at the 99th percentile in MERRA2 on the upstream side of the Andes are related to a bias

in MERRA2 toward lower precipitation in upslope flow regions. Both TRMM and IMERG 99th

percentile thresholds are higher than both reanalysis datasets by about 0.5cm per 3 hours in most

locations, and have a very similar spatial structure to each other. At the 99.9th percentile threshold

however, TRMM values nearly double those of MERRA2 and ERA5 in most locations, and also

about a centimeter higher than IMERG. There is also a clear land-sea contrast in threshold values

in TRMM and IMERG off the southeastern coast that is not present in the reanalysis datasets,

and particularly evident in IMERG. This is a known problem for datasets based on microwave

radiometers, due to retrievals being much more difficult over land than the ocean, as discussed in

Petty and Li (2013). The correlation between all rainfall in each dataset was also investigated. Fig.
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Figure 2.1: Map of the value of the 99th percentile threshold at each gridpoint for each dataset. Geographic
locations mentioned in the text are labeled on the ERA5 plot.
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Figure 2.2: Note new colorbar levels, otherwise as in Fig. 2.1 but for the 99.9th percentile.
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Figure 2.3: Map of the coefficient of determination (R2) value x 100 at each gridpoint in the study domain
for each possible pair of datasets. The location of gridpoint used for the scatterplot in Fig. 2.4 is marked
with a white star
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Figure 2.4: Scatter plots of each combination of datasets at 31.5◦ S 64.375◦ W, the location noted by the
star in Fig. 2.3.
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2.3 shows the coefficient of determination (R2) between each possible pair of datasets and Fig. 2.4

shows the corresponding scatter plots for one gridpoint. The R2 values indicate that while ERA5

and IMERG and ERA5 and MERRA2 are the two best correlated pairs of datasets, none of the

datasets is particularly well correlated with another. The R2 values in Córdoba province (location

of the white star in Fig. 2.3) are at a maximum in the ERA5 and IMERG pair at a value between

0.2 and 0.25, which equates to a correlation coefficient of 0.4 to 0.5. For context, most of the 26

datasets studied by Beck et al. (2019) were found to have a median gridpoint correlation coefficient

value with the Stage-IV radar and gauge analysis of 0.6-0.7, corresponding to an R2 value of 0.36

- 0.49. Specifically, IMERG and MERRA2 were found to have median correlation coefficients

with Stage-IV just below 0.8, ERA5 just less than 0.7 and TRMM 3B42 just above 0.6. Thus it

can be seen that the best correlation values in Córdoba province between each pair of the datasets

examined in this study are lower (and in some cases much lower) than those found for these same

datasets and the Stage-IV dataset in the United States. Fig. 2.4 illustrates why this is the case.

Many points in these scatter plots fall close to either the x or y axis, where the ratio of rainfall

between datasets is high. A key question for a researcher seeking to compile a list of events is:

Are these differences at higher levels of accumulation due to events being relatively independent

of one another, or the result of small spatial and timing differences?

Fig. 2.5 and Fig. 2.6 answer this question. These figures illustrate the percentage of events

above the given percentile threshold in both datasets that do not overlap with the other dataset

within one gridbox and/or one time period. For example, for the 99.9th percentile, the total amount

of events in both datasets is 88. If 22 events in dataset A and 33 events in dataset B have a cor-

responding event in the other dataset that occurred within a 3x3 gridpoint box (1.875 degrees

longitude by 1.5 degrees latitude) centered on the gridpoint at the time of the event or one time

period before or after, the percentage of events that do not overlap is 88− (22 + 33)/88 = 0.375.

It is possible for the amount of events overlapping with the other dataset to be different because

two events back to back in the same dataset can both overlap with one event in the other dataset.

These maps thus allow for an analysis of the percentage of events between the two datasets that
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Figure 2.5: The percentage of 99th percentile events of the two compared datasets that do not overlap with
an event in the other dataset within one gridbox spatially and/or one time period temporally.
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Figure 2.6: Note the different colorbar, otherwise as in Fig. 2.5 but for the 99.9th percentile.
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are independent of each other in space and time as defined by the overlap criteria. At the 99th per-

centile percentages in the arid northeast part of the domain are the highest, and elsewhere between

30 and 50%, showing that for most areas less than half of events do not have a nearby in space or

time counterpart in the compared dataset. The exception is TRMM compared to IMERG, where

nearly all identified events have a counterpart, with the exception of the Andes crest, showing that

instances with a high accumlation in one dataset and a high ratio between the datasets are nearly

entirely due to small differences in space and timing. At the 99.9th percentile (Fig. 2.6 with a

lower sample size the results are noisier. However, it is nonetheless apparent that the amount of

events that do not overlap is much higher, as would be expected with a lower sample size. Most

areas in each dataset comparison show over 50% of events not overlapping in space and time with

the events in the corresponding dataset, with the highest values near the Andes. The exception is

once again TRMM and IMERG, which show good agreement between time and location of events.

Thus the reason many of the points off of the 1:1 line in Fig. 2.4 is not merely due to offsets in

space and time between datasets, but rather due to rainfall occuring at different times in different

environments meeting the percentile threshold to be considered extreme in each dataset. There-

fore it can be seen that any list of extreme events compiled using these datasets, particularly at

the 99.9th percentile, will have many dates that do not match with lists compiled from the other

datasets, with the exception of TRMM and IMERG.

2.4 Seasonal and Diurnal Analysis
Fig. 2.8 shows the percentage of events that happen during the peak 30 day window shown in

Fig. 2.7. Events are most concentrated seasonally along the eastern side of the Andes in the north-

ern part of the domain, while to the south and east events are more evenly distributed throughout

the year. Interestingly, the area noted earlier in south central Argentina with events in the spring

has values of 10-15% except for MERRA2 where this most of the gridpoints in this region have

maximum 30-day event counts 15-20% of the yearly total. This is likely because of the tendency of

MERRA2 to record more events than the other datasets in strongly forced synoptic environments
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Figure 2.7: The day of year with the maximum 30-day running sum (15 days before and after date plotted)
of 99th percentile events at each gridpoint. The dashed black rectangle outlines the region used for the
construction of the Hovmöller plots in Fig. 2.11 and Fig. 2.12.
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relatively lacking in moisture, which is further discussed in the next section. All areas show a

stronger seasonality of events than would be expected if events were evenly distributed through-

out the year. The region with the highest seasonality of events in the northern part of the domain

is shown most clearly in IMERG and ERA5. IMERG (half-hour) has a higher native temporal

resolution than TRMM (three hour) and ERA5 (0.1 x 0.1 degrees) has a higher spatial resolution

than MERRA (0.5 x 0.625 degrees). These differences in resolution would lead to the detection of

smaller and/or shorter lived systems in IMERG and ERA that are not resolved as well in TRMM

and MERRA2.

The next question to be addressed is how well the datasets match in their representation of the

seasonal and diurnal cycle of events. Fig. 2.7 shows the day of year when the 30-day running sum

of events is maximized. The corresponding map for events above the 99.9th percentile threshold

looks very similar, though with more noise (not shown). At the 99th percentile each of the four

datasets show largely the same pattern with small variations. In Patagonia and west of the Andes,

events occur during the Austral winter. The rest of the domain, where a large portion of rain is

convectively driven, shows a general progression from late spirng and early summer in the north to

late summer in the south. The exception to this is in south central Argentina where all datasets show

an area where 99th percentile events peak in the spring. All datasets but TRMM retain this area

at the 99.9th percentile. Based on case study analysis of selected events of this type (not shown),

they are likely the result of convergence along a strong lee trough coupled with the increased

moisture of the spring season resulting in the increased potential for rainfall in this small region

during the early spring. In the northeast part of the domain there is a split between a preference for

early spring events toward the coast and early summer events farther inland. A climatology of the

South American Low Level Jet (SALLJ) by Montini et al. (2019) suggests that this split is likely

due to the seasonal variability of the SALLJ, with the jet climatologically preferred to be stronger

over the coastal regions in the fall and spring and stronger over the inland areas during summer.

The results presented here also largely agree with the lightning climatology of South America as

documented by Rasmussen et al. (2014). Their results show maxima of lightning frequency in
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Figure 2.8: The percentage of events occurring during the maximum 30-day period plotted in Fig. 2.7 The
dashed black rectangle outlines the region used for the construction of the Hovmöller plots in Fig. 2.11 and
Fig. 2.12.
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the northeastern part of the domain displayed in Fig. 2.7 during the austral autumn, coinciding

with the maxima of three hour extreme rain events seen in that region during austral autumn.

Lightning maxima during the early part of the austral summer (December and January) also match

well. Lightning frequency during February and March is relatively low however, despite many

gridpoints having event maxima during those months. Maximum flash rate then shifts back to

the northeast, overlapping the region of April event maxima seen in Fig. 2.7. These results are

encouraging because they show that despite the lack of overlap between specific events, the four

datasets largely show the same climatology of events with minor differences and also match the

climatology of lightning and the low level jet.

Many events in the datasets occur during consecutive or closely spaced three hour periods. To

determine the extent to which this occurs the percentage of events in each gridpoint that end at least

24 hours after the end of the last event are plotted in Fig. 2.9. It can be seen that the two reanlayis

datasets (MERRA2 and ERA5) contain a higher proportion of events occuring independently. Of

note is that the area along the Andes in the northern part of the domain discussed in the previous

paragraph with the highest seasonality of events in IMERG and ERA5 contains a relative maxima

of independent events in IMERG and ERA5, and a relative minima in TRMM and MERRA2. This

is supportive of the hypothesis that higher native temporal resolution in IMERG and higher native

spatial resolution in ERA5 than TRMM and MERRA2 respectively allows IMERG and ERA5 to

resolve more shorter or spatially smaller events thus accentuating the seasonality of the region.

While overall the percentage of events that are indpendent at any one gridcell is less than 50% in

many areas, it can be seen in Fig. 2.10 that only including independent events does not dramatically

change the overall seasonal pattern of events, indicating that weather systems that produce events

in multiple three hour periods occur at the same times of year as events covering only a single three

hour period.

The diurnal frequency of events was also compared for latitudes between 35◦ S and 28◦ S

east of the Andes mountains (indicated in Fig. 2.7). This domain was chosen because it is the

area of South America observed to have some of the most intense thunderstorms in the world
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Figure 2.9: Same as Fig. 2.7 except only including events that ended more than 24 hours after the previous
event ended. The dashed black rectangle outlines the region used for the construction of the Hovmöller plots
in Fig. 2.11 and Fig. 2.12.
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Figure 2.10: The percentage of events in each gridcell that end more than 24 hours after the previous event
ended. The dashed black rectangle outlines the region used for the construction of the Hovmöller plots in
Fig. 2.11 and Fig. 2.12.
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Figure 2.11: A Hovmöller plot indicating the average percentage of 99th percentile events between 35S and
28S ending at each time (y-axis) in each longitude band (x-axis). The grey line is the average topography in
each longitude band, shown for reference. Local time is UTC-3.
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Figure 2.12: As in Fig. 2.11 but for 99.9th percentile events
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by Zipser et al. (2006). Additionally, Mulholland et al. (2018) utilized a recently installed radar

at Córdoba in this region (near the location of the scatterplots in Fig. 2.4) that provides a rare

opportunity for in situ validation of the diurnal cycle observed in the four datasets based on the time

of convective initiation. Fig. 2.11 and Fig. 2.12 show Hovmöller plots of the percentage of events

ending at each time indicated on the x axis averaged across each latitude band indicated on the y

axis. At both the 99th and 99.9th percentile thresholds, TRMM and IMERG show a well defined

progression of the preferred time of event occurrence from west to east. However, TRMM shows

this pattern occurring three hours later than IMERG, however. Villarini and Krajewski (2007)

found that TRMM correlates best with 100-minute gauge accumulations starting 30 to 90 minutes

before the midpoint of each three hour accumulation window. Foelsche et al. (2017) found that

IMERG half-hourly rainfall estimates correlate best with 25 minute gauge accumulation beginning

10 minutes after the end of the nominal half hour period. Combined, these time offsets would

contribute to the offset in time between TRMM and IMERG extreme events seen in the Hovmöller

diagrams. In the Andes, events end most frequently in the late evening, and the preferred ending

time is progressively later further to the east. At the Atlantic coast a preferred ending time in

the early to mid-morning is observed. ERA5 events also follow this same general trend, but with

lower magnitudes indicating that event times in ERA5 are more spread through the day than in

the satellite products. Transition from late evening events to early-morning events also occurs

over the Andes foothills in ERA5, instead of further east as in the reanalysis datasets. MERRA2

shows no well defined progression of events. Events in MERRA2 show a bimodal distribution,

either ending in the early morning hours or the afternoon hours, with the afternoon being slightly

more likely. The results from Mulholland et al. (2018) show that around Córdoba (at about 64◦

W) convective initiation shows a bimodal distribution with one peak between the early to mid

afternoon hours and the other from the late evening to early morning hours. Rasmussen et al.

(2014) also analyzed the diurnal cycle of deep convective cores, wide convective cores, and deep

wide convective cores using criteria based on TRMM precipitation radar data. These results show

deep convective cores and deep wide convective cores peaking around 0300 UTC for longitudes
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between 65◦ W and 70◦ W, corresponding with the peak of three hour rainfall events in IMERG

shown in Figs. 2.11 and 2.12. 0300 UTC is also the time that hail probability peaks at these

longitudes (Bruick et al., 2019). The peak of wide convective cores in this latitude band occurs

three hours later (Rasmussen et al., 2014). The results observed in the four analyzed datasets

suggests that extreme 3 hour accumulations are more likely to occur during late evening to early

morning three hour accumulation periods, coinciding with results reported by Rasmussen et al.

(2014) that found an overnight peak in lightning in this same region using a lightning dataset based

on polar orbiting satellites. Only MERRA2 shows a significant amount of events occurring during

early afternoon accumulation periods, which agrees with previous literature noting that MERRA2

often does not represent the diurnal cycle well. Based on this prior research and the comparisons

undertaken in this study it is likely that the peak in extreme three hour rain events in this region is

indeed in the overnight hours, as recorded by IMERG, TRMM and ERA5 and that MERRA2 does

not well represent the diurnal cycle of heavy rain producing convection in this region.

2.5 Comparison of Thermodynamic Environment
The events identified by the four datasets were also compared based on the values of PWAT,

CAPE, and CIN they are associated with. These variables were chosen because they are important

for extreme rainfall, and represent vertically integrated quantities, making them easy to compare

between gridpoints without the need for multiple composites. Fig. 2.13 and Fig. 2.14 show the

differences between the average PWAT during events for each pair of datasets, as represented by

MERRA2’s PWAT variable. The representation of PWAT in MERRA2 was chosen for the analysis

presented here because MERRA2 was found to produce events in lower PWAT environments.

Using the MERRA2 PWAT indicates that this relationship is due to differences in how each of the

reanalyses produce precipitation and not merely a case of ERA5 precipitation being higher where

ERA5 PWAT is higher, and MERRA2 precipitation being higher where MERRA2 PWAT is higher.

Maps created using the ERA5 PWAT variable are similar and are not shown for brevity. For each

dataset, PWAT amounts were assigned to events by using an average of the PWAT during the three
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Figure 2.13: Difference in average PWAT during events between each pair of datasets at each gridpoint.
Dots indicate significance at the 99% confidence interval using Welch’s two-sample t-test. N = 439 events
above the 99th percentile.
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Figure 2.14: As in Fig. 2.13 but for 99.9th percentile events. N = 44 events above the 99.9h percentile.
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Figure 2.15: Difference in average CAPE during events between each pair of datasets at each gridpoint.
Dots indicate significance at the 99% confidence interval using Welch’s two-sample t-test. N = 439 events
above the 99th percentile.
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Figure 2.16: As in Fig. 2.15 but for 99.9th percentile events. N = 44 events above the 99.9h percentile.
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Figure 2.17: Difference in average CIN (positive value = more inhibition) during events between each
pair of datasets at each gridpoint, using only events that occured in the presence of CAPE. Dots indicate
significance at the 99% confidence interval using Welch’s two-sample t-test. Sample size is variable between
gridpoints because of the requirement that CAPE be present for CIN to be a meaningful thermodynamic
variable.
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Figure 2.18: As in Fig. 2.17 but for 99.9th percentile events.
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hour period that the event occurred. Patterns of PWAT difference between datasets look similar at

both percentile thresholds. At both thresholds MERRA2 is associated with lower PWAT during

events than IMERG and ERA5 and roughly the same amount of PWAT as TRMM events. ERA5

is generally associated with higher PWAT than the other datasets with the exception of arid areas

in the northwest near the Andes. IMERG is the dataset that is the closest to the PWAT values of

ERA5 events at most locations, particularly the regions around Córdoba province where convection

provides a majority of rainfall. The difference between ERA5 and MERRA2 is up to 5mm for

99th percentile events and above 9mm for 99th percentile events at some locations, indicating that

between these two datasets there are very significant differences in environment between events.

Average PWAT during ERA5 events is between 40 and 50mm at gridpoints in this region, and thus

a 5mm difference represents a 10-12% difference. These results show that MERRA2 indicates

more events in environments that are more marginal for extreme precipitation as defined by PWAT.

MERRA2 also produces more events in lower CAPE environments than the other datasets. CAPE

represents the amount of buoyancy in the atmosphere if all latent heat is released in a rising parcel,

and CIN represents the amount of energy the parcel would have to expend to become buoyant. The

CAPE and CIN variables used here are taken from ERA5 because MERRA2 does not output them

as variables, and when CAPE and CIN were calculated from the vertical profiles in each reanalysis

ERA5 was found to have more fidelity to corresponding radiosonde observations (Taszarek et al.,

2020). The differences in CAPE are shown in Fig. 2.15 and Fig. 2.16. At the 99th percentile

it is clear that differences in CAPE largely follow the same patterns as the differences in PWAT,

with ERA5 events on average occurring in higher CAPE environments than MERRA2 and TRMM,

while not being significantly higher than IMERG events in many areas. At the 99.9th percentile the

patterns are even more dramatic, with CAPE in ERA5 more than 450 J/kg greater than the average

CAPE during MERRA2 events at many gridpoints, again indicating a significant difference in

environment at these locations. Fig. 2.17 and Fig. 2.18 show the comparison of average CIN

between events at both percentiles. ERA5 has significantly lower CIN (convection less inhibited)

than both IMERG and TRMM, despite having about the same amount of CAPE as IMERG and
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higher CAPE than TRMM. This suggests that perhaps there are events that are depicted in TRMM

and IMERG that are not depicted in ERA5 during periods with higher CIN.

To examine the environment spatially and temprally near to an event occurence in each dataset

composites were made of precipition, CAPE, and 10m wind differences between events in the

different datasets. These composites were made for the RELAMPAGO main operations domain

and the area imeediately to the east. ERA5 was used to supply the CAPE and 10m wind values

during the events in each dataset. The composite includes 99th percentile events from 25 different

gridpoints for a total of 10975 events, some of which overlap. For each of these 10975 events a

square grid around each gridpoint five gridpoints in each direction is created, and these grids are

averaged to produce the composite. The precip composite shown in Fig. 2.19 illustrates again that

the satellite datasets have overall larger precipitation amounts. The spatial perspective surrounding

the central point where the event is occuring shows that these differences are largely concentrated

at the gridpoint containing the event. The differences between the reanalysis datasets MERRA2

and ERA5 and the satellite datasets TRMM 3B42 and IMERG drops off rapidly with distance from

the central point, with MERRA2 and to a lesser extent ERA5 differences showing that at the edges

of the composited area these datasets actually have more precipitation than the satellite datasets.

This indicates that the event causing storms in the satellite datasets cover a smaller spatial foot-

print than those in the reanalysis datasets. CAPE differences are presented in Fig. 2.20. MERRA2

events are seen to be associated with less obvious frontal boundaries, as indicated by the north to

south gradient of CAPE differences during MERRA2 events. Relative to other datasets, MERRA2

has lower CAPE equatorward, and higher CAPE poleward, with the exception of the comparison

to IMERG where MERRA2 CAPE is lower everywhere but with a notable north to south gradi-

ent. In contrast, ERA5 CAPE shows the opposite struction in the CAPE differences, with ERA5

CAPE larger to the north and lower to the south than in other datasets, thus indicating stronger

frontal structures during ERA5 events. The satellite datasets illustrate a middle ground between

the stronger frontal structures in ERA5 and weaker in MERRA2, with IMERG events occuring

in higher CAPE environments than TRMM. The 10m wind differences plotted in both the figures
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Figure 2.19: Composites of precipitation differences in cm between events in the four datasets. The square
on the map represents the area of the gridpoints used for generating the composite. Vectors represent the
vector difference of the 10m wind.
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Figure 2.20: As in Fig. 2.19 but for CAPE.
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A) B) C)

Figure 2.21: Probability density functions of average 10m U and V wind A) 3-6 hours before an event
begins B) During Event C) 3-6 hours after an event ends. Circle plotted is a magnitude of 4 m/s and 0 lines
are provided for reference. The 2.5% probability contour is solid and the 0.25% contour is dashed.

show that ERA5 events occur in situations with a stronger circulation around a surface low than in

the other datasets, which is expected given the observed stronger CAPE gradients. The southerly

wind anomalies shown in the MERRA2 comparisons also coroborate that the frontal structures in

MERRA2 events are weaker, at least in this particular area. Fig. 2.21 shows the distribution of the

10m U and V wind during events at the central point of the composites presented in Fig. 2.19 and

Fig. 2.20. Over the 15 hours between 6 hours before a 3 hour event begins and 6 hours after an

event ends the general wind shift between east-northeast to southeast during a frontal passage is

apparent. This change is most apparent in ERA5 and least apparent in MERRA2, indicating that

of all the datasets MERRA2 has the least events associated with a strong cold frontal passage and

ERA5 has the most, with the satellite datasets falling in between.

Fig. 2.24 provides an example of a situation identified as an extreme rain event in the TRMM

and IMERG datasets but not the MERRA2 or ERA5 datasets that occurred in a high CAPE envi-

ronment equatorward of a cold front. Along the cold front, all datasets except MERRA2 show a

2.5cm rainfall contour in the nine hour accumulation field, although in different places. Ahead of

the cold front along the 200m terrain contour both IMERG and TRMM show a separate maxima
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Figure 2.22: Environmental conditions associated with an event ending at 0730 UTC 10 November 2005.
Panel A shows the nine hour accumulation in each dataset for the period 0130 UTC - 1030 UTC 10 Novem-
ber 2005. Panel B illustrates CAPE and CIN from the ERA5 dataset at 0630 UTC 10 November 2005, with
the color of the dot indicating CAPE in J/kg according to the colorbar at bottom and CIN in J/kg according
to the legend in upper left. Also depicted is the 850hPa winds from MERRA2 at 0600 UTC 10 Novem-
ber 2005. Panel C depicts 500hPa height and wind as well as PWAT from MERRA2, and panel D depicts
MERRA2 MSLP, 10m wind, and 200m terrain contour, at 0600 UTC 10 November 2005.
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Figure 2.23: As in Fig. 2.22 but for an event ending at 0730 UTC 24 May 2011, with nine hour accumula-
tions for the period 0130 UTC 24 May 2011 - 1030 UTC 24 May 2011, and instantaneous CAPE and CIN
variables at 0630 UTC 24 May 2011 and other variables from 0600 UTC 24 May 2011.
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of precipitation that is not present in ERA5 or MERRA2. This precipitation occurs in an area

with high CAPE (>2500 J/kg) and absolute values of CIN >80 J/kg, illustrating an event that

contributes to the difference in CIN between ERA5 and IMERG/TRMM at these gridpoints. As

seen in Fig. 2.24 a potential mechanism for convective initiation despite the moderately high CIN

values could be upslope flow as seen by the wind vectors at 850hPa and 10m relative to the 200m

elevation contour. Fig. 2.17 also shows a number of gridpoints away from terrain where ERA5

events are shown to have significantly lower CIN than TRMM and IMERG. Fig. 2.25 shows an

event where this is the case. All four precipitation datasets display a 2.5cm contour, but the area

of the 2.5cm contour in ERA5 (green) is much smaller than the others, and is also co-located with

the area of lowest CIN, suggesting that convective rainfall outside of this area was suppressed by

the magnitude of the CIN values in the area where the other three datasets produced large areas of

rainfall. Taken together, these two cases provide examples of processes that result in ERA events

occurring in lower CIN environments across the entire domain east of the Andes mountains.

Examination of cases with substantial discrepancies between the preciptation datasets revealed

four primary meterological situations: 1) MERRA2 event in a marginal thermodynamic envi-

ronment; 2) MERRA2 event with a strong approaching trough; 3) TRMM/IMERG event in a

high-CAPE environment, and 4) ERA5 events with comparitively low CIN. Fig. 2.22 illustrates a

MERRA2 case in a marginal environment. Total precipitation over the 9 hour period resulted in a

2.5cm MERRA2 contour in north central Córdoba province (center of plot) with no other dataset

producing more than 0.5cm of rain in the vicinity during this 9 hour period. CAPE and CIN are

both low in the region, and CAPE is zero on the eastern half of Córdoba Province, while 850hPa

flow is generally northerly due to a high pressure system to the southeast. 500-hPa heights and

wind show a small shortwave approaching the region with anticyclonically curved flow over the

location of heaviest rainfall. As at 850hPa ,MSLP and surface wind again indicate the high pres-

sure to the southeast, as well as a lee trough. The surface and 850hPa flow are both upslope into

Córdoba Province, as indicated by winds with an easterly component intersecting the 200m terrain

contour on the surface plot. This case provides an example for how MERRA2 can produce a 99.9th
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Figure 2.24: As in Fig. 2.22 but for a TRMM event ending at 0430 UTC 24 December 2009, with nine
hour accumulations for the period 2230 UTC 23 December 2009 - 0730 UTC 24 December 2009, and
instantaneous CAPE and CIN variables at 0330 UTC 24 December 2009 and other variables from 0300
UTC 24 December 2009.
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Figure 2.25: As in Fig. 2.22 but for an event ending at 1630 UTC 8 February 2001, with nine hour
accumulations for the period 1030 UTC 8 February 2001 - 1930 UTC 8 February 2001, and instantaneous
CAPE and CIN variables at 1530 UTC 8 February 2001 and other variables from 1500 UTC 8 February
2001.
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percentile three hour event in an environment with average PWAT and the absence of significant

CAPE via upslope flow. Many MERRA2 events in low CAPE environments also occurred in areas

where upslope flow would be an insignificant factor, often in association with a strong trough at

500hPa. Fig. 2.23 is one such example, showing a deep, nearly cut off, trough at 500hPa accom-

panied by a wide area of rainfall to the east of the trough in all datasets. CAPE in the area of this

rainfall are less than 500 J/kg and at the surface there appears to be convergence coincident with

the area of rainfall. Of all four datasets, the 2.5-cm contour encloses the largest area in MERRA2.

This low-CAPE event thus provides another example of the type of event that results in MERRA2

events being associated with lower average CAPE.

2.6 Chapter 2 Conclusions
This study has found that four global precipitation datasets (ERA5, MERRA2, TRMM 3B42

and IMERG) are poorly to moderately correlated with each other over subtropical South America

for three hour accumulation periods. Extreme events identified by appying a percentile threshold

to these datasets found that events were generally independent between datasets, with little overlap

between identified events except between TRMM and IMERG. At most areas east of the Andes

mountains the percentage of events that did not overlap closely in space or time with the corre-

sponding dataset was between 30 and 50%. When the seasonality of events in different datasets

were compared, similar patterns were found in all datasets with small differences at both the 99th

and 99.9th percentile. The northeast of the domain is characterized by events in the spring, the

north central part of the domain by summertime events, and events on average occurred steadily

later in the summer at more poleward gridpoints until the poleward extent of the convective region.

IMERG, TRMM and ERA5 all showed a pattern of events ending in the late evening along the

Andes mountain range, and a preference for events ending at steadily advancing times through

the night moving eastward toward the Atlantic Ocean. This pattern is evident at both the 99th

and 99.9th percentiles. MERRA2 showed a bimodal distribution of events at most longitudes with

events preferred to end in the afternoon hours with a secondary peak in the early morning. ERA5
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was found to have the lowest CIN during three hour extreme rain events, and CAPE and PWAT

values during events much greater than MERRA2, slightly greater than TRMM and about equal to

IMERG. MERRA2 events by contrast were associated with the lowest CAPE and PWAT. These re-

sults could indicate that MERRA2 is overproducing rain in more marginal environments while not

producing enough in more thermodynamically rich environments. The difference between ERA5

and the satellite datasets could be related to events where the ERA5 convective parameterization

was unable to overcome CIN that did not completely suppress convection as seen from space by

the satellite datasets. These differences are crucial to understand for the researcher seeking to make

conclusions about the meteorological environments associated with extreme rain after compiling

a list of extreme precipitation events. QPE is a hard problem, particularly at the tail of the dis-

tribution examined in this study. These results help further understanding of the behavior of each

of these four datasets at the extremes in a data sparse region to help researchers make informed

decisions about dataset choice.

For the region of Argentina discussed here, it is notable that the satellite datasets contain a

larger proportion of events that are smaller spatially and less obviously forced by the synoptic me-

teorological setup. This indicatest that the convective parameterizations of both reanalysis datasets

are not able to resolve the mesoscale features that can cause the creation of very deep storms

that produce large amounts of rainfall but that are smaller spatially than a frontal boundary. Such

a storm was observed on 25 January 2019 in Argentina (Rocque and Rasmussen, 2022). More

strongly forced storms, such as the 13-14 December 2018 event that will be discussed herin, are

captured by all datasets but enough of the spatially smaller, more weakly forced events exist in the

satellite datasets that the composites clearly show their presence. For MERRA2 events this may

be partially a resolution problem as the native MERRA2 resolution is 0.5 x 0.625 degrees. How-

ever, ERA5 and TRMM 3B42 are produced on the same native resolution, 0.25 x 0.25 degrees,

and despite this the same patterns are observed relative to the satellite datasets in ERA5 as well

as MERRA2. With this higher resolution ERA5 does produce realistic precipitation patterns with

precipitation falling in a northwest-southeast oriented oval similar to both satellite datasets, while
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MERRA2 tends to produce largely circular precipitation patterns in the convective environments

found in this region. Overall, for applications within the coverage period of IMERG the author

would recommend using that dataset for precipitation studies as it captures both the more strongly

and weakly forced events that occur in the domain. For applications requiring a longer period,

ERA5 has an advantage over MERRA2 in that it produces a shape of precipitation events close to

what is expected of the large MCSs in the region, while MERRA2 creates more circular storms

and is therefore not as suitable for a case study type of analysis.
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Chapter 3

Impact of Model Vertical Resolution on a

RELAMPAGO Case: 13-14 December 2018

3.1 Chapter 3 Introduction
The mobile operations period of the Remote Sensing of Electrification, Lightning, and

Mesoscale/Microscale Processes with Adaptive Ground Observations (RELAMPAGO) field cam-

paign took place from 1 November 2018 to 15 December 2018 in the Córdoba and Mendoza

provinces of Argentina (Nesbitt et al., 2021). This project aimed to explore the processes behind

the extreme convection in this region recognized in Zipser et al. (2006), and particularly how these

processes interact with the terrain in the region. Two mountain ranges have a strong influence

on the weather in the region: the Andes mountains along the west coast of the continent and the

SDC mountain range which runs north-south through Córdoba province. Rocque and Rasmussen

(2022) found that by varying the height of these mountain ranges resulted in differences in storm

evolution during two RELAMPAGO cases. Reducing the height of the Andes during a strongly

synoptically forced case (the same case that will be discussed herein) resulted in a weaker MCS,

while removing the SDC with the Andes at full height resulted in few differences from the control

run. Anabor et al. (2009) used a composite of initial conditions for ten MCSs that occurred in the

RELAMPAGO region to investigate the causes of backbuilding using the WRF model with 10km

resolution, and found that initial upstream propagation was driven by gravity waves created by the

storm and later by outflow from the storms lifting air from the low level jet. Piersante et al. (2021)

produced synoptic composites leading up to days when the TRMM precipitation radar detected a

wide convective core in the region. These composites indicate that most wide convective cores are

strongly synoptically forced as was the 13-14 December case that will be analyzed here. Mesoscale

convective systems (MCS) in the region are also associated with high probabilities of hail using
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microvave satellite observations (Bang and Cecil, 2019; Bruick et al., 2019), and hail was observed

during the 13-14 December case (Nesbitt et al., 2021). Another feature observed during this event

was backbuilding, a common occurence among storms of the region (Rasmussen et al., 2014).

Backbuilding occurs when an MCS expands on the upstream side of the storm (Peters and Schu-

macher, 2015). Analysis of backbuilding storms was a goal of the RELAMPAGO campaign, and

this case provides a good example of the phenomenon. Many cases during the campaign were not

well forecast more than 36 hours before the event and probability of detection of rain events greater

than 10mm/day less than 50% (Nesbitt et al., 2021; Casaretto et al., 2022). Convection allowing

models used for real-time forecasting during the campaign in this case did indicate storms in the

area, but did not capture the full extent of the MCS or the backbuilding component of this system,

even within 18 hours of the event.

To assess why backbuilding was not well forecasted by the operation models used during the

campaign two model simulations are presented in this study; one a close representation of the

model setup in place for the real time forecasts and the other using the same setup but with 81

vertical levels instead of the 51 in the real-time simulation. Both simulations were performed us-

ing computer resources from Computational and Laboratory (2019). Many previous studies have

been performed assessing the effect of an increased vertical resolution. Chou (2011) reports that

increasing the vertical resolution of the data assimilation using NAM model initial conditions im-

proved the initial analysis of surface pressure and low level temperature due to a reduction in upper

level interpolation errors. Two studies of sea breeze dynamics in complex terrain, one in south-

western India and the other southern Italy, found no sensitivity to model vertical resolution during

a sea breeze simulation (Aravind et al., 2022; Avolio et al., 2017). Over the flat terrain of the ocean

Hahmann et al. (2015) also found little impact of varying model vertical resolution. Aligo et al.

(2009) found that increasing vertical resolution in thunderstorm cases over the Midwestern United

States improved rainfall forecasts in weakly forced situations during which fine scale variations in

thermodynamic variables were important but had a a larger positive bias in more strongly forced

cases when the increased vertical resolution led to more saturated gridcells and thus an increase
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in rainwater production by the microphysics scheme. Xia et al. (2021) found minor impacts from

changing vertical resolution; a simulation with 66 vertical levels better matched observations taken

during a mountain wave case in the lee of the Cascade mountain range than a control simulation

using 44 vertical levels. Cannon et al. (2017) also found minor differences in winds above the

mountaintop in a mountain wave case in a study of "sundowner" winds near Santa Barbara, Cal-

ifornia between simulations utilizing 41 and 61 vertical levels. However, these differences were

unable to be compared to observations because they were found above the surface. Increasing reso-

lution from 40 to 60 vertical levels was also found to make a positive impact on forecasts of barrier

jet formation in the Denmark Strait (DuVivier et al., 2017). Taken together, these studies indicate

that for strongly forced situations in complex terrain, increasing the number of vertical levels used

in a WRF model simulation can improve forecast results. Section 2 of this paper describes the me-

teorological history of this event, Section 3 describes the modeling studies underdaken, and briefly

discusses what wider application the results of this case study may have using a tracking algorithm

to identify preferred areas of convective initiation in the region.

3.2 Overview of 13-14 December Case
The case observed by RELAMPAGO field instruments on 13-14 December provides an excel-

lent opportunity for research into the storms of the region. A large MCS formed near the SDC

and merged with a previous MCS to the east to form a system that by 0600 UTC 14 December

spanned from central Córdoba province to beyond the east coast of South America as can be seen

in Fig. 3.1. Fig. 3.2 illustrates the supportive environment for convection in this case. As a strong

500hPa trough approached from the west, lee cyclogenesis occurred which in turn led to a strong

low level jet. This jet carried moisture rich air from the Amazon south to the RELAMPAGO study

region, with over 50mm of precipitable water located over northeastern Córdoba province, and

high amounts of CAPE coupled with low CIN in the same region. Aiding in lift was a shortwave

at 500hPa that can be seen in Fig. 3.2 as a turning of the 500hPa wind vectors over northern

Córdoba province. At 1200 UTC 13 December (the initialization time of the model experiments)
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Figure 3.1: Infrared satellite image at 0600 UTC 14 December from the RELAMPAGO field catalog main-
tained by the Earth Observation Laboratory showing the MCS with recent lightning data from the Global
Lightning Mapper overlaid. Red indicates strikes within the last 5 minutes, yellow strikes 5-10 minutes old
and blue strikes 10-15 minutes old
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Figure 3.2: As in Fig. 2.22 but for an event ending at 0430 UTC 14 December 2018, with nine hour accu-
mulations for the period 2230 UTC 13 December 2018 - 0730 UTC 14 December 2018, and instantaneous
CAPE and CIN variables at 0330 UTC 14 December 2001 and other variables from 0300 UTC 14 December
2018.
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a) b)

c) d)
Figure 3.3: Top of atmosphere brightness temperatures from the GOES-16 channel 13, the clean IR window,
at (clockwise from top left) 1200 UTC , 1400 UTC,1800 UTC and 1545 UTC 13 December. The location
of the outflow boundary discussed in the text is noted with a dotted white line, and 1000m elevation si
contoured with a thick grey line, while province borders are outlined with a thin grey line.
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a) b)

c) d)
Figure 3.4: As in Fig. 3.3 but with a new colorbar to highlight storm detail. Times depicted are (clockwise
from top left) 1830 UTC 13 December, 2030 UTC 13 December, 0030 UTC 14 December, and 2230 UTC
13 December. The white dot denotes the location of the sounding presented in Fig. 3.7.
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San Luis
Province

Mendoza
Province

Figure 3.5: Map of 9km cloud top heights at 1824 UTC 13 December from the GOES-16 geostationary
satellite (black), 81vert model simulation (blue) and 51vert model simulation (red). Mendoza and San Luis
provinces are labeled for reference, and the star marks the location of convective initiation at 2130 UTC
13 December. The black line across western Mendoza procinvce is the line along which the cross section
shown in Fig. 3.6 is taken.
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a) b)

Figure 3.6: Cross sections of vertical velocity and θe at 1748 UTC and 1824 UTC 13 December from the
81vert model simulation. Green dashed line on the vertical velocity plots is the modeled 20dbz reflectivity
contour, and the grey dashed line on the θe plots is the LFC of a surface based parcel. Wind vectors in both
plots are normalized by the maximum component magnitude of u and w in the 51vert simulation in order to
highlight vertical motions.

an MCS was ongoing to the southeast of Córdoba province that had formed from convection that

initiated in and near southern Córdoba province and grown upscale. This convection left behind

an outflow boundary in its wake. This boundary, combined with convergence from the flow of the

low level jet around the SDC mountain range, led to two supercells initiating in southern Córdoba

province at 1700 UTC 13 December. Fig. 3.3 shows this sequence. At 1200 UTC 13 December

the outflow boundary is expanding to the north and west from the MCS visible in the southeast

quadrant of the map domain, and no convection has formed along it. At 1400 UTC 13 Decem-

ber a small storm is just beginning to form ahead of the outflow boundary just to the south of the

1000m elevation contour. By 1545 UTC this storm is dissipating just to the south of the outflow

boundary along with another brief storm that formed at 1515 UTC. The supercells initiate between

1600 and 1700 UTC and at 1800 UTC they are mature. Fig. 3.4 shows the progression of the

storms from 1830 UTC 13 December to 0030 UTC 14 December. At 1830 UTC 13 December

convection is visible in the southwest quadrant of the map domain, just downstream of the Andes.

This convection was initiated with the aid of mountain induced gravity waves, a process described
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Figure 3.7: Skew-T taken near the region of rapid initiation of a line of storms at 2215 UTC 13 December.
Thermodynamics strongly supportive of strong storms were observed, with a most-unstable CAPE of 3711
J/kg and a mean-layer CAPE of 2703 J/kg
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Site
MLCAPE,MUCAPE

b)

c) d)

a)

*

Figure 3.8: Reproduction of Fig. 18 from Schumacher et al. (2021) showing a) terrain elevation, road
network, cities, and location of all soundings lauched during the 13-14 December 2018 case with red dots;
b) reflectivity from the COW radar at 0100 UTC 14 December c) CSU-CHIVO radar reflectivty at 0200
UTC 14 December; and d) CSU-CHIVO radar reflectivity at 0230 UTC 14 December. Black circles and
lines in each panel show the location and track of soundings launched near the time of the radar reflectivity,
and at each launch location the MLCAPE and MUCAPE are listed if the sounding reached at least 500hPa.
Asterisk in d) shows location of an 8cm hail report at about the time of the radar reflectivity. Note the border
of Córdoba and San Luis provinces in the lower left of each panel for reference to other figures, and the
black box in panel a) shows the domain for each of the other three panels. 17B in each panel is the location
of the sounding presented in Fig. 3.9, The outflow boundary is noted in panels b) and c) with a grey dashed
line.
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Figure 3.9: Skew-T taken near the region of rapid initiation of a line of storms at 2215 UTC 13 December.
Thermodynamics strongly supportive of strong storms were observed, with a most-unstable CAPE of 3711
J/kg and a mean-layer CAPE of 2703 J/kg
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a) b)

c) d)
Figure 3.10: As in Fig. 3.4 but at times (clockwise from top left) 0100 UTC 14 December, 0200 UTC 14
December, 0400 UTC 14 December, and 0300 UTC 14 December, and the white dot denotes the location of
the sounding presented in Fig. 3.9.

59



a) b)

c) d)
Figure 3.11: As in Fig. 3.4 but at times (clockwise from top left) 0415 UTC 14 December, 0515 UTC 14
December, 0615 UTC 14 December, and 0715 UTC 14 December.
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Figure 3.12: As in Fig. 3.1 but for 0745 UTC 15 December. Blue circle denotes remnants of the 13-14
December event MCS.
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in the region by de la Torre et al. (2011) as having a role in the initiation of severe hailstorms in

the Mendoza region. Fig. 3.5 shows the situation at 1748 UTC 13 December, comparing the 9km

cloud height contour produced by model simulations to be discussed in the next section with data

from GOES-16. The simulation with 81 vertical levels produced a developing storm in exactly the

same place (blue contour within black contour along the 1000m terrain line bisecting Mendoza

Province) as occurred in the real event. This convection formed south-southwest of the initiation

location of the storms that began at 2130 UTC 13 December, noted on the figure with a star and

visible at 2230 UTC in Fig. 3.4. The black line east-west line through Mendoza Province shows

the location of the cross section presented in Fig. 3.6 which shows vertical velocity and equiv-

alent potential temperature (θe) at 1748 and 1824 UTC 13 December. At 1748 UTC, there are

two locations between 68.8W and 69.2W where higher θe air is being lofted above the boundary

layer, and well above the level of free convection (LFC) for a surface parcel. These locations are

colocated with the upward branch of rotors occurring in conjunction with lee waves induced by the

Andes. At 1824 UTC, the further east of these locations has begun producing precipitation, as ev-

idenced by the 20dbz reflectivity contour. This storm would go on to grow upscale, but eventually

be starved of moisture when the storms initiated at 2130 UTC grew upscale upstream. While this

wave aided initiation was occurring, the outflow from the supercell storms reinforced the existing

ouflow boundary from the overnight MCS, seen at 1830 UTC and 2030 UTC 13 December in Fig.

3.4. At 2130 UTC 13 December convection was initiated in northwest San Luis province, just to

the southwest of Corodba province along the outflow boundary. This convection soon merged with

the storms that had formed in the northwest corner of San Luis province to form an MCS spanning

from northwest to south east across the souther end of the SDC at 0030 UTC 14 December. At

the same time (2230 UTC 13 December and 0030 UTC 14 December) to the east of the SDC, the

northward moving outflow boundary caused the remarkably rapid initiation and growth of a line

of convection through Córdoba province. This convection occurred in a strongly supportive ther-

modynamic environment as can be seen in Fig. 3.7, showing a relatively small capping inversion

combined with large CAPE. The location of this sounding is noted in Fig. 3.4 with a white dot
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on all panels, and at 2230 UTC convection can be seen developing at exactly the same point this

sounding was launched three hours prior. This line of convection then merged with the convection

that had previously initiated on the west side of the SDC as it moved over the mountain range. A

second instance of rapid convective development occurred just to the north of this merged complex

between 0130 UTC and 0200 UTC 14 December. Fig. 3.8 reproduces Fig. 18 from Schumacher

et al. (2021), showing this rapid growth along the outflow boundary. At 0100 UTC 14 Decem-

ber the outflow boundary is visible, with convection just beginning to initiate to the southwest of

the radar site. By 0200 UTC 14 December this convection has grown into a line with maximum

reflectivities > 50dBz. Fig. 3.9 (from location 17B in Fig. 3.8 shows the environment that this

rapid growth occurred in. A nocturnal boundary layer was just beginning to form, (local time is

UTC-03:00) and above this was an extremely rich environment for convective development, with

the most-unstable parcel calculated to have a CAPE of 3813 J/kg. As this line formed it starved

the convection downstream of it of moisture and became the dominent feature on the western side

of the storm complex. Fig. 3.10 shows this process from the satellite perspective. At 0100 UTC 14

December the outflow boundary continues to move northward towards the Fig. 3.9 sounding loca-

tion (noted with a white dot) and at 0200 UTC the cold cloud tops associated with the development

depicted in Fig. 3.8 are apparent. At 0300 UTC and 0400 UTC the warming of the cloud tops

(indicating weakening updrafts) to the southwest of these new coldest cloud tops can be seen as

the new line intercepts the moisture inflow. Between 0415 UTC and 0715 UTC the western tip of

the complex continuously generated new updrafts to the west, shown in Fig. 3.11. Throughout this

four hour period, cold cloud tops remained along the eastern edge of the Sierras de Córdoba as the

storm complex as a whole moved to the northeast, making it an excellent example of backbuilding

storm behavior. The final remnants of the storm ceased producing lightning strikes as recorded

by GLM at 0745 UTC 15 December at a location to the southwest of Sao Paulo, Brazil, shown

in Fig. 3.12. The storm lasted for about 38 hours from the initiation of the supercells in southern

Córdoba to the final demise of the remmnants, and covered nearly 2000km. This makes the storm

an excellent candidate for an in depth study of the important processes behind it and the reasons
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that the real-time convective allowing models used during the campaign did not fully capture the

intensity and scope of this event over the Córdoba region.

3.3 Results of Modeling Experiment

3.3.1 The Model Experiments

San
Luis

Mendoza

Córdoba

SDC

Andes

San
Juan

La Rioja

Figure 3.13: Map of 4km outer domain (edge of map represents edge of domain) and 1.33km inner domain
(noted with black square) for the model experiments. Provinces are outlined with thin grey lines, and those
mentioned in the text are labeled, as are the SDC and Andes mountain ranges. The thin white line represents
the 1000m elevation contour, used for reference in subsequent figures. The line connecting the black dots on
the west side of the inner domain near the Andes represents the cross section used to examine model level
differences in Fig. 3.14.

Two model simulations were conducted as part of this study using the Weather Research and

Forecasting (WRF) model. The first simulation (51vert) is intended to replicate as nearly as pos-

sible the real-time model run by Colorado State University that supported forecasting during the
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Figure 3.14: Cross section illustrating the difference between 51 (red) and 81 (blue) vertical levels over one
of the many steep mountain valleys within the simulation domain, noted with the black line between black
dots in Fig. 3.13. Brown represents underground areas.
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A) B)

C)

Figure 3.15: A) Map of the terrain of the study region B) Number of model levels in each band of height
above ground level along the x-axis for the 81vert simulation. Color of the line corresponds to the color of
the terrain in A), higher terrain causes more model levels to be at lower heights above ground level because
of the shorter distance between high terrain and the top of the atmosphere. C) As in B), for the 51vert
simulation.
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field campaign, which did not produce a backbuilding storm. See Casaretto et al. (2022) for a

detailed discussion of the performance of the real-time models used for forecasting throughout the

campaign in forecasting precipitation. The second simulation (81vert) did produce a backbuilding

storm, with the only difference between this simulation and the first being the addition of 30 verti-

cal levels to the model, increasing from 51 to 81. Fig. 3.13 shows the outer (4km grid spacing) and

inner domain (1.33km) for these simulations. Use of the inner nested domain that was tested but

did not show significant differences from the outer domain only simulations for either model setup.

Fig. 3.14 shows the model levels for the 51vert and 81vert runs over a steep mountain valley. Due

to the extra model levels, the 81vert simulation model levels are able to more closely follow the

terrain, enabling more model levels within the mountain valleys and more closely spaced at the

mountain top level. Fig. 3.15 shows this for the whole domain, illustrating how over higher terrain

the 81vert simulation has about double the number of model levels in the 1-1.5km above ground

level height band compared to the 51vert simulation for a given terrain height above sea level.

The simulations use Morrison two-moment microphysics and the Mellor-Yamada-Janjic bound-

ary layer scheme. Initial conditions came from the Global Forecast System (GFS) analysis, and

boundary conditions came from the GFS forecast since the goal of the 51vert run is to imitate the

run of the model performed during the campaign. A model top of 50hPa was used; a 5hPa model

top was tested and found to make minimal differences to either simulation. A 2km single domain

run covering the same area as the 4km domain was also performed and found to have minimal

differences from the 51vert simulation. The simulations are initialized at 1200 UTC 13 December,

about 5 hours before the initiation of the first convection in the study region.

3.3.2 Comparison of Model Results

A mesoscale sector from the GOES-East satellite was available for this case, and the cloud

height product produced from this imagery was compared to the two model simulations. Fig. 3.16

compares the area of cloud tops reaching 12km or greater between the two simulations and satel-

lite imagery. At 1848 UTC 13 December, the supercell storms in southern Córdoba province are
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Supercells

a) b)

c) d)
Figure 3.16: Comparison of area with cloud height greater than 12km between GOES-16 mesoscale sector
(black), 51vert simulation (red) and 81vert simulation (blue) every two hours starting at 1848 UTC 13
December. Black lines in panels a), b) and c) are artifacts that occur near the edge of the GOES-16 mesoscale
domain.
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a)

b)

Figure 3.17: Comparison of modeled surface dewpoint in the 51vert (left column) and 81vert (right column)
simulations at a) 1900 UTC 13 December and b) 21 UTC 13 December. Surface dewpoint observations are
plotted with filled circles using the same color scheme as the model simulations. The 20 dBz contour of
model simulated reflectivity at 1km AGL is plotted with a black contour, and modeled 10m winds are plotted
with grey vectors. North is up.
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a)

b)

Figure 3.18: As in Fig. 3.17 but for a) 2300 UTC 13 December and b) 0100 UTC 14 December.
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ongoing in all three datasets. However, both simulations initiated the supercells too early and show

the location of these storms as further east than what occurred in reality. The early initiation may

have been caused by a lack of mixing of dry air into the updrafts of the modeled storms, as satel-

lite observations from earlier times than shown in Fig. 3.16 (see Fig. 3.3) show a brief burst of

convection that forms in the area and at the time that the model supercells form and persist, but

the observed storm dissipated after about 30 minutes. The observed supercells did not initiate until

1700 UTC 13 December, compared to 1430 UTC in the models. The early initiation of the super-

cells also leads to an earlier period of upscale growth for these storms compared to observations

and this can be seen at 2048 UTC 13 December. The modeled MCS formed from upscale growth

of the supercells has begun to backbuild into central Córdoba province at 2048 UTC, while in the

actual case this has not yet occurred. Comparison between observed and modeled dewpoints at

1900 UTC and 2100 UTC (Fig. 3.17) reveals that modeled surface moisture in Córdoba province

east of the SDC matches observations well. To the west of the SDC modeled surface moisture in

both model simulations is less than observed, especially in northern San Luis province, with the

51vert simulation has a larger low bias than 81vert. Fig. 3.17 also shows that at both 1900 UTC

and 2100 UTC the modeled 1km AGL reflectivity of both model simulations matches reasonably

well.

At 2248 UTC 13 December, the first evidence of the backbuilding of the MCS in central Cór-

doba province during the real case can be seen (Fig. 3.16) while the modeled MCSs cover most of

the southern half of Córdoba province. Cold pools from the modeled storms can be seen in Fig.

3.18, where over and east of the SDC model dewpoints affected by the cold pools are lower than

observed dewpoints that have not experienced a cold pool passage. By 0048 UTC 14 December

(Fig. 3.16) observed upscale growth has begun to catch up with the modeled storm, though still

displaced to the south and west. At 0100 UTC modeled storms in the 51vert simulation are farther

northeast than the storms in the 81vert simulation, and an area of low dewpoint accompanied by

strong 10m winds is moving from San Juan province into La Rioja province is present in the 51vert

simulation but not the 81vert simulation. This intrusion of dry air is not present in the observations,
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which record dewpoints of 16-20◦C in this region at the time compared to the modeled dewpoints

of 4-8◦C in the 51vert simulations. At 0100 UTC an organized line of convection has formed west

of the SDC in the 51vert simulations, the western edge of which lies along the boundary between

the very dry air moving down from the Andes and the moist air flowing from the north. The 81vert

simulation also shows convection west of the SDC at this time, but not a well defined line and to

the southwest of where the 51vert simulation places the storms. However, both model simulations

place the convection west of the SDC farther north and initiating at a much earlier time than oc-

curred in the real case. The observed case developed further south and does not yet have any cloud

tops higher than 12km present at 2048 UTC (Fig. 3.16). This difference in initiation times and

locations west of the SDC can be attributed to two things. First, the model simulations did not

capture the outflow boundary from the morning convection that helped to organize the observed

convection west of the SDC, as no such boundary exists in either of the model simulations. Since

the MCS that produced this outflow boundary in the observed case was ongoing at the time of

initialization of the model runs, it is not surprising that this feature was not captured. The second

reason is that the modeled dewpoints in the region of initiation of convection in the observations

are 5-10◦C higher than they are in either of the model simulations at the time that these storms

were observed to form (2100 UTC - 2200 UTC; see (Fig. 3.17).

After 0048 UTC 14 December divergence between the two simulations becomes more appar-

ent. Fig. 3.19 depicts this by showing the comparison to mesoscale satellite imagery hourly from

0248 UTC to 0548 UTC 14 December. At 0248 UTC both the observed and modeled MCSs have

grown very large, covering much of the southeastern quadrant of the mapped domain, but the ob-

served system remains further to the southwest. As the storm moves to the east over the SDC,

the observed MCS remains with the edge of its cloud shield largely parallel to the mountain range

as can be seen in the bottom two panels of the figure at 0448 UTC and 0548 UTC. The mod-

eled systems do not stay attached to the mountain range for as long. However, the 81vert model

simulation can be seen to be lagging behind the 51vert simulation at 0448 UTC and 0548 UTC

after matching the 51vert simulation fairly well at 0248 UTC, indicating that the 81vert simulation
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a) b)

c) d)
Figure 3.19: Same as Fig. 3.16; except every hour starting at 0248 UTC 14 December.
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a)

b)

Figure 3.20: As in Fig. 3.17 but for a) 0300 UTC 14 December and b) 0500 UTC 14 December. White
dashed lines denote the dewpoint boundary discussed in the text.
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Figure 3.21: a) 1km AGL wind vectors and 20dbz 1km AGL reflectivity conotour at 2000 UTC 13 De-
cember. Blue vectors and contours represent the 81vert simulation; red vectors and contours the 51vert
simulation. The thicker grey contour is the 1000m terrain elevation contour. b) Cross section of the 13◦C
dewpoint contour and in-plane wind along the blue line in left plot, blue contours and vectors are 81vert and
red contours and vectors 51vert. Areas with dewpoint greater than 13◦C are shaded. Surface and 1km AGL
pressure are also contoured. c) and d) are the same as a) and b) respectively but for 0300 UTC 14 December.
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a)

b)

Figure 3.22: Comparison of modeled 850hPa relative humidity in the 51vert (left column) and 81vert (right
column) simulations at a) 0124 UTC 14 December and b) 0400 UTC 14 December. The 20 dBz contour
of model simulated reflectivity at 1km AGL is plotted with a black contour, and modeled 850hPa winds are
plotted with grey vectors. The center of the black circle denotes the location of the Villa de María del Río
Seco sounding location, shown in Fig. 3.24. 850hPa wind observations from soundings launched within a
half hour of the nominal time are plotted with black vectors. North is up.
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a)

b)

a)

b)

Figure 3.23: As in Fig. 3.22 but for a) 0500 UTC 14 December and b) 0600 UTC 14 December; spanning
the time covered by Fig. 3.24.
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a) b)

c) d)

Figure 3.24: Comparison of skew-T charts of modeled soundings at a) 0524 UTC 14 December, b) 0536
UTC 14 December, c) 0548 UTC 14 December and d) 0600 UTC 14 December to the observed sounding
at the same location (Villa de María del Río Seco; at the center of the black circle in Figs. 3.22 and 3.23)
launched at 0527 UTC 14 December. Dewpoint lines are dashed, temperature lines are solid, and wind barbs
for selected levels are presented on the right side of each panel. The 51vert sounding is orange, 81vert blue,
and observed black. Also plotted are wind barbs for selected levels on the right side of each panel.
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contains more backbuilding than the 51vert simulation. Fig. 3.20 presents a comparison of 2m

dewpoint in both model simulations and compared to surface dewpoint observations during the

period of backbuilding. At 0300 UTC 14 December the model simulations show significant dif-

ferences. Surface dewpoint west of the SDC remains lower than observations at many stations in

both model runs. The 51vert model run also shows a sharp boundary between the lower dewpoints

west of the SDC and the very moist air to the north, whereas in the 81vert simulation this boundary

is not as sharp and lies further south. The vertical structure of moisture and winds along a line

perpendicular to this boundary makes plain why these differences in the modeled surface dewpoint

exist (Fig. 3.21). At 2000 UTC 13 December both the 51 and 81vert simulations show the north-

easterly surge of moist air with the low level jet ending in a dry line like boundary between the

moist air (represented in the figure with the 13◦C dewpoint contour) and the dry air south of the

boundary. There are large differences in 1km AGL wind vector between the two simulations at

these times. At 2000 UTC strong winds can be seen in the 51vert model run beginning to move

off of the Andes foothills and into the region west of the SDC. The 81vert simulation shows strong

winds confined to higher elevations. At 0300 UTC 14 December the area of strong northeasterly

winds in the 51vert simulation has continued to expand, while in the 81vert simulation winds have

calmed on the higher terrain while winds forced by the lee trough move into the region from the

south. At 0300 UTC, the depth of the 13◦C contour has decreased significantly, indicating that

moisture has been advected away from the region by the winds descending the Andes. Moisture is

also being advected away in the 81vert simulation, but the origin of the winds causing this advec-

tion is southerly winds from Patagonia induced by the lee trough carrying more moisture than the

wind descending from the mountains. This can be seen by the fact that the southwestern corner

of the map domain in the 0300 UTC 14 December plot in Fig. 3.21 shows southeasterly winds

in the 81vert simulation at the same locations as the 51vert simulation shows calm winds or even

north-westerlies as a result of the downslope flow.

The effect that this removal of moisture had on the ongoing convection over the SDC at 0300

14 December can be seen in Figs. 3.22 and 3.23. At 0124 14 December (Fig. 3.22) the convection
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west of the SDC discussed above can be seen, but in the 51vert simulation the western edge of this

convection is being intruded by the very dry winds from the mountains, as can be seen by 850hPa

relative humidity of less than 30%. The 81vert simulation at this same time shows convection over

the northern end of the SDC, and a few cells to the west, largely surrounded by 850hPa relative

humidity values of more than 50%. A few hours later, at 0400 UTC, the area of very low 850hPa

relative humidity in the 51vert simulation has expanded into the area covered by convection at

0124 UTC. The 81vert simulation shows a similar area of low relative humidity at 850hPa at both

0124 UTC and 0400 UTC, but the associated winds are weaker and the surge of dry air does not

reach Córdoba province. This leaves moisture available for the convection that at 0400 UTC is

ongoing at the northern end of the SDC in the 81vert simulation, while in the 51vert simulation

convection is almost entirely off the terrain. This process continues through 0500 UTC and 0600

UTC (Fig. 3.23), and dry air can be seen impinging on the Villa de María del Río Seco sounding

site during the period.

Comparing the sounding taken at this site at 0527 UTC 14 December to model soundings for

the period 0524 UTC to 0600 UTC (Fig. 3.24) shows the drying in the lower levels (below 750hPa)

in the 51vert simulation associated with the downslope wind. This drying is not observed in the

81vert simulation, which is closer to the observed sounding with northerly wind below 850hPa and

southerly wind above (compared to the steadily backing wind in the 51vert sounding) and no strong

decrease in dewpoint between the surface and 800-850hPa. At the time of the soundings, modeled

convection is passing over the site in the 51vert simulation which is the cause of the saturation

in the skew-T above the drying layer. By 0600 UTC 14 December 850hPa relative humidity is

below 50% around the SDC in the 51vert simulation while in the 81vert simulation the low level

jet continues to reach the northern SDC, with 850hPa relative humidity in the inflow region greater

than 60%. These differences in moisture availibility result in backbuilding convection over the

SDC in the 81vert simulation while the 51vert simulation depicts a system contending with dry air

as it moves to the northeast. The next section will examine the reason why the 51vert simulation

produced strong dry winds off of the Andes and the 81vert simulation did not.
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3.3.3 Differences Between Model Simulations

Figure 3.25: 500hPa wind and height at 0200 UTC 14 December. Red vectors and contours are from the
51vert simulation, blue vectors and contours are from the 81vert simulation. The black dotted line shows
the line of the cross sections presented in Figs. 3.26 - Fig. 3.33.

At 0200 UTC 14 December the 500hPa trough axis has nearly reached the spine of the Andes,

and flow is nearly perpendicular over the mountain crest (Fig 3.25. A smaller mountain induced

trough can be seen along the spine of the Andes. This smaller trough is deeper in the 51vert

simulation than in the 81vert simulations. This is due to the flow over the barrier being faster in

the 51vert simulation, which can also be seen by comparing the wind vector arrows. Fig. 3.26

displays the difference in vertical resolution between the two simulations and the vertical velocity

81



Figure 3.26: Cross section of vertical velocity along the black dotted line in Fig. 3.25 for 51vert (top) and
81vert (bottom) at 1300 UTC 13 December. Model levels (black lines) are also plotted for each simulation.
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Figure 3.27: Difference between Ri, 51vert minus 81vert such that areas Ri is larger (smaller) in the 51vert
simulation are colored red (blue). Also plotted for each simulation are the contours of Ri = 0 (dotted), Ri = 1
(solid) and Ri = 5 (dashed) with blue contours from the 81vert simulation and red contours from the 51vert
simulation. Surface pressure is contoured with a thick black line.

in each simulation at 1300 UTC December 13, one hour into the simulation. Key differences in

the behavior of the flow over the mountains can be seen. Both simulations show strong mountain

waves but at the largest inflection points along the terrain profile, near 70W and just east of 69.3W,

reductions in the in-plane wind speed and corresponding disruptions to the vertical velocity pattern

can be seen in the 81vert simulation relative to the 51vert simulation. This indicates that at these

inflection points the higher fidelity to the shape of the mountain range in the 81vert simulation

allows for the generation of turbulence in the flow that is able to impart a drag on the flow.

Fig. 3.27 shows the impact that this slow down in the flow has on the Richardson number

(Ri). Ri represents the ratio of buoyancy forces to shear forces, and when the number is below

0.25 turbulence is prevalent. The depth of Ri < 1 is larger in the 81vert simulation than the 51vert

simulation at one hour into the simulations, particularly over the westernmost (leftmost on the

figure) high peaks of the Andes at this latitude. A cross section of potential temperature at the

same time (Fig. 3.28) indicates minimal differences between the two simulations, therefore the

difference in Ri between the two simulations is primarily a result of the shear caused by the layer
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a)

b)

Figure 3.28: Cross section of potential temperature along the dotted black line in Fig. 3.25 at 1300 UTC 13
December.
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Figure 3.29: As in Fig. 3.27 but for 2136 UTC 13 December.

of reduced wind speed in the 81vert simulations. At this time both simulations show a potential

temperature pattern consistent with the strong mountain wave depicted in Fig. 3.26. Later in the

simulation time at 2136 UTC 13 December the differences in Ri become much more apparent, as

seen in Fig. 3.29. The 81vert simulation has more area at Ri < 1 than 51vert, with the Ri = 1 contour

at a lower pressure in the 81vert simulation across the entire cross section. Fig. 3.30 illustrates that

at this time, winds east of the easternmost mountain peak below 650hPa in the 81vert simulation

are consistently lower than the corresponding winds in the 51vert simulation. Also, downstream

of the Andes the column is much more mixed in the 81vert simulation, while the 51vert simulation

depicts closely spaced isentropes above 650mb, which contributes to the higher Ri indicated by

the 51vert simulation for this layer. The 51vert simulation also still has clear characteristics of a

strong mountain wave, while the isentropes in the 81vert simulation show a much weakened wave.

Fig. 3.31, also at 2136 UTC, the 81vert simulation shows evidence of a trapped lee wave, with

rotors occurring beneath gentle waviness aloft. These rotors are particularly apparent between

69.2W and 67.5W, and compared to the 51vert simulation relatively quiescent conditions prevail

at the surface beneath these features. The 51vert plot shows strong vertically propagating gravity

waves accompanied by strong differences from the 81vert simulation associated with a feature at
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a)

b)

Figure 3.30: Same as Fig. 3.28 but for 2136 UTC 13 December
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a)

b)

Figure 3.31: Cross section of vertical velocity along the same line of latitude (31S) as Figs. 3.26 - 3.30 but
extended to the east (65.5W instead of 68W) and starting further west (70W instead of 71W) at 2136 UTC
13 December. To more easily see vertical motions, each wind vector has been normalized to the maximum
component in the 51vert simulation along both the U and W axis; ie W = W/51vert W maximum and U =
U/51vert U maximum. 51vert simulation is on top, 81vert on the bottom.
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a)

b)

Figure 3.32: Cross section of Scorer parameter along the dotted line in Fig. 3.25 at 2136 UTC 13 December.
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a)

b)

Figure 3.33: Same as Fig. 3.26 but at 0200 UTC 14 December and without plotting model levels.
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the surface near 67.5W. Strong westerly winds prevail on the surface behind this feature, along

with a strong pattern of ascent and descending columns that extend through the troposphere. Fig.

3.32 shows the Scorer parameter for the cross section along the black dotted line in Fig. 3.25 at

2136 UTC 13 December, the same time as Fig. 3.31. When the Scorer parameter decreases with

height, conditions are good for vertically propagating gravity waves, while when it increases with

height conditions are good for trapped lee waves (e.g. Mayer et al. (2012)). For flow over the

eastern most peak in this cross section (around -69.22 longitude) the 51vert simulation presents

good conditions for vertically propagating waves, with the scorer parameter mostly decreasing

with height, particularly above 600hPa. The 81vert simulation displays the opposite pattern, with

one layer of higher scorer parameter following the terrain over the barrier at between 750hPa

and 650hPa and another layer of high scorer parameter between 600hPa and 450hPa. Fig. 3.33

shows vertical velocity along the same cross section at 0200 UTC 14 December. By this time

wave activity in the 81vert simulation is substantially reduced and winds are relatively light below

600hPa, while in the 51vert simulation the mountain wave event continues unabated. These major

differences in representation of the mountain wave event during this case had large implications for

moisture availability upstream of the SDC during the period of backbuilding along that mountain

range, with the mountain wave int he 51vert simulation scouring out the deep layer of moisture

advected there by the low level jet while the shorter and less intense wave event in the 81vert

simulation did not remove this moisture as quickly or as completely. Both simulations had less

moisture in the region west of the SDC than observations, since in the observed event downslope

winds advecting very dry air from the peaks of the Andes did not extend far from the base of the

foothills and dewpoints west of the SDC mountains did not drop significantly until the arrival from

the south of drier air advected by winds induced by the lee trough. Furthermore, the overprediction

of the mountain wave also changed the location of key boundaries that led to convective initiation

by creating a dryline that the modeled convection formed along west of the SDC that was not

present in the real case.
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3.3.4 The Event in Context: Results from a Tracking Algorithm

The question remains: What can this one case tell us about other significant cases in the region?

How often would a model creating a spurious downslope windstorm negatively affect the forecast

of potentially hazardous convection? To put this event in context and answer these questions a

tracking algorithm was developed. This algorithm utilizes the GPM IMERG Final precipitation

data, with half hour temporal resolution and 0.1 degree spatial resolution. The data used to con-

struct the dataset covers the period from 1 July 2000 to 1 July 2021. For each half hourly time step

creates contours of precipitation rates exceeding 1mm per hour, keeping any with an area greater

than 400km2. When contours are drawn for the next time step any contours that overlap with con-

tours from the previous timestep are considered to be the same system. The algorithm also keeps

track of metrics such as maximum precipitation rate for each system at each time step. Fig. 3.34

shows the location of the centers of contours occurring in conjunction with IMERG 99th percentile

3-hour precipitation events as described in Chapter 2 that occurred at the gridpoint nearest the city

of Corodba (marked with black star on the figure). For clarity, only the five centers for each time

for each event with the highest rain rates are plotted. The plot shows the system centers starting at

6 hours before the end of the event (top left) to 3 hours after the end of the event. At 6 hours before

the end of the 3-hour event time, the highest concentration of system centers can be found to the

west and southwest of the gridpoint the event occurred at. 3 hours before the end of the event (the

beginning of the 3 hour accumulation period), the concentrations immediately south and west of

the gridpoint is increased. The end of the event accumulation period is marked by system centers

concentrated directly over the event gridpoint, and 3 hours after the end of the accumulation period

the system centers are much more scattered, with a slightly concentration around a northwest to

southeast line lying to the northeast of the gridpoint. Many of the centers of systems occurring at

the same time as a 99th percentile 3 hour precipitation event was beginning were observed in the

region west of the SDC near the triple border of Córdoba, San Luis, and La Rioja provinces. This

region was affected by the removal of moisture due to the over prediction of the mountain wave in

the the 51vert simulation, indicating that forecasts of other events may be affected by a similar poor
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a) b)

c) d)

Figure 3.34: System centers as identified by the IMERG tracking algorithm at a) 6 hours before the end of
99th percentile three hour events as defined in Chapter 2 at Córdoba (black star), b) 3 hours before, c) end
of event, d) 3 hours after the end of the event.
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predictions of mountain waves, especially in strongly forced scenarios involving a strong trough

with high winds crossing the Andes.

3.4 Chapter 3 Conclusions
The 13-14 December event provided an excellent case study into the processes of convection

in Córdoba province in central Argentina. The large MCS observed during this period exhibited

backbuilding behavior leading to substantial rainfall. Small hail was also observed with the storm,

which stretched from Córdoba to off the Atlantic coast of Argentina. Operation forecast models

of the RELAMPAGO field campaign did not capture the backbuilding aspects of this storm well,

and instead moved the storm through the region quickly. This study has shown that an increase in

the number of vertical levels in the WRF model substantially improved the forecast of mountain

wave conditions that in turn had a strong impact on the evolution of the 13-14 December case.

The increase in vertical levels resulted in a reduction of wind speed just above the surface at the

strongest inflection points along the west-east terrain profile of the Andes mountains, and this

reduction of wind speeds created an environment less conducive to strong downslope winds in

the lee of the Andes. In the real-time models, this downslope windstorm removed moisture from

the inflow of the storm leading to a lack of backbuilding behavior in the modeled storm with 51

vertical levels. With 81 vertical levels these effects were mitigated but still present, and some

backbuilding did occur in the 81vert simulation. These simulations confirm the results of other

studies that indicate that in forecast situations where the impact of mountain waves is important,

increasing model vertical resolution can help to obtain a better forecast.
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Chapter 4

Overall Conclusions

Argentina’s complex weather provides a challenge for researchers and forecasters alike, com-

pounded by the difficulties presented by a data sparse region. Due to the lack of a dense network

of long term rain gauges, studies of the characteristics of heavy rainfall in the region on small

spatial or temporal scales must be undertaken using either satellite or reanalysis QPE products.

This study investigated characteristics of 3-hour rainfall above the 99th percentile in four datasets:

IMERG, TRMM, ERA5 and MERRA2 after regridding each of these datasets to the MERRA2 0.5

degree latitude by 0.625 degree longitude grid using a method that preserves the rainfall volume.

These products each have their own biases regarding what 3-hour periods meet the 99th percentile

threshold and what the value of that threshold is. Reanalysis datasets had lower threshold values.

Between each pair of datasets, only 40-50% of events overlapped. An event occurring within one

three hour timestep at the same or an adjacent gridpoint was considered an overlap. Due to this

lack of overlap between events, large differences in thermodynamic environments were observed.

MERRA2 events were found to occur in environments with the lowest CAPE and PWAT, while

IMERG and TRMM events were associated with higher CIN than either of the reanalysis datasets.

To further investigate the storms that produce these rainfall events the RELAMPAGO campaign

was undertaken in Argentina. This campaign allowed the close observation of an event that met the

threshold for a 99th percentile 3-hour event in the IMERG dataset that was characterized by back-

building convection along the SDC mountain range. This backbuilding was not well represented

by convective allowing WRF models used during the campaign. Adding 30 vertical levels (from 51

to 81) to the set up used during the campaign resulted in the model producing limited backbuild-

ing. This was found to be due to the differences in the representation of mountain wave effects as

a strong trough crossed the Andes mountain range. With increased vertical levels, turbulence in

lower layers of the model was increased and mountain wave activity was significantly dampened.

However, comparing forecasts of surface dewpoint from both the 51 and 81 vertical level models
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to surface observations of the event reveals that even the 81 vertical level simulation produced too

much drying at the surface due to downslope winds from the Andes. This is likely why the 81

vertical level model did not fully simulate the extent of the backbuilding that was observed during

the event. These results will aid both researchers and forecasters interested in precipitation in this

region by giving context to the long term QPE datasets critical to studies that require a large sample

size, while the modeling results illustrate how events in this region can happen.
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