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ABSTRACT OF THESIS

NUMERICAL MODELING OF GROUNDWATER CONTAMINATION

The effectiveness of numerical models in simulating flow and
behavior of contaminants in porous media has not previously been
tested for complex boundary conditions encountered in most field
problems. This study was undertaken to determine the effectiveness
of a model describing movement of contaminants in a shallow, un-
confined aquifer. The aquifer selected for use in this study is
located in the Denver Basin.

The numerical model used in this study consists of a finite
difference form of the two dimensional flow equation and a solution
of the convective dispersion equation by the method of characteristics.
The equations were solved using the CDC 6400 computer at Colorado
State University.

The study established that this numerical model is effective
in an application to a field problem with certain limitations. These
limitations, their effects on the validity of the solution, and the
behavior of the flow situation in the field as interpreted from model
results are discussed.
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INTRODUCTION

In recent years groundwater has become recognized as an
important natural resource. Rapid expansion of population and in-
dustry in many areas has lead to extensive use of groundwater as a
source of water supply. At the same time, improper disposal of
pollutants has resulted in numerous incidences of groundwater con-
tamination. Conflicts arising among users of groundwater for dif-
ferent purposes have brought about a need for a reliable means of
modeling the behavior of contaminants in groundwater aquifers.

The partial differential equation governing flow in porous media
is fairly simple, as is the equation describing the behavior of con-
taminants in groundwater flow. However, the solution techniques
for each of these equations are quite complex, making it possible to
obtain analytical solutions only for idealized flow situations with
simplified boundary conditions, which are inadequate for describing
the complicated conditions encountered in the field.

At present the most effective means of describing flow and
behavior of contaminants in porous media for complex boundary
conditions is through the use of numerical models, solved with the
aid of the digital computer. The purpose of this study was to deter-
mine the effectiveness of one model in tracing the movement of a

contaminant miscible with the native groundwater in a shallow,



unconfined aquifer. The model used in this study is obtained by

applying the finite difference technique to the flow equation and the

method of characteristics to the dispersion equation.

Location and Description of Study Area

The study area is located northeast of Denver, Colorado, as
shown in Figure 1-1. The area is underlain by valley fill deposits
ranging from zero to sixty feet in saturated thickness. Groundwater
from these deposits is used for irrigation and domestic purposes.

From 1943 to September 1955 wastes from chemical processes
were discharged into reservoir A as shown in Figure 1-1. Con-
taminants known to have been present in the wastewater included
chlorides, chlorates, 2,4-D (a herbicide), salts of phosphoric acid,
fluorides and arsenic. The bed of the reservoir was permeable and
the wastewater percolated readily into the shallow aquifer. In the
spring of 1954 crop damage was reported near Derby. Similar
complaints from other nearby areas followedl. Use of the unlined
waste disposal pond was reportedly discontinued in 1955. Since

that time all industrial wastes have been discharged into Reservoir

Petr1, L. R., "The Movement of Saline Ground Water in the Vicinity
of Derby, Colorado', Proceedings of the 1961 Symposium on
Ground Water Contamination, Technical Report W61-5, Robert
A. Taft Sanitary Engineering Center, United States Department
of Health, Education, and Welfare, April 5-7, 1969, page 120.




F as shown in Figure 1-1. Reservoir F was lined with asphalt in 1955

to prevent leakage of contaminants into the groundwater reservoir .
In 1955 and 1956 a study was conducted by Petri and Smith (4)

to identify the manner in which the body of contaminated water moved

throughout the area. Hydrogeologic data from Petri and Smith's

study along with data taken from Smith, Schneider and Petri (7) was

used as input to the finite difference model. Results of Petri and

Smith's study included maps of chloride concentration which provided

a comparison for results obtained with the finite difference model.

2Wa.lton, Graham, ''"Public Health Aspects of the Contamination of
Ground Water in the Vicinity of Derby, Colorado', Proceedings
of the 1961 Symposium on Ground Water Contamination,
Technical Report W61-5, Robert A, Taft Sanitary Engineering
Center, United States Department of Health, Education, and
Welfare, April 5-7, 1969, page 121.
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NUMERICAL MODEL - DESCRIPTION AND ASSUMPTIONS

A computer simulator was developed by Reddell in 1968 to
model the behavior of two miscible fluids under transient flow con-
ditions in a confined aquifer (6). The model was written to accomo-
date two-dimensional flow in a vertical plane. An implicit, centered-
in-space finite difference scheme was used to represent the equations
describing the flow phenomena. The method of characteristics was
used to model the movement of the contaminants. This simulator
was applied to several problems for which analytical solutions exist.
Boundary conditions for these problems included uniform porosities
and permeabilities, uniform saturated thicknesses, and linear
boundaries. Solutions obtained from the model compared well with
analytical results, indicating that the method used was a valid means
of modeling groundwater flow situations, at least for simple cases.

Pinder and Cooper (5) used the method of characteristics to
solve the solute transport equation and the alternating direction
iterative procedure to solve the groundwater flow equation. This ap-
proach was applied to one-dimensional and two-dimensional transient
flow problems, including a saltwater intrusion problem in a coastal
aquifer. Results obtained using this approach agreed well with
analytical solutions, indicating that it could be used as a valid method

for simulating movements of contaminants in groundwater flow problems.



Description of Numerical Model

The study area was represented by a system of two hundred
forty square grids, each having an area of 0.25 square miles.
Theoretically, a larger numer of smaller grids would have yielded
more definitive results. However, the grid size used was determined
to be appropriate for the amount of the available data. The location
of the grid system superimposed on the study area is shown in
Figure 2-1. A flowchart and a listing of the computer program

used in this study are presented in Appendix C.

Equations Used in the Model

Velocity Equation. The equation for determining flow velocity

in groundwater for steady-state conditions is given in tensor notation

as:

Y 2h

Ve TR U ox,

(2-1)

where
k = permeability
y = specific weight of water
4 = dynamic viscosity of water
h = water table elevation
x = spatial distance
V = Darcy's velocity

{ = direction indicator .



VAN BAVZ D AR,

S
S

3

N ZA
L4 6

- ';q-’ 7/ I‘I
X

\
. 5
a

31 y
"/

/4

I \\<:::E>X<:ifE;;;>X§;jfE;//:>’ : :
9 GRID SIZE: 0.5 x 0.5: miles —f---

» D -

Z

N
Z

pd

LE
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The two horizontal components of velocity were determined for
each grid in the model using a finite difference form of equation 2-1.
The grid system was oriented in such manner that the principal
directions of flow in the area were in the same direction as the
positive X and Y axes of the grid system. The reason for this was
to make the technique used to obtain velocity components in each grid
as consistent as possible throughout the model.

A typical grid and its four adjacent grids are shown in Figure
2-2. The velocity components for grid (i, j) are not located at the
grid center but at the interface of the grid with the one immediately

upgradient in each direction as shown.

+%
+y i-1,j
-
V.
s et
*i,3 i,j+1

i,j-1 e
i+1, j

Figure 2-2. Representative grid showing velocity components



The finite difference equations for determining the velocity

components in grid (i, j) are

Zkijkij 1 Yhij l-hij
Vx‘ ; B k. .+ k. . ; Ax (E5ep)
157 i, ] i,j=-1
2k. .. k. ) h. .= h, .
i,j i-1,j ¥y i-1,j i,]
\% = - b 2-2b
v k + k 7 Ax ( )

i,] i, i-1,j

Equation for Concentration. The equation describing the

movement of contaminants is given in tensor notation as:

%tnggwi,j%) " gxcl e
where
C = concentration
t = time
D = coefficient of dispersion and molecular diffusion.

The first term on the right hand side of equation 2-3 describes
the movement of a contaminant due to dispersion and molecular dif-
fusion. The second term on the right hand side of the equation
describes contaminant movement due to velocity convection. Initially
both terms were taken into account. However, results of pilot runs
showed that, for the flow situation being considered in this study,

the velocity convection term was several orders of magnitude larger
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than the dispersion and molecular diffusion term. The first term of

equation 2-3 was therefore dropped, resulting in:

oC o0C
—_— 4+ V = . 2-
ot i 8x.1 ¢ (1)

The solution of this equation by conventional finite difference
methods has proven difficult, resulting in either artificial dis-
persion from the numerical process or an unstable solution. Since
Reddell (6) successfully used the method of characteristics in
obtaining a solution to equation 2-4, it was used in this study,

The characteristic curves for equation 2-4 are:
X1 = Xl(t), X2 = Xz(t), C=0C(t) . (2-5)

These curves are the solutions to the ordinary differential
equations

& Ve TE Ve @ et o

The basis of the method of characteristics is that given
solutions to equation 2-6, a solution for equation 2-4 may be obtained
by following the characteristic curves. This requirement was
achieved by assigning a set of moving points to the grid system. ZFour
equally spaced points were placed in each grid and assigned the
initial concentration in that grid. Based on its position within a grid,

each point was also assigned velocity components obtained by linear
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interpolation between the velocity components at the grid interface.
Using these velocity components the point was then relocated to its

position at the next time level using the finite difference forms:

B oxt e A
n n xn
vovt b Ary (2-7)
n n yn
where
n denotes the nth point of the array
t old time level

t+1 new time level
At  time increment
Vx, VY point velocity components.
Several typical grids, showing points in their original positions
with vectors to their locations at the next time level are illustrated

in Figure 2-3.

./o/’././r’._;- — oo ol

O/o//o/o/’o—-’o—“"o\o\,

P ./.—f\.\; P

Figure 2-3. Representative grid showing point relocation scheme
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After the points had been relocated, new concentrations were
calculated for each grid as the average of the point concentrations
within its boundaries at the new time level. The points were then
assigned the new grid concentration and new velocity components
and were again relocated. By repeating this process over a number
of time steps, concentration distributions were obtained for various
times after initial conditions were specified. In order to alleviate
the problem of depleting the supply of points at the inflow boundary
of the model and at locations of divergence in the flownet, points
were reset at their original locations after each ninth time step. This
did not affect the grid concentrations, since they were held constant
while the points were reinitialized.

The numerical model described above consisted of a computer
program written in Fortran IV for use with the CDC 6400 computer
at Colorado State University. A description of the program and its
subroutines is given in Appendix C along with a flowchart and a

program listing.

Adaptation of Data for Modeling

The following assumptions and simplifications were made for
the purpose of presenting the data describing the characteristics of
the study area in a form suitable for use with the finite difference

model.



RESULTS

The validity of the model was confirmed by obtaining a concen-
tration distribution for an ideal flow situation using the model, and
comparing this distribution to the analytical solution for that flow
situation. The model was then applied to the field situation described
in previous chapters, and the model results were compared to field
measurements. After obtaining the concentration distribution which
most closely resembled the distribution obtained from field measure-
ments, an analysis was made of the discrepancies between model

results and field measurements. This required an analysis of errors.

Comparison of Results with Analytical Solution

The validity of the model was verified using a one-dimensional,
steady-state flow situation with constant input of contaminants along
a line source at the inflow boundary of the model. Permeability was
uniform throughout the model. The water table elevations were as-
signed to give a constant gradient in the X-direction and zero gra-
dient in the Y-direction. The resulting flow situation was one-
dimensional in the X- direction with constant velocity throughout.
The analytical solution of equation 2-3 for this flow situation is

given by:
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Based on available data, the flow of groundwater in the study
area was assumed to be in a steady state. This assumption proved
to be extremely advantageous. Since the water table is the result of
effects of all contributions or depletions to the groundwater supply,

a steady state water table indicates that all sources and sinks,
evapotranspiration, precipitation and possible interflow with another
formation were in equilibrium. While the behavior of any one of
these influences was not known, the total effect of all of them on the
behavior of the groundwater reservoir was accounted for in the water
table map. Thus, knowledge of the amount of precipitation, pumping
from wells, evapotranspiration, and contribution from surface water,
including the amount of water introduced through the waste disposal
pond was not necessary. Hence the waste disposal pond was treated
as a source of chloride concentration, but not as a source of water
to the groundwater reservoir.

Permeabilities were obtained using the flownet as described in
Appendix B. The grid system for the model was oriented so that two
sides of the model lay nearly parallel to the primary direction of
flow. In order to simplify the process of monitoring the flow across
the boundaries of the model, it was decided to eliminate all flow
across the two side boundaries. This was easily accomplished by
interpreting two streamlines near the side boundaries as impermeable

barriers. Since mathematically streamlines and impermeable
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barriers are treated identically, this interpretation was valid and did
not alter the behavior of the model. Grids through which these two
streamlines passed and all grids exterior to these were assigned
permeability values of zero.

The model used in this study was developed for two-dimensional
flow in the horizontal plane, although velocity components in the
vertical direction were known to exist. The reason for using a two-
dimensional model versus a three-dimensional model was to reduce
computer time required to obtain solutions. The effects of vertical
velocity components on the accuracy of the solution obtained from a
two-dimensional horizontal model become significant only in the
vicinity of wells and in locations where either the bedrock surfaces or
the water table slopes are very steep. The flow from wells in this
study area are relatively small, so that areas surrounding the well
where vertical velocities become significant are too small to be ac-
counted for by the system of grids used in this study. Both the water
table and bedrock contours are smooth and well-behaved. The value
of the slopes in all locations of the study area are small, so that the
errors introduced by neglecting vertical velocities are small. It
was therefore concluded that all vertical velocity components could
be neglected and the flow field be considered as two-dimensional
without significant decrease in the validity of the model.

Due primarily to insufficient data, density and viscosity of the

groundwater were taken as constants throughout the study area.
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Since the composition and concentration of the contaminated water
were unknown, its properties could not be accurately determined.
Petri and Smith (4) gave adequate information only on chloride con-
centration distributions, for which most of the concentrations did

not exceed 3000 parts per million. The assumption was made that
chlorides accounted for the major part of the contaminants and that
the effects on density and viscosity of the other constituents could be
neglected. The relatively low salt concentrations being dealt with
were not sufficient to change the properties of fresh water appreciably.
Hence values of density and viscosity for fresh water were used
throughout the area. Effects of seasonal temperature fluctuations on
the properties of the groundwater were neglected. In most locations
the water table is a sufficient distance below the ground surface to

be insulated from the influence of atmospheric temperature fluctuations

and the freezing of the ground in winter.



DATA USED

For each grid a single value of each of the following parameters
was read in as input data: permeability, porosity, water table ele-
vation, and bedrock elevation. Values for chloride concentration in
each grid were also used, not as input to the model, but as a basis

of comparison with results obtained with the model.

Water Table Elevations

Elevations of the water table at locations throughout the study
area were measured by Petri and Smith (4) at various times during
their study in 1955 and 1956. Fluctuations in the water table were
found to be insignificant for this period throughout the study area,
indicating near-steady-state flow conditions. Water table elevations
measured in 1964 were obtained from Smith, Schneider, and Petri
(7). These values compared well with Petri and Smith's data,
further indicating steady-state flow conditions. Using both sets of
data, water table contours were constructed for the study area. A
map of these water table contours is shown in Figure 3-1. The
water table elevation for each grid was taken as the average value
from the contour map within the boundaries of the grid. These
values are tabulated in Appendix A in the form in which they served

as input data to the model.
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Bedrock Elevations

Using data from Petri and Smith's study (4) and Smith,
Schneider and Petri (7), a contour map of bedrock elevations was
constructed in a manner similar to the construction of the water table
contour map. This map is shown in Figure 3-2. The average value
from the contour map for the area within each grid was taken as the
bedrock elevation for that grid. Values for bedrock elevation are
given in the form of input data for the model in Appendix A. For the
purposes of this study it was assumed that there was no interflow

between bedrock and alluvium.

Permeability and Porosity

Information on both these parameters was inadequate. Velocity
at any location is directly proportional to permeability and inversely
proportional to porosity. If a valid representation of the flow situa-
tion in the study area is to be obtained, accurate values of perme-
ability and porosity should be defined for each grid.

Relative transmissibilities were obtained using a graphical
procedure applied to a flownet constructed from the water table con-
tour map. A detailed description of this procedure and the resulting
map of relative transmissibilities are given in Appendix B. Relative
transmissibilities for each grid were converted to absolute perme-
abilities using density and viscosity of the water, saturated thickness

in each grid, and a conversion factor relating a measured value of
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hydraulic conductivity to the relative transmissibility in one grid.
Permeability values for each grid are tabulated in the form of input
data for the model in Appendix A.

No method was available for obtaining porosities throughout
the area. Therefore, porosity was assumed constant for all grids.
This assumption is not too critical, since the porosity for the alluvial
material being considered ordinarily does not vary greatly with
location.

Both the porosity and the reference hydraulic conductivity used
in the conversion of transmissibilities to permeabilities are con-
stants which are used in the same manner for every grid in the model.
Hence the adjustment of either or both these constants does not alter
the velocity pattern predicted by the model but acts as a time scaling
mechanism for the model as a whole. By adjusting either the ref-
erence hydraulic conductivity, the porosity, or both, model time
could be made to correspond to real time. After several trial runs
with the numerical model, a hydraulic conductivity of 8500 gpd/ft2
in Section 22 and a porosity of 23% in Section 16 of the study area
were selected for use in final runs. For comparison, Petri and
Smith (4) obtained a permeability of 8500 gpd/ft2 in Section 22, and

a porosity of 32% in Section 16.
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Concentration

The following information regarding the nature and behavior of
the contaminants was obtained from Petri and Smith (4) and Petri (3).
The source of the contamination was determined to be a waste dispo-
sal pond located near the center of Section 36 of the study area. The
pond was reportedly used from 1943 to September 1955. Although
the exact composition and concentration of the wastes discharged into
this pond is not known, it has been determined that the waste water
contained substantial amounts of chlorides. Chloride ion concen-
tration distributions were measured and presented in the form of
contour maps for September-October 1955, November 1955, March
1956, and June, 1956. The map for June 1956 is shown in Figure
3-3. The remaining three maps are given in Appendix A, These
maps were useful for comparison with concentration distributions
obtained from the finite difference model. It was indicated that the
background concentration in most locations throughout the area was
less than 100 ppm.

Data from unpublished anonymous sources (1), (2) were avail-
able for chloride concentrations at various locations throughout the
area from 1960 to 1970. These data were not extensive enough to be
used for constructing concentration distribution maps. However,
they were useful for gaining knowledge of the behavior of concentra-

tion with time for comparison with results obtained from the model.
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(4-1)

where
C = concentration at any location
CO = concentration at source
x = distance in direction of flow
v = flow velocity in X-direction

t = time

i

D

P longitudinal dispersion coefficient.

Using the model, a concentration distribution was obtained at
t=4.32x 106 seconds, with v = 8,219 x 10-4 ft/sec, and
D=2.062 x 10-'6 ftZ/sec. Using the same values for t, v, and Dl’
equation 4-1 was solved for several values of x. Plots of C/Co

versus x for both the numerical solution and the analytical solution

are shown in Figure 4-1.

1.0 ===
/7w
< \\\ Analytical Solution
Co Model Solution o
0.5 [ N
\\
\\t R
\\\+\\\
0 1000 2000 3000 4000 5000 6000

DISTANCE IN FEET

Figure 4-1. Comparison of analytical solution for one-dimensional
flow situation with solution from model.
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Analysis of the results shown in Figure 4-1 determined that
the procedure for relocating concentration points is valid. The
analytical solution indicates that the location at which C/CO is 0.5
is at all times a distance from the contaminant source equal to the
product of the velocity and the elapsed time. The numerical solution
satisfies this condition as indicated by its intersection with the
analytical solution at a C/C0 value of approximately 0.5. This was
found to be true not only at the particular time for which the con-
centration distribution is shown in Figure 4-1, but at all times
throughout the run,

The numerical model yielded relative concentration values
which decreased gradually with increasing distance from the con-
taminant source, while the analytical solution produced a much more
abrupt decrease in relative concentration values over a compara-
tively short distance. This discrepancy was caused by the artificial
dispersion inherent in the method of characteristics. Reddell (6)
performed a comparison of an analytical solution to a numerical
solution similar to this one and obtained results which matched
closely. The grids used in Reddell's model were only a few centi-
meters in length, so that the distances over which artificial dispersion
took place were of the same order of magnitude as the distances over
which physical dispersion occurred. Hence the effects of artificial

dispersion were partially absorbed by physical dispersion and the
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solution was not significantly affected. In this study, however, the
grids used were one thousand feet in length, so that the range of
distances affected by artificial dispersion was several orders of
magnitude larger than the range over which physical dispersion oc-
curred. Since artificial dispersion could not be absorbed by physi-
cal dispersion, its effect on the numerically obtained concentration
distribution was significant. Thus, for cases in which relatively
large grid sizes are used, the effects of artificial dispersion present
a serious shortcoming in the use of the method of characteristics in
this application. However, it has been observed that these effects
are somewhat damped out in cases where changes in the flow patterns
are gradual or flow is steady-state, and runs are made over a large
number of time increments. Since the flow pattern in the field
problem being considered in this study is assumed to be steady-
state, it was concluded that the model is capable of producing a valid

representation of this field situation.

Comparison of Results with Field Data

For all computer runs, initial conditions were set to cor-
respond to field conditions in 1943 when the use of the waste disposal
pond began. Since the chloride concentration in the pond was unknown,
the basis for comparison of model results with field data was not
absolute concentration, but rather the overall pattern of the concen-

tration distribution and its behavior with time.
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It was assumed that from 1943 to 1955 the pond was in constant
use. A run was made for a model time of twelve years with a con-
stant concentration of 1.0 in the grid containing the pond. Results
of this run should have been similar to the concentration distributions
measured by Petri and Smith (4) for 1955-1956. The concentration
distribution map from this run is given in Figure 4-2. Comparison
indicated that the model results were quite similar to the measured
distributions. Of particular interest was the behavior of the con-
contaminants in a narrow band extending northward along the borders
of Sections 15 and 16 and Sections 9 and 10 of the study area. Petri
and Smith's measurements (4) indicated rapid movement of highly
contaminated water through this band. Results from the model also
showed high concentrations in this area. Another region of interest
was the area in Section 14 where concentrations were unusually low.
Although the position of this region was shifted slightly in results
from the model, its size, shape, and relatively low concentration
were quite similar to the field situation.

Discrepancies may have been caused by discretizing and
linear averaging between grid centers for the construction of the
contour map, or lack of reliable data, particularly for permeabilities.
However, the similarities between the distribution obtained from the
model and the distribution from field measurements indicated that

the model was effective in simulating this particular flow situation.
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Comparisons of concentration distributions obtained from the
model for times after 1956 were difficult to evaluate since infor-
mation regarding the behavior of the waste disposal pond was un-
available, and concentration data were inadequate. However, it was
possible to determine the effectiveness of the model as well as to
deduce information concerning the behavior of the contaminant source
by comparing concentrations over a period 6f time in one grid of the
model with measured concentrations from a well in the corresponding
location of the study area. The well selected for the purpose was
located at 2-67-9 daac (U.S. Bureau of Land Management notation).
The grid in the model corresponding to the location of this well was
(8,12). Well measurements on concentration were made from 1960
to 1970 by anonymous (1).

Three runs were made to obtain concentration distributions
after 1955. The first twelve years of each of these runs was identical
to the initial run which was described above. At the twelve-year
point, the concentration of the grid containing the pond was assigned
a new value and the run continued using this new source concentration.
Results of these three runs are given in Figure 4-3 along with
measured concentrations from the well.

For the first run, the concentration of the source was assigned
a value of zero at twelve years. Had the asphalt lining in pond F
been completely effective in preventing contamination of the ground-

water, and had pond A ceased to contaminate the aquifer as soon as
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its use was discontinued, this run should have correctly modeled
the observed behavior. Results of this run for grid (8, 12), shown
in Figure 4-3, indicated that all contaminants from the waste dis-
posal ponds should have left the study area by 1960. Field measure-
ments show a considerable amount of chloride concentration re-
maining in the area after 1960, indicating that contamination from
the ponds did not cease in 1955. There are several possible

reasons for this.

Symbol;

o numerical result for C/C_=1 in source grid

® numerical result for C/CO=0. 5 in source
grid

O numerical result for C/Co=0. 0 in source

grid

+ field measurements

25T r1000
.20 f
< G
C_ .15 S
o
1ol 500
° 05'
0.0 o " 2
1955 1960 1965 1970

Figure 4-3. Chloride concentrations and relative chloride
concentrations for grid (8, 12)
A large amount of contaminated water may have remained in
and below the pond, above the water table, after the use of the pond

was discontinued. The continued leaching of this body of water into
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the ground water reservoir would have continued to cause contami-
nation after 1955. Another possible reason for the continued con-
tamination is that the concentration of salts in and near Pond A may
have been high enough so that some of the salts precipitated out of
solution and remained stored in the soil for as long as the con-
centration remained high enough to maintain a saturated solution.
After use of the pond was discontinued, fresh water from precipi-
tation or some other source of surface recharge redissolved these
salts and transported them into the groundwater reservoir where they
continued to cause contamination.

A break in the asphalt liner of Pond F caused by aging, faulty
placement or chemical action of some of the wastes in the pond, may
have caused the pond to leak, thus continuing the contamination of
the groundwater.

In order to model a possible source of contamination from one
of the causes mentioned above, a run was made with the source con-
centration set at 0.5 after 12 years. Results for grid (8, 12) for this
run are given in Figure 4-3. After 1955 the concentration declined
until about 1965, at which time it approached a quasi-steady-state
condition, due to the fact that when the concentration in the permeable
zone near the river reached a certain level, the river carried off as
much contaminant as the waste disposal pond supplied. Field
measurements indicated a yearly decline in the concentration after

1965; indicating that the model was incorrect. Rather than
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remaining constant as was modeled, the source was becoming less
concentrated as time passed. The field data also indicated an ir-
regular nature in the source of contamination, by the fluctuations in
the field data. This may have been caused by irregular surface re-
charge such as precipitation, dumping of waste water, or seepage
from a nearby ditch, which percolated through zones of contaminated
soil and carried dissolved salts into the groundwater reservoir.
Other possible sources of contamination, such as creeks and ditches
in the area which carry effluents of sewage plants, may have contri-
buted to these fluctuations as we113.

Finally a run was made in which the concentration of the
source remained at 1.0 throughout the run of forty years. The pur-
pose of this run was to determine the long term effects of having
continued disposal of wastes into the unlined pond as was being done
prior to 1955. Results of this run for grid (8, 12) are shown in
Figure 4-3.

Results indicated that the concentration throughout the area
would have become constant in 1956, under the conditions stated
above. This quasi-steady-state condition would have been reached
when the amount of contaminants carried out of the area by the river

became equal to the amount supplied by the pond. The concentration

3Walton, Graham, Public Health Aspects of the Contamination of
Groundwater in South Platte River Basin in Vicinity of
Henderson, Colorado, August, 1959, United States Department
of Health, Education and Welfare, November 2, 1959, page 7.
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distribution obtained for 1983 from this run is shown in Figure 4-4.
This distribution is very similar to the distribution for 1955 shown in
Figure 4-2, since the quasi-steady-state condition was reached soon
after 1955.

Comparison of field measurements with model results indicated
that contamination of the groundwater from waste disposal ponds did
not cease in 1955, but was substantially reduced. A gradual de-
crease in measured concentrations indicated a possible depletion of
the contaminant source. Irregularities in the measured concentration

indicated the effects of intermittent surface recharge.

Discussion of Influences of the Solution Technique on Results

In addition to difficulties encountered in obtaining an accurate
solution caused by inaccurate or inadequate data, discrepancies
between model results and field measurements also occurred because
of certain inherent characteristics of the solution technique. A
numerical model is, at best, a simplified mathematical representa-
tion of a physical process. -The assumptions and simplifications
which are made to facilitate the use of the model may have signifi-
cant effects on the form of the results. Several of the more import-
ant of these factors which were encountered in this study are
discussed here.

Representation by Discrete Elements. The flow of contaminants

in a groundwater reservoir is a continuous process in space and
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time. The increments of both distance and time over which conditions
remain constant is very small. In a numerical model it is seldom
possible to choose increments small enough so that the use of dis-
crete elements does not introduce error, particularly for as large

an area as was being considered in this study. However, if the sizes
of time and distance increments are chosen appropriately for the
existing conditions, error can be minimized without reducing the

size of the increments unnecessarily. For this case, fairly large
grids of 0.5 miles square were used, since the flow patt;ern for most
of the study area was well-behaved. Since flow in porous media is
generally quite slow, and changes are gradual, large time incre-
ments of from one week to one month were used in this study. It

was determined that the adverse effects of representing the field
situation by discrete elements were not serious enough to significantly
reduce the validity of the model.

Length of Time Increment. Although the range of appropriate

values for the time increment was known, determining the particular
value which would yield correct results proved difficult. It was
determined from intermediate runs that results were very sensitive
to the length of the time increment. A change of as little as two

days (15%) caused the resulting concentration distribution to be
completely dissimilar to results of runs made with different time
increments. The reasons for this sensitivity and the manner inwhich

an appropriate time increment was selected are explained below.



36

Concentration points were ''moved'' through each time incre-
ment by relocating each of them a distance equal to the vector sum
of the velocity components at the point multiplied by the time incre-
ment. The ideal choice for a time increment would be one which
would move a point a great enough distance to minimize required
computer time, but small enough to minimize error.

The use of too large a time increment would cause points to
pass through more than one grid per time increment. The result
would be a distribution composed of slugs of high concentration sur-
rounded by areas of zero concentration, rather than the smooth,
gradual spread which is known to take place in physical reality. A
run was made using a time increment of 26.6 days. The resulting
distribution showed some gradual spread and a pattern somewhat
similar to the measured distribution. However, because points were
being moved through the model in a few long steps, they made too
few stops to impart enough concentration to the model. As a result,
concentrations remained low, spread of contaminants was restricted,
and the overall distribution was irregular.,

Points were relocated to their original positions after every
ninth step to prevent the depletion of points at the inflow boundary
and at locations of divergence in the flownet. For this reason it
was necessary to choose a time increment large enough so that all

points would pass through at least one grid in nine time steps. The
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use of too small an increment of time would have had the effect of
"trapping'' concentration points in grids with low velocities. Con-
centration is spread by points moving across grid boundaries and
imparting their concentrations to other grids. If points move too
short a distance to pass out of their original grid before they are re-
located at their initial positions, the concentration cannot move into
the next grid. A run was made using a time increment of 10 days.
The resulting concentration distribution was quite dissimilar to the
measured distribution due to the trapping of points in several grids
which prevented the spread of concentration from being modeled
correctly.

Since velocities throughout the model varied by as much as two
orders of magnitude it was impossible to choose a time increment
which was appropriate for all locations throughout the model. Due
to the large number of points in the model and the wide variation of
velocities moving these points, predicting the accuracy of results
obtained using any particular time increment was difficult. There-
fore, a trial-and-error process was used to obtain the time incre-
ment which produced a concentration distribution most closely
resembling the distribution obtained from field measurements. This
time increment, which was 13,3 days, was used for all final runs.

It was assumed that as long as the flow pattern remained unchanged,

results from runs using this time increment would be valid. This
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assumption gave some reliability to the results of runs made for
predicting future contamination of the area, for which no measured
concentration distributions were available for comparison.

Although the range of velocities in this case was two orders
of magnitude, the computed results obtained indicated that the time
increment used was appropriate for most of the points in the model.
If trapping of points with low velocities or grid skipping by points
with high velocities occurred, the resulting effects were not serious
enough to cause appreciable error.

Method of Characteristics. The number and configuration of

concentration points in each grid, as well as the shape of the grids
were found to have significant effects on the results. Theoretically
the larger the number of points, the more accurate and definitive
the results, However, investigation by Reddell (6) showed that
this was not necessarily true, and that for some cases the accuracy
of results decreased as larger numbers of points were used. The
reason for this is that the accuracy of results depends, not on

a single factor, but on the time increment, flow pattern, and con-
centration points all behaving in the correct manner simultaneously.
Thus various combinations of numbers of points and time incre-
ments act together to produce good results while others do not.

An increase in the number of points while holding the time incre-

ment constant may or may not improve results, depending on
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whether a favorable combination is formed. Runs were made using
four points per grid and nine points per grid. Although the nine
point run required almost twice the computer time used by the four
point run the results did not improve significantly and the concentra-
tion distribution obtained was dissimilar to the measured distribution
in some areas. The four point configuration was used for final runs.
The initial configuration of points and the shape of the finite
difference grids had significant effects on the validity of the results.
No runs were made using either distorted grids or a configuration
of points for which the spacing in the X direction was different from
the spacing in the Y direction. However, hand calculations indicated
that both conditions would produce distorted concentration distributions

as illustrated in Figure 4-5.

Figure 4-5a. Effect of unequal Figure 4-5b. Effects of elongated
point spacing in versus square grid
X and Y directions
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In Figure 4-5a there are three points per grid in the X direction,
but only two in the Y direction. The velocity components are of
equal magnitude. The point has been moved through one time incre-
ment. Because of the unequal spacing, the point has crossed the grid
boundary in the X direction but not in the Y direction. Thus the
concentration travels more quickly through the model in the X
direction than in the Y direction.

A similar effect is caused by the distorted grid in Figure 4-5b.
Points moving into the left end of the elongated grid impart their
concentration to the entire grid, so that at the next time increment,
some concentration moves into the last grid. By comparison, in the
set of four square grids it takes three time increments for a con-
centration to arrive at the same location, instead of just two. Thus
the concentration moves more quickly in the direction of the elonga-
tion of the distorted grid. In order to avoid such distortion, a con-
figuration of square grids, each containing four equally spaced points
was used in this study.

At locations of divergence in the flownet and relatively high
velocities, it was possible for the points to become so arranged that
a grid contained no points at a particular time. This occurrence had
the effect of setting the concentration in that grid equal to zero. At
later time steps points again moved into the grid and the concentra-

tion built up accordingly.
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Since it was known that in physical reality such events do not
occur, an attempt was made to prevent this from happening. When
the concentration in any grid dropped to zero, it was reset to a value
slightly less than the grid concentration for the previous time step.
However, it was observed that this had the effect of creating arti-
ficial concentration sources, which did not correctly represent the
real situation. Therefore this practice was discontinued.

It was found that averaging the values of concentration in each
grid over several time increments, including zero values, produced
the correct concentration distribution. Although the occurrence of
grid concentrations dropping to zero was somewhat disturbing, re-
results indicated that this effect did not decrease the validity of the
model, and in fact, this occurrence was a part of the normal opera-
tion of the model.

Two Dimensional Representation of Concentration. The use

of a two-dimensional model had the effect of making all parameters
at any location uniform in the vertical direction, including velocity
components, saturated thickness, and concentration. The effects
of discretizing these parameters was discussed in a previous
section. In the case of concentration, an additional error in this
assumption of vertical uniformity was present in the vicinity of

the waste disposal pond. The location of the bed of the pond with

respect to the water table was unknown. It was almost certain,
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however, that the pond bed was some distance above the bedrock in
that location. Thus the contaminants from the pond were introduced

into the aquifer from above as shown in Figure 4-6.

Disposal Pond

W/?W\ //77777/

Figure 4-6. Vertical movement of contaminants below waste
disposal pond

As soon as the contaminants reached the water table they
began mixing with the groundwater. At the same time, however,
they were being moved downgradient by the velocity of the ground-
water, so that the location at which the concentration became verti-
cally uniform was some distance downgradient from the waste dis-
posal pond. Because of this, the representation of the concentration
as uniform in the vertical direction was incorrect in the grid cor-
responding to the location of the waste disposal pond and possibly

some of the adjacent grids downgradient from the pond location.



43

Since the extent of this effect was not large with respect to
the size of the study area, it was assumed that error caused by this
misrepresentation was not significant.

Technique for Obtaining Velocities. The method by which grid

velocities and point velocities were calculated was based on the
premise that flow occurred only in the positive direction of both
axes. For this particular flow situation there were a number of
locations where flow existed in the negative Y direction. Because of
the averaging technique used, which was described in Chapter 3, the
Y velocity components in these locations were calculated on the
basis of the characteristics of the adjacent downgradient grid, in- .
stead of the adjacent upgradient grid as they should have been.
Fortunately, most of these negative Y velocity components occurred
in locations where gradients were nearly constant and permeabilities
were fairly uniform, so that errors caused by the incorrect method
of calculation were small. Further refinement of the techniques for
calculating velocities, so that the use of the upgradient grid for
averaging would always be assured, would be desirable for this case,
and would be essential in order to obtain correct solutions in more
complex flow situations. Such a refinement was not pursued in this
study.

Mass Balance. Values for water table elevation, saturated

thickness, and permeability were defined as input data to each grid.
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The flow situation was defined for this case as steady state. This
implied that net inflow to every grid in the system was zero, and that

the continuity equation for any grid could be written as:

k. k. . (m. .+ m, .) (h. ., = h. .
5 i-1,7 i,j i,j i-1,j Ax i-1,] i, ]
k. Rk 2 Ax
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k, .,..+k. . 2 Ax '
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Since the right hand side of the equation was defined as zero
by definition of steady-state conditions, and since all parameters on
the left hand side of the equation were given as input data, equation
4-2 was overdetermined. It was found that for most grids this
equation could not be completely satisfied, nor could continuity be
satisfied for the model as a whole. The error in mass balance was
determined to be approximately thirteen percent of the inflow to the
study area.

The failure of the flow situation to exactly satisfy continuity
indicated inaccuracy in one or more of the measured parameters.

However, it was impossible to determine by what amount each of the
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parameters was in error and in what location in the model. Water

table elevations and bedrock elevations were both subject to errors
in measurement of approximately ten percent. Permeability data
was subject both to errors in measurement of the water table and
errors in the graphical solution technique. Errors in permeability
were estimated to be approximately 25 percent. In spite of these
errors, all three parameters were physically reasonable and reliable
within certain limits of accuracy. By using these parameters in
their original form, the solution obtained could be assigned some
measure of reliability. If any of these parameters had been adjusted
for the sake of satisfying continuity, their reliability, hence the
reliability of the solution, would have been lost. While it would have
been desirable for the flow situation to have satisfied continuity,
forcing it to do so at the expense of the accuracy of the input para-

meters would have been self-defeating.



CONCLUSIONS AND RECOMMENDATIONS

From the results of this study it was concluded that, although
use of the unlined waste disposal pond was discontinued in 1955,
contamination of the groundwater by wastes from this pond has con-
tinued in significant amounts since that time.

Despite various difficulties encountered in the operation of the
numerical model used in this study, it was concluded that this model
could provide an effective means of simulating the behavior of
contaminants in many types of two-dimensional flow situations in
unconfined aquifers.

The following recommendations for further investigation in
this area of interest are given.

| A study should be undertaken to determine in more detail,
the effects of using distorted grids and uneven point
configurations, possibly with the intention of discovering
a means of using these advantageously.

25 The method of obtaining velocity components should be
refined to give a better representation of physical
reality.

35 The sensitivity of the results to the choice of time

increment and point configuration should be investigated
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for the purpose of finding a means of predicting what
combination of time increments and point configurations

yield valid results.
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APPENDIX B

PROCEDURE FOR OBTAINING PERMEABILITIES

The graphical procedure by which values for permeabilities in
each grid of the model were obtained employs Darcy's law and the
principle of continuity. This procedure is presented by Todd (8).
In order for the use of this graphical procedure to be valid flow
conditions must be steady-state.

Using the water table contour map, shown in Figure 2-1, a
flownet was constructed. Since the permeability in the study area
was nonuniform, each two consecutive streamlines and each two
consecutive equipotential lines formed ''rectangles' instead of the
"'squares'' formed in conventional flownets for homogeneous
material. The flownet is shown in Figure B-2.

A portion of the flownet is shown in Figure B-1 with the fol-

lowing parameters defined:

Figure B-1. Representative ''rectangle' from flownet showing
parameters
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Q = discharge between each two consecutive stream-
lines. Since by definition, no flow crosses a stream-
line, Q is constant between each two streamlines for
the length of the stream tube. The flownet was con-
structed so that discharge is everywhere constant.

b = perpendicular distance between two consecutive
streamlines at any location.

Ax = perpendicular distance between two consecutive
equipotential lines at any location.

V = velocity at any location.

Within each ''rectangle'' constant values were assumed for
gradient and permeability. Average values for b and Ax for each
""rectangle'' were taken as the width and length. The expression for

the discharge in each ''rectangle'' given these assumptions, is:

A
Q=Tb —A—h = constant (B-1)
X
where
T = transmissibility
Ah = equipotential drop across each ''rectangle''. For all

"rectangles'' Ah is a constant, equal to the contour
interval of the water table elevation map.

Solving for T, equation B-1 becomes:

__Q Ax
L . (B-2)
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Since Q and Ah are everywhere constant, equation B-2 may

be expressed as:

T = (constant) (ébe') " (B-3)

The constant in equation B-3 is a conversion factor relating
the ratio of the dimensions of some ''rectangle' in the flownet to a
measured value of transmissibility in the corresponding location of
the study area. The relative transmissibility is defined at any
location as the value, which when multiplied by the conversion factor,
yields the transmissibility. This value is the ratio of the dimensions

of the '"'rectangle' in that location

T =

Ax
rel b

. (B-4)

Values of b and Ax are obtained by direct measurement from
the flownet. A map of relative transmissibilities in the study area
obtained by the method described in this section is given in Figure
B-3.

The grid system of the model was superimposed on Figure
B-3. The relative transmissibility of each grid was taken as the
area-weighted average of the transmissibilities within the grid
boundary.

Relative transmissibilities were converted to permeabilities

by SUBROUTINE TRANS, using the following procedure. A
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measured hydraulic conductivity in the study area was first con-
verted from units of gpd/ft2 to units of ftz. This value, when divided
by the relative permeability of the corresponding grid in the model,
served as a dimensionless conversion factor for the entire grid
system. Relative transmissibilities were then converted to relative
permeabilities by dividing the relative transmissibility in each grid
by the saturated thickness of that grid., This conversion, expressed

for the (i,j)th grid is:
k = —2l (B-5)

Absolute permeabilities were then obtained by multiplying the
relative permeability in each grid by the conversion factor. For

grid (i, j) this conversion is expressed as:

k = (e ) (conv) . (B-6)

rel

These absolute permeability values are tabulated in Appendix A in

the form of input data to the model.
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APPENDIX C

DESCRIPTION OF COMPUTER PROGRAM

Description of Main Program and Subroutines

SSDISP is the main program. Its function is to read in data,
initialize parameters, control the cycling of the time incrementing
loop, call subroutines to perform special operations, and control
the printing of results.

INICON sets up the array of moving points, It initializes all
point locations and concentrations and creates a set of auxiliary
points for use at the inflow boundary in case of depletion of regular
points.

INIPRT arranges the initial data and supplies headings for
printout with the aid of subroutine MATROP,

MATROP arranges all two-dimensional arrays in a form suit-
able for printout, then executes the printout. MATROP is used to
print all initial data and final results which are in the form of two-
dimensional arrays.

MOVPT executes all calculations pertaining to concentration
and movement of contaminants. At each time step this subroutine
calculates velocity components for each moving point, relocates all
points, computes new grid concentrations, and reassigns these new

concentrations to each point.
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TRANS converts relative transmissibilities in each grid to
absolute permeabilities.

VELOCY calculates velocity components for each grid inter-
face. When dispersion becomes significant, statements are also

available in this subroutine for the calculation of the longitudinal and

lateral dispersion coefficients.
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FLOWCHART OF PROGRAM SSDISP

Start

1

Read and initialize input parameters

l

Initialize time and printout controls

Convert relative transmissibilities to
absolute permeabilities

Generate array of moving points and
initialize locations

Print out input data

Compute grid velocity components
and dispersion coefficients

Print out grid velocity components
and dispersion coefficients

O}

[Enter time incrementing loop |

L Increment printout controi41

Set point concentrations equal to
appropriate grid concentrations

[Compute point velocity components |

Relocate points

LVCompute new grid concentrations ]
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Is
printout

control equal to yes

time increment-

Print out grid
concentrations

ing loop
index?

total number
of time steps
been exceeded?

End
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PROGRAM SSDISP (INPUT«QUTPUTsTARPES=INPUT.TAPE6=0UTPUT)
L e Y 2 T R Y 2 2 T

ITS FUNCTIONS ARE TO READ IN DATAs INITIALIZE
CONTROL THE CYCLING OF THE TIMF INCREMENTING LOOPs CALL

SUROUTINES TO PERFORM SPECIAL OPERATIONSe AND CONTROL THE PRINTING
OF RESULTS.

LA 422 a R R E e e e TS T R R AR R S R R S AL A R R RS L s

12
112

61

11

113

NE BV

DIMENSTON ENDCON(20930)

COMMON NR oNCoNPXsNPY sDXoDY9sRHODELT9STeFWTOP sGoVISoNPWINPL9IRsICo
FK(20+30)9H(20930)+POR(20+30) «CAVG(20+30)«CAVGP(23+930)
SUMC(20430)sCOUNT(20930) +DFLC(20+301+D011(20930)+D22(20+30)
D12(2n93014VX(20630)9VY(20430)+C(25n0)+X(2500)9Y(2500)

XTR(100)sYIR(100)+CIB(100)9SL(100) +NXPNNDyNYPONDsBREV (20+30)

XI(2500)sYI(2500) «NNNCST
READ(S912)NReNCINPXNPY

FORMAT (415)

READ(S9112)DXeDY9sRHO9DELToSTeFWTOP9GyVIG

FORMAT (8F10.4)
DELT=40.0/3.0

READ(Se61) NXPONDsNYPOND

FORMAT(215)
DO 7 I=1,AR
DO 7 J=1enC

READ(Se11)NVeNWsFK(IsJ) sH(T0J) ¢BREV(IeJ)

FORMAT(212914X93F20.2)
POR(TeJ)=n,227
ENDCON(Is 1)=0,.0

IF(NV.EQaTsANDNWLEQ,.J)

WRITE(69113)

FOPMAT (1H09SXe#* DATA CARDS OUT OF ORDER-- CALCULATIONS STOPPED#)

GN TO 746
CONTINUE

SNAG=0.0

SLIP=0,.0

LaP=0

DFLCM=0,.0
CAVYGM=0,0
NPW=NR&#NPY
NPIL=NC#NP X
TIME=0.0

NNN=0

CALL TRANS

CALL INICON

CALL INIPRT
ST=ST#R640n0.0
DELT=DELT%B6400.0
PCNT=1.0

IC=NC+1

IR=NR+]

CALL VELOCY
LOOPUL=ST/DELT
WRITE (6914)

CALL MATRNP (NRsICsVX)
WRITE(691%)

CALL MATRNP (IRsNCeVY)
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WRITE(6e1AR)
CALL MATRNP (NRsNCeDI11)
WRITE(6+917)
CALL MATRNP (NRsNCeD22)
WRITE(6+1R)
CALL MATRNP (NRsNCsD12)
DO 8 ILAST=1+L00PUL
TIME=TIME+DELT/86400,
LAP=|_AP+]
LMAR=L OOPIIL=~LAP
. CALL MOVPY(TIMEDELCMyCAVGM)
IF(LMARWLT-10.ANDeSNAG.LT.049) SNAG=1.0
IF(CAVG(B412) aGToe0e5.ANDeSLIPFQeNa0) SNAG=1,0
IF (SNAGsGF1.0) GO Tn 304
IF{TIME«GTe43100sANDTIME«LT44330.0) Gn TO 65
IF(PCNToGF FWUTOP AND,TIME.GT«4600.0) GO TO 65
IF(SNAGeLT«0.9) GO TO 23
304 DO 288 I=14NR 4
DO 288 J=1sNC
ENDCON(T9 1) =(ENDCON(T+J)# (SNAG=140)+CAVA(TeJ))/SNAG
288 CONTINUE
IF(SNAGeENe10.0.0ReSNAGENS.0) GO TO 2829
GO TO 64
289 IF(SNAGeENaS.0) WRITF(6929) TIME
IF(SNAG.EN.10.0) WRITE(6+30) TIME
29 FORMAT(1H0930X9S4HCONCENTRATIONS AVERAGFD OVER FIVE TIME STEPS AT
2TIME =eF1ne2s6H DAYSHIH /)
30 FORPMAT (1HN+30X9S3HCONCENTRATIONS AVERAGFD OVER TEN TIME STEPS AT T
P2IME =4oF10,2+6H DAYSe1H /)
CALL MATRNP(NRsNCeENDCON)
A4 SNAG=SNAG+1.0
IF(SNAGLF+10.0) GO TN 65
SLIP=1,.0
SNAG=0,.0
DN 300 I=14NR
DO 300 J=14NC
EMDCON(19.1)=0,0
300 CONTINUE
65 WRITE (6+19) TIME
CALL MATRPOP (NR¢NC+CAVGP)
WRITE (6+425) TIME
CALL MATRNP (NRsNCsCAVG)
IF(DELCM.FQR.0.0) GO TO 22
WRTITE(6924) TIME
CALL MATRNP (NRsNCsDELC)
22 PCNT=0.0
23 CONTINUE
PCNT=PCNT+1.0
8 CONTINUE
9 FORMAT (1HG+10X9e9HSTORAGE =9E1063+10Xe1AHTRACER STORAGE =+E10.3 )
13 FORMAT (1H +15F8,.3)
14 FORMAT(IHN60X e X=VELNCITIES®H)
15 FORMAT(1HNe60Xe® Y=VFLOCITIESH)
16 FORMAT(1HQs60Xs® D11 #)
17 FORMAT (1HN«60Xs# D22 #)
18 FORMAT (1HN«A0Xe® N2 #)
19 FORMAT(IHN 952X e 1SHCAVGP AT TIME =4F1042.6H UAYSs1lH /)
25 FORMAT(1HGeS52Xs14HCAVG AT TIME =4F10.2¢4H DAYSslH /)
P76 FOOPMAT(1HNeS2X 9 14HDELC AT TIME =4F10.29scH DAYSslh /)
746 CALL EXIT
END
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SURROUTINF INTCON

LA AR S A A S A A AR d S e e R R A R R e s A i Lt

INTCON SFTS 1P THE ARRAY OF MOVING PNINTSe 1T INITIALIZES ALL POINT
LOCATIONS ANN CONCENTRATINNS AND CREATES A SET OF AUXILIARY POINTS FoOR
1Se AT THE IMFLOW BOUNDARY IN CASFE OF DEPLFTION OF REGULAR POINTS.

A R R A R S R N GO R RS R R R PR RN RS RO BN NP OB SR PR B LB U B R BB R G RR RO BB RDRRRDIDT DB
COMMON NR¢NCoNPXeNPYeNXoNYeRHODELToSTsFWTOPsGoVISeNPWINPL9IReICH
FK(20430)«H(20930)sPNR(20930) «CAVG(20+30)9CAVGP(20530)
SUMC(20930) 9COUNT(70+30) eDFLC(20+30)eN11(20930)+022(20+30)
D12(29¢30) VX (20630)aVY(20430)9C(25n0)9X(2500)Y(2500)
XTR(100)YIB(100)+sCIB(1N0)9SL(100) «NXPOND+NYPOND+BREV (20+30)5
XI(2500)+Y1(2500) yNNNoCST
LBEG=1=NPyi
LEND=0
PX=NPX
PY=NPY
DO 7 I=1e0R
DO 7 J=1enNC
DELC(T14J)=0.0
CAVG(I+J)=0.0
IF(1EQeNXPONDAND+J.EQeNYPOND)CAVG(I+J1=1.00
7 CONTINUE
DO 17 J=1.NPL
DSUB=J-1
XD=(DX/PX)#(0,5+DSUB)
LREG=LREG+NPY
LEND=LEND+NPW
DO 17 I=LREGsLEND
DSUB=1=LRFG
Y(I)=(DY/PY)#(0.5+DSUB)
X(I)=xD '
NIR=Y(TI)/NY+1,0
NIC=X(I)/NX+1,.0
C(1)=CAVG(NIRWNIC)
17 CONTINUE
XD=NC#DX+)00.0
YD=(NR#DY) /2.0
LREG=NPW&NPL+1,0
LEND=NPW&ENPL+100,0
DO 27 I1=LHREGsLEND
X(1)=XD
Y(1)=YD
C(1)=0,0
27 CONTINUE
NTTL=100+NPW#NPL
DO 77 I=14NTTL
XI1(D)=x(I
YI(D)Y=Y(])
77 CONTINUE
XD=(DX/PX)®#0.5
DO 37 I=1.NPW
DSuB=1-1
YTR(I)=(DY/PY)#(0.,5+4DSUR)
XIR(1)=XD
NIR=YIR(I)/DY+1.0
CIR(I)=CAVG(NIRs )
37 CHONTIMUE
RETURN
END

N NV
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SUBROUTINF INTPRT

LA 2 A A 22222 2 22 2 R Y22 2R ARSI AR SRR A AR SRR LR AR AR as sl s

INTPRT ARRANGES THE INITIAL DATA AND SUPPLTES HEADINGS FOR PRINTOUT,
THFN EXECUTES THE PRINTQOUT WITH THE AID OF SUBROQUTINE MATROP.

BRGSO N R B R R RO B GG RE DR OGRS DR B RSB R U BB BI RO BRI HR RN RNEIRIODED

COMMON NR¢NCoNPXoNPYoeDX9NYsRHOsDELT9SToFWTOP sGoVISeNPWeNPL IR IC
FK(20430)9H(20430)sPOR(20930) +sCAVG(20+30)+CAVGP(20+30)
SUMC(20930) sCOUNT (20¢30) «DELC(20930)9D11(20930)9D22(2030)
D12(20+30)sVX(20430)9VY(20+430)sC(25n0)eX(2500)9Y(2500)

XIB(100)«YTIB(100)+CIB(100)eSL(100) sNXPONDeNYPOND+BREV(20930) 0
XI(2500) YT (2500) NNNCST

WRITE (641)

WRITE(632) NReNC

WRITE (6+73) DELTe STe FWTOP

WRITE(694) DXeDYeG

WRITE (6+7)

CALL MATROP (NRe¢ NCs FK)

WRITE (64+R8)

CALL MATRNP (NRy NCs POR)

WRITE (6,+9)

CALL MATRNOP (NRse NCs H)

WRITE (6417

CALL MATROP (NReNCsRBRFV)

WRITE (6+515)

CALL MATRONP (NRs NCs CAVG)

WRITE (6+16)

CALL MATROP (NRs NCs» DELC)

1 FORMAT (1H1+3AX¢SOH uanuuraaaTy0=-NIMENSTONAL HORIZONTAL FLOW PROBL
1EMBBanpRase /7))

2 FORMAT (1HN s 15HPOY DIMENSION=914910X9s183HCOLUMN DIMENSION=,14)

3 FORMAT (1HO«1?PHDELTA=TIME =9F10e341XeSHNAYSa910Xs16HTOTAL RUN TIME
1 =9F10.,3¢1XeSHDAYS910Xe13HPRINT OUT COMTROL =4F10.3)

4 FORMAT (1HC o OHNELTA=X=9F104391Xe3HFTaol0X9GHDELTA=Y=9F10e391X+s3HFT,
1¢10Xe17HARC. OF GRAVITY=4F10.3)

7 FORMAT (1%=0+S52X ¢ 27HPFRMEARILITY MAP (SQ, FTe)e /)

8 FORMAT (1-0+5RX«13HPOROSITY MAP, )

9 FORMAT (1HP «S52X 9 32HWATER TABLE ELEVATION MAP (FTe)e /)

15 FORMAT (1+0+41Xs4RHINITIAL CONCENTRATION MAP (SLUG PER CUBIC FOOT)

A DV~

1« /)

16 FORMAT (1H0+41X949HCHANGE IN CONCFNTRATTON MAP (SLUG PER CUBIC FT,
Ve /)

17 FORMAT(1HNsSS5X¢2RHBENRNCK ELEVATINN MAP(FT.)e /)

77 RETURN

END
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SURROUTINF MATROP (NPs NCs B)

LA 2 22 22 2 - R T T T R R T T E R T R TR T R T 2

MATROD ARRANGES ALL TWO-DIMENSIONAL ARRAYS IN A FORM SUITABLE FNR PRINTOUT
THFN EXECUTES THE PRINTOUT. MATROP IS USEN TO PRINT ALL INITIAL NATA
ANN FINAL RESULTS WHICH ARE IN THE FNRM OF TwWO=-DIMENSIONAL ARRAYS.

LA LR AL S 2y e T - R R R R R

DIMENSTION B(20¢30)s A(12)
DIMENSTONS OF B MUST MATCH DIMENSIONS OF VAPIABLE CALLED FROM MAIN PROGRAM

DO 11 I=1.NCs12
IN=1/12
DO 9 J=1eNR
IFC((IN+1)=#12,LE.NC) 1,3

1 DO 2 Ju=l.12
JJJ=INe12+00

? AU =B(JeJID)
GO TO 6

3 LL=NC=12#1N
DO 4 JJ=l.LL
JJI=IMe124 00

4 A(JIN=B(JJJID)
LL=LL+1
D0 S JJ=LI s12

S A(JJ)=0.0

6 IF (A(1)e1T.0.001) GO TO 14
IF (IN) 7.7,8

7 WRITF (6+12) (A(II)sI1=1612)0J
GO 70 9

8 WRITE (6+12) (A(II)sTI=1+12)e IN
GO TO 9

14 IF(IN) 15415416

15 WRITE (6417) (A(II)sII=1412)s J
GO TO 9

16 WRITE (64+17) (A(II)sII=1s12)s IN

9 CONTINUE
IF(NCeLEs (IN+1)®#12) 11,10

10 WRPITF (64+13)

11 CONTINUE

12 FORPMAT (1H +12F10.3914)

13 FORMAT (1H04/7)

17 FORMAT (1+ 412F10.3974)
RETURN
EMD
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SURROUTINF MOVPT(TIME,DELCMsCAVGM)

Ly Y R R T TS Y TR AR TR R TR LTI L EE AL LA A AL L AL LS LR

MDwPT EXECUTFS ALL CALCULATIONS PERTAINING TO CONCENTRATION AND MOVEMENT
OF CONTAMINANTS., AT EACH TIME STEP THIS SI!BROUTIME CALCULATES VELOCITY
COMPONENTS FOR FACH MOVING POINTs RELOCATES ALL POINTS, COMPUTES NEW GRID
COMCENTRATIOMSe AND REASSIGNS THESE NEW COMCENTRATIONS TO EACH POINT.

L R R L L L T R e R R S R R R L L e d

COMMON NR ¢NCsNPXoNPYoeDXoDYsRHOsDELT9SToFWTOPsGoVISoNPWeNPL9IRsICe
FK(20430)eH{2030)9sPOR(20+30)«CAVG(2030)9sCAVGP(20930)
SUMC{20+30) sCOUNT(20030)«DFLC(20+30)sD11(20+30)+022(20+30)»
D12(20¢30)sVX(20430)eVY(20+30)+C(2500)9X(2500)9Y(2500)

XIB(100)sYIB(100)+CIB(L00)9SL(100) sNXPONDsNYPONDsBREV (20+30)
Xx1(2500) «YI(2500) sNNNsCST

CST=0.0

DELCM=0.0

CAVGM=0.0

DO 7 I=1enR

DO 7 J=1enC

DELC(I+J)=0.0

SUMC(I+J)=0.0

COUNT(I9U)=0.0

CAVGP (1 U)Y=CAVG(T4J)

7 CONTINUE
NNN=NNN+]
PX=NPX
PY=NPY
ALENX=DX#NC
ALENY=DY#NR
ADISX=DX/DX
ADISY=DY/PY
DO S I=1snPW
NIR=YIB(IY/DY+1,0 -
NIC=xIB(I)/DX+1.0
IF(NIC.GT ,NC) GO TO 99
IF(NIRJLE.O0.C) GO TO 99
IF(NIR.GT,NR) GO TO 99
AL=NIR=1
ALL=NIC-1
VXX=VXANIRsNIC)=(((XIB(I)=(ALL#DX))/DX)#(VXINIRsNIC)=VX(NIRsNIC+1)
1)
VYY=VY (NIRNIC)=(((YIR(I)~(AL®DNY)) /DY) # (VY(NIRsNIC)=VY(NIR*1sNIC))
?)
IF(VXX eGT ,0.0VXIR(I)=XIB(I)+(DELT#VXX)
S CONTINUE
NAP=]
MAD=0
NTTL=NPW®NPL+100
IF(NNNLJEQ.,R)Y GO TO 74
Gn TO 78
76 NNN=0
DO 77 I=1.NTTL
X(I)=XI(I)
Y(I)=YI(])
NIR=Y(1)/DY+1,0
NIC=X(1)/NX+1.0

ne v~



77
78

40

41

42

43

44

45

72

20

74

C(I)=CAVG(NIRWNIC)

CONT INUE

DO 20 I=1.NTTL
NIR=Y(I)/NY+1,0
NIC=X(I)/NXel.0
IF(NIC.GT ,NC) GO TO 100
IF(NIR.,LE.0.0) GO TO 100
IF(NIR,GT ,NR) GO TN 100

_AL=NIR~-1

ALL=NIC~1

C(I)=CAVG(NIRSNIC)

VXXSVXANIOaNIC)=( ((X(T)=(ALL#DX))/DX)# (VX (NIRsNIC)=VX(NIRINIC+1)))
VYYSVY (NIReNICI=(((Y(I[)=(AL®*DY)) /DY) #(VVINIRSNIC)=VY(NIR+1sNIC)))
IF(VXINIRNIC) eEQeDeNsANDVXXelLTa0e0) Gn TO 40
GO TO 41

DISTA=X(T)=(ALL®DX)

DISTR=ABS(DELT®#VXX)
IF(DISTA.GT.DISTR)IVXX=(=-DISTA+0.01)/DELT
IF(VX(NIR«NIC+1) cEQe0e0eANDVXXsGTs0s0) GO TO 42
GO TO 43

DISTA=((ALL+1)=DX)=X(])

DISTB=ABS (DELT®#VXX)
IF(DISTA.GTLDISTB)IVXX=(DISTA=0,01)/DELT
IF(VY(NIR'NIC) sEQe0eNeANDVYYelLTeN0) Gn TO 44
GH TO 45

DISTA=Y(I)=-(ALL®DY)

DISTB=ABS (DELT*®*VYY)
IF(DISTA.ATDISTRIVYY=(=-DISTA+0.01)/DELT
TF(VY(NIR+1eNIC) eENeCe0eANDeVYYeGTo0s0) GO TO 46
Go Tn S2

DISTA=(ALL+1)#DY=Y(I)

DISTB=ABS (DELT=*VYY)
IF(DISTA.GT.DISTRBIVYY=(DISTA-0,01)/DELT
Y(I)=Y(I)+DELT®*VYY

X(I)=X(I)+DELT®#VXX

TFCOX(T) oL TOALENXoAND Y (1) oL ToALEMNY) cANNe (Y (])oGT40.0)) GO TO 12
IF (MADLEQ.1) GO TO 12

IF(XIB(NAP) «GE.ANDISX) GO TO 72

NAP=NAP+]

IF(NAP(GE NPW) MAD=1

IF(NAPLE NPW) GO TO 70

GO TO 12

XIR(NAP)=xIB(NAP)-ADISX

X(1)=XIB(1AP)

Y(I)=YIB(NAP)

C(I)=CIB(NAP)

NTR=Y(I)/NY+1.0

NIC=X(I)/NX+1.0

IF(NIC.,GT ,NC) GO TO 20

IF(NIR.GT ,NR) GO TO 20

IF(NIR.LE,0.0) GO TO 20
SUMC(NTRsNICI=SUMC(NIRNIC)+C(T)
COUNTU(NIR(NIC)I=COUNT(NIRsNIC)+1.0

CONTINUE

DO 30 T=1.NR

DO 30 J=1.NC

CST=0.0

IF(COUNT(T9J) cEQe0e0) COUNT(IsJ)=1.0
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CAVG(I+J)=SUMC(I+J)/COUNT(IsJ)
IF(CAVG(T4J) «GToCAVGM) CAVGM=CAVGI(IsJ)
CST=CAVGP (1+J)=CAVG(TeJ)
IF(JeGF ¢4 (AND.CST.GT0s1) DELC(Is))=CST
IF(DELC(IeJ)GT.OELCM) DELCM=DELC(I+J)
IF(T.EQeNXPOND.AND e J.EQ«NYPOND)CAVG(I+J1=1.00
IF(TIMELGT.4320.0) CaVG(NXPONDsNYPOND)=ne5

30 CONTINUE
GO To 470

99 WRITE(He9R)

98 FORMAT(1HNs# ERROR IN BOUNDARY POINTS= CALCULATIONS STOPPED#)
CST=80.0

470 RETURN
END

SURROUTINF TRANS

R G R RGN G N O O R RO R B R PSR B R NN O OB R BB BB N B RE DGR R ROBRRRRS BB OB RO R OB O RO

TRENS CONVERTS QELATIVE TRANSMISSIBILITIES IN EACH GRID TO ABSOLUTE
PERMEABILITIFS,

L Y L R T s TR I I I T T TR R R T R R TR R R R RN Ny
COMMON NRoNCsNPXsNPY DX 9DYsRHO«DEI ToSTeFWTOP+GoVISINPWINPLYIR9ICS
1 FK(20430)eH(20+430)«POR(20+30) +CAVG(20+30)+CAVGP(20930) s
2 SUMC(20930) s COUNT (20430) +DELC(209301e011(20930)+022(20930)
2 D12(20930)9VX(20+30)9VY(20+30)9eC(25n0) X (2500)Y(2500)
A XIB(100)sYIR(100)«CIR(100)9sSL(100) «NXPONDyNYPONDsBREV(20930)
s X1(2500) «YI(2500) s NNNoCST
NXG=7
NYG=9
CONV=8500,#VIS/ (RHO®G#7 ,48%#24 ,#36N00.)
DO 7 I=1+MR
DO 7 J=14nC
FKITeNN=FK(IeJ)/(H(I«J)=BREV(IosJ))
FK(Te=FK(IeJ)®VIS/ (RHO®G)
7 CONTINUE
GONAM=FK (NXGsNYG)
DO B8 I=1enNR
DO 8 J=1enC
CFK(T e =FK (1+J)#CONV/GODAM
8 CONTINUE
RETURN
END



SUSROUTINE VELOCY
L Y I T IR T T I I e T e e R g Ry e T R T R T R

VE1 OCY CALCULATES VELOCITY CNOMPONENTS FOR FACH GRID INTERFACE. WHEN
DISPERSION RFCOMES SIGNIFICANTs STATEMENTS ARE ALSO AVAILABLE !N THIS
SUaROUTINE FNR THE CALCULATION NF THF LONGTITUDINAL AND LATERAL
DISPERSION COEFFICIENTS.

L2222 R 2 2 2 R 2 s R e R 2R e T R S R T RS R R AR RS LSRR RS R RS R R R R ]
COMMON NRoNCoNPXyNPYosDXeDYsRHOSDELT9SToFWTOPsGoVISesNPWINPLy IR ICo»
FK(20430)9H{20430)+POR(20930)sCAVG(20+430)9CAVGP(20+30)
SUMC(20430) 9COUNT(20030) oDELC(20+430)1eN11(20630)9¢D022(20¢30)
D12(20930) sVX(2030)9VY(20+30)9C(25n00)9X(2500) Y (2500)
XIB(100)sYTIR(100)+CIR(100)9SL(100)«NXxPNNDsNYPONDsBREV(20+30)
XT(25n0)«YI(2500) +NNNoCST
VISCNSITYs NENSITYe AND PEYNOLDS NUMBER FNR EACH GRID ASSUMED CONSTANT
PRESSURPES ARE EQUIVALFNT TO HEADSs AND Dn NOT APPEAR IN EQUATIONS
VXMAX=0.0
DO 10 I=1.NR
DO 9 J=2+nC
IF(FK(ToJ) eEQe0e00RFK(IeJ=1),EQ.0.0) <O TO 8
DNG=((=2en)#FK(ToJ)#FK(I9J=1))/(DX#VISH#(FK(I1sJ=1)#POR(I9J)+FK(IsJ)
1#POR(1I+J=1)))
VX(IsJ)=DOG#RHO®GH (H(IsJ)=H(TsJ=1))
IF(VX(ToJ) eGTVXMAX) VXMAX=VX(IeJ)
GO T0 9
B8 VX(I+J)=0,0
9 CONTINUE
VX(Iel)=VX(1s2)
VX(IeIC)=VyX(I«NC)
10 CONTINUE
DO 20 J=1.NC
DO 19 I=2.NR
IF(FK(T0J) eENe0e0eORFKI(I=10J),EQ,0.0) ~O TO 18
DOG=((=2eN)8FK(T+sJ)*FK(I=19J))/(DYSRVISH#(FK(I=19J)#POR(IsJ)+FK(Ie¢J)
1#POR(I=14s 1))
VY (T J)=DNGERHORGH (H(TeJ)=H(I=1eJ))
Gn 70 19
19 VY(1,J)=0,0
19 CONTINUE
VY (14J)=VY (24J)
VY(IReJ)=VY (NRsJ)
20 CONTIMNUE
DIFF=0.0
TORT=0.5S
NDTA=0.,00316
DO 30 I=1,.NR
D0 30 J=1.NC
VXXSVX(Ts ) =0.5% (VX(ToJ)=VX(TsJs1))
VYY=VY (D9 ) =052 (VY (TaJ)=VY(I*1sJ))
VELX=VXX&VXX
VFLY=VYY®yYY
IF(VELXeENe00«ANDVELYEND0.0) GO TO 21}
VEL=SOQRT(VFELX¢VELY)
RE=(VEL®DTA®RKHO/VIS)
DL=0.A6%(VIS/PHO) #PE®#] ,2
NT=0,036% (VIS/RHO) 8RF 30,7 }
Dll(l'J)=(DL“VXX“VXX)/(VEL“VEL)O(UT”VYY#VVY)/(VEL“VEL)*OIFFQYOQT
D22(19J)=(DTH#VXX®VXX) / (VELHVEL) + (DL#VYY8VYY) /(VEL®VEL) +DIFF#TORT
D12(1eJ)=((DL=DTYSVXXEVYY)/ (VEL#VEL)
GO TO 30
21 D11(1eU)=0.0
D22(1eJ)=0.0
D12(T1+4J)=0.0
30 CONTINUE
4H0 RFTURN
END

NEe 3V -
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