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ABSTRACT OF THESIS 

CHARACTERIZATION AND MODELING OF CdCl2 TREATED CdTe/CdS THIN-

FILM SOLAR CELLS 

 

CdTe photovoltaic technology has the potential to become a leading energy 

producer in the coming decades.  Its physical properties are well suited for photovoltaic 

energy conversion.  A key processing step in the production of high efficiency CdTe/CdS 

solar cells is a post-CdTe deposition heat treatment with CdCl2, which can improve 

performance by promoting CdTe rectrystallization, QE response, defect passivation and 

others.  Understanding the effects of the CdCl2 treatment is crucial in order to optimize 

processing conditions and improve performance.  This study investigates the effects of 

variations of CdCl2 treatment duration on CdTe/CdS solar cells manufactured at 

Colorado State University.  In order to investigate the optimal time of CdCl2 treatment, 

sample solar cells were tested for microstructural and performance properties.  Device 

microstructure was analyzed using X-ray diffraction (XRD), scanning electron 

microscopy (SEM), and atomic force microscopy (AFM).  Device performance was 

analyzed using current density-voltage    (J-V) measurements, time-resolved 

photoluminescence (TRPL), quantum efficiency (QE), and laser beam induced current 

(LBIC) measurements.   

 Little change in microstructure was observed with extended CdCl2 treatment and 

is attributed to the high CdTe deposition temperatures used by heat pocket deposition
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 (HPD).  This deposition technique allows for large initial grains to be formed with low 

lattice strain energy which prevents recrystallization and grain growth that is often seen 

with other deposition techniques. 

 The CdCl2 treatment initially improves performance significantly, but it was 

shown to that extending the CdCl2 treatment can reduce performance.  Overall 

performance was reduced despite an increase in minority carrier lifetime values.  The 

mechanism of reduced performance is suggested to be the formation of a low bandgap 

CdTe layer resulting from sulfur diffusion from the CdS layer.  Sulfur diffusion primarily 

occurs during the CdCl2 treatment and also leads to thinning of the CdS layer. 

 Solar cell modeling was employed to investigate possible mechanisms for 

performance degradation.  Modeling was done with AMPS and SCAPS modeling 

software.  Models were created to investigate the effects of minority carrier lifetime, CdS 

thickness, and a low bandgap CdTe layer.  Modeling results showed that the formation of 

a low bandgap CdTe layer combined with CdS thinning reduces device performance.  

Further research is needed using a statistically significant number of samples to 

investigate other possible degradation mechanisms associated with extended CdCl2 

treatment. 

Graham Lane Maxwell 

Department of Mechanical Engineering 

Colorado State University 

Fort Collins, CO 80523 

Fall 2010  
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CHAPTER 1:    Introduction 

 

1.1     The Energy Challenge 

One of the biggest issues facing our world today is that of energy supply.  Readily 

consumable energy is a vital and indispensible part of the world.  Uncertainty abounds 

about how the world’s increasing energy demand will be satisfied.  This past century has 

seen an exponential increase in the demand for energy.  The increase in energy use is 

primarily the result of the rapidly growing world population using an increased amount of 

technology that requires a greater amount of energy to sustain it.  The majority of current 

energy demand is being satisfied by energy sources that are finite, namely, fossil-based 

fuels.  Energy consumption trends by energy source are shown in Figure 1.1.  Energy 

demand is increasing, but the percentages of energy supplied from the various energy 

sources have remained fairly constant.  Renewable energy production has increased, but 

the fraction it plays in the total energy supply has not increased significantly.  As can be 

seen in Figure 1.2, renewable energy sources comprise a very small amount of the energy 

picture.  Solar, wind, and other renewable energy sources account for less than one 

percent of the energy breakdown.  With all the publicity and push for renewable energy, 

the reality is there is a long way to go before it significantly contributes to the world 

energy supply. 
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Figure 1.1:  World total primary energy supply in Mtoe (million tons of oil equivalent) over 

the past few decades.  Image taken from ref [1]. 

 

 

 

Figure 1.2:  Difference in world energy supply by source from 1973 to 2007.  “Other” 

includes renewable energy (solar, wind, etc).  Image taken from ref [1]. 

 

1.2   Renewable Energy Options 

Renewable energy is by definition energy that is derived from sources that are 

inexhaustible in for the foreseeable future (e.g. the sun is considered a renewable energy 

source, but will not last indefinitely).  It is useful to examine the energy flow of the earth 

in order to better understand where our energy comes from and where it goes.  Figure 1.3 
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shows the four primary energy sources available on earth.  Three of these (atomic energy, 

solar energy and geothermal) are nuclear based energy sources.  The fourth source, planet 

gravitation and motion, is non-nuclear energy. 

Nearly all of the energy sources that are consumed today are descendent from the 

sun.  Our largest energy source consumed today, fossil fuel, is past solar energy 

converted via photosynthesis, stored in organic matter and over time converted to fossil 

fuel.  Solar radiation accounts for more than 99.9% of the energy present on earth [2].  

Figure 1.3 shows that of the solar radiation incident on the earth, over 50% is reflected or 

absorbed by the atmosphere.  The remaining solar energy is either absorbed by the ocean 

or land and is then converted to various other types of energy (ocean current, wind, 

evaporation and precipitation).  It is interesting to note that compared to solar energy, 

geothermal energy and gravitational energy contributions are quite small.  Even though 

solar energy is the precursor of many other forms of energy, the term “solar energy” no 

longer applies once it has been converted to another form of energy.  It is clear that there 

are abundant renewable energy sources available to supply the world’s energy needs.  

The challenge we are facing is developing technologies that can efficiently and 

inexpensively convert renewable energy sources to useful energy.  Figure 1.4 shows how 

the various forms of renewable energy are converted to useable energy. 
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Figure 1.3:  Energy balance of the earth.  Image taken from ref [2]. 

  

 

Figure 1.4:  Options for converting renewable energy sources into useful energy.  Image 

taken from ref [2]. 
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 There most likely will not be a single solution to the energy problem we are 

facing.  There will, however, need to be some renewable energy technologies that are 

able to carry most of the energy burden currently carried by fossil based fuels.  There are 

several technologies that currently look promising to assume this role.  For better or 

worse, until the cost of renewable energy sources are brought down to a comparable level 

of current energy sources, progress will be slow.  In order to make progress toward an 

energy future that is primarily dominated by renewables, new technologies must 

continued to be researched and refined. 

One of the leading contenders in the renewable energy scheme is wind energy.  

The wind has been used by humans for hundreds of years for various tasks.  Wind energy 

is the result of the heating of the earth’s surface by solar energy.  Of the total solar 

radiation incident on the earth, approximately 2.5% (1.4x10
23

  joules/year) is converted 

into wind energy [2].  This translates to a maximum power of 4.4x10
15

 Watts.  Due to 

many factors (wind turbine efficiency, land availability, fluctuating wind speeds, etc) that 

maximum power can never be reached, but even so, there is still a large amount of wind 

available to produce energy.  Wind energy is not suitable everywhere in the world, as can 

be seen in Figure 1.5.  Wind energy is converted into electricity by wind turbines.  

Turbine blades convert the wind energy into mechanical energy and then to electrical 

energy.   For large scale power production, many large (~200 ft tall) wind turbines are 

grouped together in wind farms.  Some of the limiting factors of wind energy are the 

intermittence of power produced, geographic limitations, and high costs. 
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Figure 1.5:  Mean world wind speed distribution at 10 m above the ground.  Image taken 

from ref [2]. 

 

Hydropower, like wind power, has also been put to use by humans for a long 

time.  Of the renewable energy technologies discussed, hydroelectric is currently the 

largest contributor of energy.  Of the total solar energy incident on the earth, 21% is 

responsible for the water cycle.  Only 0.02% of that energy contributes to water available 

for hydroelectric power production [2].  Most often, large scale hydropower facilities rely 

on an elevated reservoir of water.  Water is directed down to a water turbine that converts 

the kinetic energy of the water to electrical energy.  One of the difficulties with 

widespread use of hydropower is that it is a very regionally specific source of energy.  

Large scale hydropower typically requires damming up rivers which involves a very high 

initial cost, a lengthy time to plan and construct, and a significant impact on the 

surrounding environment. 

  Unlike the other renewable energy sources discussed, geothermal energy is the 

only that is not derived from solar energy.  Geothermal energy relies on the high 

temperatures below the earth’s surface.  The most common method of converting 
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geothermal energy into electricity is by using the high underground temperatures to heat 

water and operate a steam turbine power plant.  One of the major hindrances that will 

prevent the growth of geothermal energy is that it is highly regionally specific and costly.  

Geothermal power plants can only be located in areas where high temperatures are 

located close enough to the earth’s surface, which will limit its growth as a major power 

producer. 

 Direct solar energy has significant potential to provide for the world’s energy 

needs.  Solar energy is converted to electricity in two different methods: solar thermal 

and photovoltaic.  Solar thermal electricity generation is typically done by focusing the 

solar radiation to heat a fluid and operate a steam power plant [3].  The sunlight can also 

be converted directly to electricity by the photovoltaic effect in a solar cell.  A solar panel 

is made up of many individual solar cells and a collection of solar panels is arranged in 

an array.  Infrastructure for a photovoltaic solar array is relatively simple and inexpensive 

compared to other technologies.  Solar energy is regionally specific (Figure 1.6), but 

much less than the technologies discussed earlier.  The cost of photovoltaic power 

production has continued to drop in the past several decades and is approaching $1 per 

watt.  Of the renewable technologies that are currently being pursued for large scale 

power production, photovoltaics have significant potential. 
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Figure 1.6:  Mean values of solar radiation.  Image taken from ref [2]. 

 

1.3       Basics of Photovoltaics 

Photovoltaic technology allows for sunlight to be directly converted into 

electricity.  This is achieved by the use of semiconductor materials.  Band theory of 

solids states that electrons of atoms in solids occupy states in energy bands.  Energy 

bands are relationships between the allowed electron energy levels and the crystal 

momentum and are the result of the wave functions of electrons moving through a 

periodic potential within a crystal lattice.  Electrons will occupy states in the lowest 

energy bands first and then begin to fill higher energy bands.  The occupied band with the 

highest energy, EV, is the termed the valence band and the unoccupied band just above 

the valence band with energy, EC, is the conduction band.  In a perfect solid, energy states 

between the valence band and the conduction band are forbidden and not occupied.  

Material properties of solids vary widely depending on the energy band structure.    

Figure 1.7 shows how the band structure of conductors, insulators, and semiconductors 

are different.   
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Figure 1.7:  Simplified band structures of solids.  a) A completely filled valence band with a 

large bandgap is an insulator, b) a completely filled valence band with a small bandgap is a 

semiconductor, c) a partially filled valence band with overlapping valence and conduction 

bands is a conductor. 

 

Semiconductors are characterized by a valence band with states that are 

completely occupied and a small (~1 eV) band gap, Eg [4].  In a pure semiconductor, at 

absolute zero, no electrons are present in the conduction band and it behaves as an 

insulator.  Increasing temperature allows for thermal energy to excite electrons into the 

conduction band leaving holes behind in the valence band.  Excited electrons and 

resulting holes are called charge carriers and are the contributors to electric current.  

Depending on the semiconductor, the transition from the valence band to the conduction 

band can be either direct or indirect.  The band structure of a direct band gap 

semiconductor is shown in Figure 1.8.  For photovoltaic applications, direct band gap 

semiconductors are desirable. 
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Figure 1.8:  An energy band diagram for a direct band gap semiconductor.  Electrons near 

the top of the valence band have been excited directly upwards to empty states in the 

conduction band.  Image taken from ref [5]. 

 

In order to achieve necessary material properties, semiconductors are typically 

doped with impurity atoms.  These impurity atoms either donate or accept electrons in the 

valence band.  Semiconductors that have excess holes are called p-type semiconductors 

and those that have excess electrons are called n-type semiconductors.  When p-type and 

n-type semiconductors are placed together they form a p-n junction.  If the same material 

is used for the p-type and n-type of the junction it is called a homojunction and if 

dissimilar semiconductors are used it is called a heterojunction.  Figure 1.9 shows a 

diagram of a p-n junction as well as the shift in energy band structure.  When the junction 

is formed, in order to achieve equilibrium, electrons from the n-type region diffuse across 

the junction and recombine with holes to leave positively charged ionized donors in the 

n-type region and negatively charged ionized donors in the p-type region.  The region 
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containing the ionized donors has very few free charge carries and is called the depletion 

region.  The width of the depletion region varies depending on the doping levels, biasing, 

and other factors.  The resulting charged donors in the depletion region will create an 

electric field and the corresponding voltage is called the built in voltage, Vbi. 

 

 

Figure 1.9:  Diagram of a p-n junction. 

 

The p-n junction is what allows solar cells to generate electric current.  The 

electromagnetic spectrum that makes up “white light” corresponds to photons with a 

range of energies.  Photons that have energies equal to or greater than the band gap of a 
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material can transfer their energy to electrons to be excited from the valence band to the 

conduction band.  For solar cells the junction is oriented so sunlight is incident on the    

n-type layer.  The n-type layer is called the window layer because it has a relatively high 

band gap compared to photons contained in sunlight.  Nearly all photons pass through the 

n-type layer and are then absorbed in the p-type layer which has a band gap similar to the 

incident photons.  Photons that are absorbed in or very near the depletion region produce 

free charge carriers (electrons-hole pairs) that are available to produce an electric current.  

The electric field in the depletion region sweeps electrons to the n-type side and holes are 

swept to the p-type side.  Contacts on the front and back of the device collect these 

charge carriers and the resulting in an electric current.  A simple circuit diagram of a 

solar cell is shown in Figure 1.10.  The junction behaves as a current source, JL. 

 

 

Figure 1.10:  A circuit diagram of a solar cell coupled with an external load.  RS is the series 

resistance and rsh is the shunt resistance. 

 

Under no illumination a solar cell behaves as diode and in an ideal case the 

relationship of current density and voltage through the device is given by: 
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2
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charge (1.602x10
-19
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















 1exp0                                              (1-2) 

where JL is the current produced by the solar cell.  In real world applications, the ideal 

equation does not apply and must be modified to include other variables: 

L
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r
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AkT

RJVq
JJ 


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














 
 1

)(
exp0                           (1-3) 

where RS is the series resistance, rsh is the shunt resistance, and A is the diode quality 

factor.  Figure 1.11 and Figure 1.12 show the effects of series resistance and shunt 

resistance on solar cell performance. 
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Figure 1.11:  Effects of series resistance on the current-voltage behavior of a solar cell.  The 

shunt resistance is assumed  to be infinite.  Image taken from ref [5]. 

 

 

Figure 1.12:  Effects of shunt resistance on the current-voltage behavior of a solar cell.  The 

series resistance is assumed to be zero.  Image taken from ref [5]. 
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 Another important concept in solar cells is that of charge carrier recombination.  

Recombination processes are crucial to solar cell performance.  The generation of charge 

carriers creates a state non-equilibrium and recombination processes seek to restore 

equilibrium. When a photon is absorbed and an electron-hole pair is generated it is 

necessary that they be swept across the junction before they recombine.  There are 

several mechanisms that are responsible for recombination.  Recombination can occur 

through traps (defects) with energies located in the bandgap.  This is also called 

Shockley-Read-Hall (SRH) recombination [6].  Radiative recombination or band-to-band 

recombination is the reverse process of optical generation where electrons drop from the 

conduction band to the valence band and emit photons.  In Auger recombination the 

energy released during recombination is given to another carrier and then released as a 

phonon.  Recombination processes are shown in Figure 1.13.  Recombination 

mechanisms in CdTe solar cells are typically dominated by SRH recombination [7, 8]. 

 

Figure 1.13:  Recombination processes in semiconductors.  Image taken from ref [5]. 
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1.4      Basics of CdTe Photovoltaics 

Thin-film solar cells are positioned to become the future of solar cell technology.  

In the current thin-film solar cell market, CdTe solar cells are proving to be a serious 

contender for the overall market.  Over the past several decades, CdTe technology has 

grown significantly.  Figure 1.14 shows record CdTe solar cell efficiencies as well as 

other leading solar cell technologies since the 1970’s.  The current record CdTe thin-

film solar cell was made at the National Renewable Energy Laboratory with an 

efficiency of 16.5% [9].  While CdTe does not have the highest record efficiencies, it 

does have other desirable properties. 

 

Figure 1.14:  Record solar cell efficiencies over the past 25 years.  Image taken from ref 

[10]. 

 

CdTe is a II-VI semiconductor with a direct band gap of 1.5 eV with a high 

absorption coefficient of  >10
5 

cm
-1

.  It is well matched to the solar spectrum and can be 
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expected to absorb over 90% of incident photons with energies at or above the band gap 

in only about 2µm of the CdTe layer which allows for thin CdTe films to be used.  A 

CdTe abosorber layer is most often paired with CdS as the window layer of the cell.  CdS 

has a higher band gap of ~2.5 eV which allows photons to pass through and be absorbed 

in the CdTe layer.  The CdS layer is made as thin as possible to allow the maximum 

number of photons to pass through to the CdTe layer.  Nearly all CdTe/CdS solar cells 

are manufactured in a superstrate configuration (Figure 1.15).   

 

 

Figure 1.15:  Superstrate configuration of a typical CdTe/CdS solar cell.  Not to scale. 

 

A transparent conducting oxide (TCO) is applied to the glass as a front contact.  

Tin oxide (SnO2) and indium-tin oxide (In2O3:Sn) are commonly used.  CdS and CdTe 

are then deposited.  The method of depositing the CdS and CdTe films varies widely and 

can significantly affect material properties and device performance.  Figure 1.16 shows 

some common methods of depositing CdTe layers.  Among the various CdTe deposition 

techniques, close space sublimation (CSS) has proved to be very effective and has 
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produced cell with the highest efficiencies.  Typical thicknesses for CdTe films are        

2-10 µm and CdS layers are sub-micron thickness.  Back contacts are typically formed by 

first creating a Te rich layer and then depositing copper followed by a graphite paste.  

Creating an ohmic contact with low resistance has proved to be difficult and there is 

tendency for a Schottky barrier to form between the p-type material and the back contact 

which severely impacts cell performance.  

 

Figure 1.16:  Common methods of CdTe deposition.  Image taken from ref [7]. 

 

 Another key advantage of using thin-film CdTe is that it allows for far less 

material to be used than traditional silicon solar cells.  Typical silicon solar cells are made 

by slicing wafers of a grown crystal that are 200 µm - 400 µm thick, which is about 100 
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times greater than thin-film CdTe.  The needed purity of CdTe needed is typically 

99.999% (5N) pure [11] which is 100 times less than the needed purity of silicon solar 

cells.  There has also been some debate about continuing progress of CdTe solar cell 

technology because of the toxicity of cadmium and its impact on the environment.  In 

comparison with other leading energy producers, CdTe photovoltaics emit less cadmium 

per unit energy produced (Figure 1.17).  As an example, a 1 m
2
 CdTe panel contains less 

cadmium than a size C nickel-cadmium battery [12]. 

 

Figure 1.17:  Life-cycle atmospheric cadmium emissions of different energy producers. 

(UCTE, Union for the Coordination of Electricity Transmission).  Image taken from ref 

[13]. 

 

 One of the biggest challenges for thin-film photovoltaics is to lower the cost per 

watt of energy produced.  This can be done by reducing production costs as well as 

improving device efficiency.  Costs have dropped significantly in the past several 

decades and are approaching the cost of other current energy sources, but there is still 

progress to be made.  As the cost continues to drop, CdTe technology will go on to 

become a larger contributor to the global energy scheme. 
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CHAPTER 2:     Experimental Details 

 

2.1 Introduction 

In order to produce quality thin-film solar cells it is necessary to measure device 

properties and performance on different levels.  There is no one test or experiment that 

can give all the needed information required to accurately characterize a thin-film solar 

cell, so it is necessary to do a number of different characterization techniques.  Using a 

carefully selected group of tests gives a greater understanding of the different 

mechanisms at work.  The tests done in this study focus on different aspects of the 

device.  It is important to compare physical characterization tests, overall performance 

and device processing conditions.  Thin-film solar cells were manufactured at Colorado 

State University.  Microstructural tests done in this study are X-ray diffraction (XRD), 

atomic force microscopy (AFM), and scanning electron microscopy (SEM).  Overall 

performance was tested by current density-voltage (J-V) measurements.  Other physical 

characterization was done by time-resolved photoluminescence (TRPL), laser beam 

induced current (LBIC), and quantum efficiency measurements (QE).  The results from 

these tests are correlated with changes in processing conditions.   
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2.2 Colorado State University CdTe/CdS Thin Film Fabrication Process 

Over the past two decades, the CSU Materials Engineering Laboratory has been 

focused on developing a simple and effective method of creating CdTe/CdS thin film 

solar cells.  This research has not only been successful in the lab setting, but has also 

made a successful transition into mass production by industry [14, 15].   

The system developed by the CSU Materials Engineering Laboratory utilizes a 

continuous, in-line design (Figure 2.1).  Soda-lime glass substrates (Pilkington TEC 15,  

3x3 in) are evenly place on a continuous conveyor belt that feeds them through the entire 

production process.  The unprocessed substrates are fed though an air-vacuum-air (AVA) 

seal into the vacuum chamber.  Once in the chamber the substrates stop at a sequence of 

stations for two minutes each.  The substrates sequentially have a CdS layer deposition, 

CdTe layer deposition, CdCl2 deposition and heat treatment, CdCl2 annealing and 

stripping, and back contact creation.  After this procedure the processed substrates exit 

the vacuum chamber through another AVA seal [16, 17]. 
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Figure 2.1:  Diagram of the system used to process solar cells at CSU.  (1) continuous 

conveyor belt  (2) unprocessed glass substrate  (3) AVA seal  (4) vacuum chamber  (5) 

substrate heating  (6) CdS deposition  (7) CdTe deposition  (8) CdCl2 deposition and heat 

treatment (9) CdCl2 annealing and stripping  (10) back contact creation  (11) back contact 

annealing  (12) AVA seal  (13) completed device. 

 

Thin films are deposited onto the substrates via a patented deposition method 

termed heat pocket deposition (HPD) (Figure 2.2) [15] which is similar to close-space 

sublimation (CSS) [18].  In both the HPD and CSS techniques the deposition to the 

substrate is controlled by heating the deposition material to a high enough temperature to 

sublimate it and create a vapor flux on the substrate.  One of the key differences between 

CSS and HPD is that HPD forms a sealed pocket that contains the vapor flux.  This offers 

a more uniform deposition and also contains each deposition station and virtually 

eliminates cross-contamination between sources which is the reason that only one 

vacuum boundary is needed [15].  The base pressure for this system is only 10
-3

 Torr 

which allows the use of less expensive vacuum pumps and related hardware [17].  The 

processing under vacuum is done with a nitrogen ambient, a small part oxygen (0.5-2%), 

and minimized water vapor content. 
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Figure 2.2:  Diagram showing the HPD method for thin film deposition. 

 

 This system allows for a high level of variation of process parameters 

(temperature, ambient gas, process time, etc).  Over the course of research at CSU, a 

specific set of process parameters have be established and CdTe devices have been 

created with efficiencies in excess of 12% [16].  The CdTe devices analyzed in this study 

use similar process parameters as the baseline for investigating the effects of extended 

CdCl2 treatment.  The processing times at each station are shown in Table 2.1.  The 

samples that will be focused on in this study are those that have 2, 4 and 6 minute CdCl2 

treatments with 2 minutes at every other station.  Due to the continuous nature of this 

system, holding cells for additional time at the CdCl2 source caused other cells to be 

created with the same time delay at other stations.  The top and bottom source heater 

temperatures are shown in Table 2.2. 
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Table 2.1:  Description of process times for each source.  The highlighted rows are the cells 

with 2, 4, and 6 minute CdCl2 treatments. 

 

 

Table 2.2:  Source temperatures used for this study. 

 

 

2.3 X-Ray Diffraction (XRD) 

X-ray diffraction is a useful experimental technique that provides information 

about the crystal structure of materials.  In the case of thin films, properties that can be 

determined are phase identification, texture coefficient (orientation), lattice parameter, 

coherency length and volume fraction [19].  XRD testing requires little sample 

preparation.  The key to XRD is Bragg’s law:  

 sin2 hkldn                                                         (2-1) 

where n is an integer, λ is the X-ray wavelength, dhkl is the atomic plane spacing, and θ is 

the angle between the X-ray beam and the sample surface.  Figure 2.3 shows the model 
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used by Bragg’s law to predict the spacing between the planes of a crystal lattice.  When 

Bragg’s law is satisfied, X-rays scattered from the crystal planes will constructively 

interfere at specific angles.   

 

Figure 2.3:  Diagram showing X-rays scattered from a crystal lattice. 

 

An X-ray source is used to generate the incident beam.  X-rays are generated by 

accelerating electrons through an electric potential, and impacting them on a metal target.  

These electrons knock out electrons from the atomic shells of the target metal.  When 

electrons of higher energy drop down to fill these vacant states, X-rays are emitted.  The 

most often used X-rays used for XRD are Kα (this refers to X-rays emitted when an 

electron drops from the n=2 shell to the n=1 shell) and common target metals are Cu, Mo 

and Cr [19, 20].  Figure 2.4 shows an example of an XRD experimental setup.  For this 

study, XRD measurements were taken using a Bruker D-8 Discover system which uses a 

Cu X-ray source. 
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Figure 2.4:  Example of an XRD setup.  In this setup the X-ray source is fixed and the 

detector rotates around the sample. 

 

After being scattered, the X-rays are collected by a detector and the intensities are 

recorded as a function of twice the scattering angle, 2θ.  Figure 2.5 shows example 

spectra for a CdTe solar cell with crystal planes labeled for each diffraction peak.  In 

order to determine which peaks correspond to which plane, software is used to compare 

the empirical data to standardized reference XRD spectra from the International Centre 

for Diffraction Data (ICDD). 
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Figure 2.5:  Example of XRD spectra for a CdTe solar cell with an efficiency of 10%.  Image 

taken from ref [21]. 

 

2.4 Scanning Electron Microscopy (SEM) 

Scanning electron microscopy provides highly magnified images of objects.  It is 

able to provide much higher magnification than traditional optical microscopes.  SEM 

utilizes a focused electron beam (~0.1 nm) to scan the surface of a sample and produce an 

image.  SEM is able to provide magnification in excess of 100,000X, where optical 

microscopes are limited to around 1,500X.  This is due to the fact that the wavelength of 

electrons is much smaller than the wavelength of photons (λelectron = 0.01nm,             

λphoton = 400 nm-700 nm) and the depth of field is much higher for SEM.  The major 

components of a modern SEM are the electron gun, lens system, scanning coils, electron 

collector, and cathode ray tube (CRT) display [22].  A diagram of a typical SEM setup is 

shown in Figure 2.6. 
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Figure 2.6:  Diagram of a typical scanning electron microscope.  Image taken from ref [22]. 

 

Electrons can be produced by a tungsten source, lanthanum hexaboride (LaB6) 

source, or by a field-emission gun, which is the brightest and longest lasting.  The 

electrons are focused though a set of lenses and scanning coils move the beam across the 

sample.  The electrons incident on the sample can produce secondary electrons, 

backscattered electrons, x-rays, and can also be absorbed.  Typically, secondary electrons 

are detected and used to form an image, but backscattered electrons and emitted x-rays 

can also be detected and used to gather information about the sample.  Secondary 

electrons are attracted to the detector and directed to a photomultiplier which drive the 

CRT display and create an image.   
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SEM provides important visual data for thin film PV devices.  The image of a 

cross-section of a device can give the thicknesses of different layers, the condition of the 

various interfaces, and the quality of the layers.  A JOEL JSM 6500 with a thermal field 

emission electron gun was used for this study. 

 

2.5 Atomic Force Microscopy (AFM) 

Atomic force microscopy is a technique used to investigate the surface of 

materials.  AFM can provide high resolution images of the surface topography as well as 

values for surface roughness.  AFM uses a very fine probe (Figure 2.7) to scan the 

surface of a sample.  The probe is located at the end of a cantilever and they are typically 

made silicon, silicon oxide, or silicon nitride [22].  

 

 

Figure 2.7:  SEM images of AFM probes.  a) Pyramidal probe  b) Conical high aspect ratio 

probe for high resolution images.  Image taken from ref [23]. 

 

Figure 2.8 shows an example of an AFM setup.  Depending on the type of AFM 

used, either the cantilever is scanned over the stationary sample or the sample is moved 

and the cantilever is fixed.  A common method to monitor the motion of the cantilever as 

it scans across the sample is to use laser focused at the back of the cantilever that has 
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been made reflective with a thin layer of gold or aluminum.  As the probe moves, the 

laser is reflected to different positions on a photodiode.  This data is recorded as the 

sample is scanned and a picture is created. 

  

 

Figure 2.8:  Diagram of an AFM setup.  Image taken from ref [22]. 

 

The cantilever can be scanned across the surface in several different manners.  It 

can be done in contact mode where the tip is essentially dragged across the surface of the 

sample.  For many sample types this method works well, but for others, the dragging of 

the tip, along with adhesion forces between the tip and the sample can lead to tip and 

sample damage.  Another method to scan is a non-contact mode.  With this technique the 

tip does not contact the surface but relies on van der Waals forces to displace the 

cantilever.  Because the van der Waal interaction is very weak, the tip must be oscillated 

to detect surface topography and leads to low resolution mapping.  Another method 

combines contact and non-contact modes is called the tapping mode.  In this mode the 

cantilever is oscillated near its natural frequency.  As it comes into contact with the 
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sample surface, the amplitude of oscillation reduces.  The sample height is adjusted to 

maintain a constant amplitude and can be used to create an image of the surface. 

 

2.6 Current Density-Voltage Measurements (J-V) 

Current density-voltage (often referred to simply as current-voltage) measurement 

is the one of the most fundamental methods of characterizing the performance of a solar 

cell.  The cell efficiency, fill factor, open circuit voltage, and short circuit current density 

are determined for J-V testing.  A cell is connected in series to a power supply and an 

ammeter (Figure 2.9).  A voltmeter is also connected to the contacts of the cell.  In order 

to easily connect the solar cell and prevent damage, a custom cell mount was used in this 

study that delicately made connection with the front and back contacts of the cell and had 

more robust terminals for electrical equipment to connect.  The power supply, voltmeter, 

and ammeter are interfaced with a computer equipped with data acquisition software.   

 

 

Figure 2.9:  Simplified diagram of a current density-voltage testing setup. 
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The cell is subjected to a range of voltages, usually in the range of -0.5 V to 1 V.  

This is done with the cell illuminated as well as with the cell in the dark.  A standard light 

spectrum and intensity is used to characterize solar cells.  The standard is a light intensity 

of 100 mW/cm
2
 with an air-mass 1.5 (AM1.5) light spectrum [5].  Figure 2.10 shows a 

typical current-voltage curve of an illuminated cell. 

 

Figure 2.10:  An example of a current-voltage curve.  Short circuit current density (JSC), 

current density at maximum power (JMP), open circuit voltage (VOC), and voltage at 

maximum power (VMP) are labeled.  The shaded areas are those used to calculate the fill 

factor. 

 

From this curve the short circuit current density (JSC), current density at maximum 

power (JMP), open circuit voltage (VOC), and voltage at maximum power (VMP) can be 

found.  From these values the fill factor, or “squareness” of the J-V curve can be found 

from the following equation: 
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The cell efficiency can also be calculated: 
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As an example, the current record CdTe solar cell developed at NREL has a                    

VOC = 0.845 mV, JSC = 25.88 mA/cm
2
, and FF = 75.51% [9].  Using these values and 

setting PIN to the standard testing light intensity of 100 mW/cm
2
, the efficiency can be 

calculated:      

 

          %5.16%100
mW/cm 100
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2

2

                     (2-4)  

 

2.7 Time-Resolved Photoluminescence (TRPL) 

Time-resolved photoluminescence measurements record the photoluminescent 

intensity of a sample as a function of time.  TRPL can be used to measure the minority 

carrier lifetime in thin film solar cells and nearly all direct lifetime measurements on 

CdTe have been done using TRPL [19].  Most often TRPL measurements are done by 

subjecting the sample to a pulse of light to excite free carriers.  Photons are absorbed by 

the electrons and cause them to increase in energy and occupy empty states in the valence 

band and leave holes in the valence band.  This causes an imbalance of carriers.  The 
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amount of time that these free carriers exist before they recombine to reach equilibrium 

(by various mechanisms) and emit photons is what is measured.  Photons are measured 

by time-correlated single photon counting [24].  Figure 2.11 shows a simplified diagram 

of a TRPL setup. 

 

Figure 2.11:  Simplified diagram of a TRPL measurement setup. 

 

The photoexcitaion of carriers is done by a fast pulse laser tuned to a certain 

wavelength with a repetition rate on the order of 1 MHz.  For CdTe/CdS solar cells, the 

light beam passes through the CdS layer and generates carriers primarily in the first     

500 nm of the CdS/CdTe metallurgical junction [25].  The most widely used method of 

detecting the emission from the sample is time-correlated single-photon counting [26].   

TRPL measurements for this study were conducted at NREL with the help of 

Wyatt Metzger and Darius Kuciauskas.  For this study, a 650 nm laser with a continuous 

wave power level of 2.5 mW with a repetition rate of 1 MHz and pulse width of 5 ps.   
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2.8 Quantum Efficiency (QE) 

Quantum efficiency measurements quantify the spectral response of a solar cell, 

which is critical to the performance of the cell.  The quantum efficiency is defined as: 

incident photons ofnumber 

collected electrons ofnumber 
)( QE                                              (2-5) 

In order to produce a QE curve, light is focused on a portion of the test cell, the 

wavelength of light is swept through a given range, and the current produced is measured 

and recorded as a function of photon wavelength.  Ideally, the light spot that shines on the 

sample is large enough (1-2 mm) and in a position that can be assumed to be 

representative of the whole cell.  A diagram of the QE measurement setup used for this 

study is shown in Figure 2.12. 

 

Figure 2.12:  Diagram of a QE measurement setup. 

 

The quantum efficiency measured in this study is external quantum efficiency, 

which includes all the effects that occur externally to the device.  Internal quantum 

efficiency only considers photons that are incident on the junction of the device, and is 

always higher than the external QE value. 
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2.9 Laser Beam Induced Current (LBIC) 

Laser beam induced current is similar to QE measurements, but instead 

measuring the average quantum efficiency of the cell, this technique scans a solar cell 

with a localized light beam.  This allows a map of the quantum efficiency of the cell to be 

produced.  Unlike QE measurements that focus light on a portion of the cell and sweep 

through a range of wavelengths, LBIC uses a fixed wavelength and scans over positions.  

This is technique is well suited to evaluate the spacial effects of different processing 

methods.  This study used an LBIC setup at the CSU Photovoltaics Laboratory [27].  A 

diagram of this device is shown in Figure 2.13 and a detailed description is available 

from Hiltner [28].   

 

 

Figure 2.13:  Diagram of the light beam induced current setup used.  Image taken from ref 

[28]. 

 

The light source used for this study was tuned to 638 nm (photon energy =       

1.94 eV), but has the ability for wavelengths of 685 nm, 788 nm, and 825 nm – 860 nm.  

The laser beam power is controlled by an optical attenuator is guided through a         
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Glan-Thompson polarization optic and is then guided through a set of mirrors and is 

sampled for beam intensity and also for reflection back from the sample.  The beam is 

focused by a precision objective lens which allows for beam spots sizes on the sample of 

100 µm -1 µm in diameter.  In order to produce the scanned image, the beam is fixed and 

the sample stage is scanned through the beam by stepper motors.  As the stage scans 

through the laser, induced current values are sent to a computer with data acquisition 

software where they are recorded and QE maps are created. 

 

2.10 Conclusion 

Solar cell characterization is a necessary to refine technology and develop high 

efficiency devices.  The experimental techniques described were carried out on CdTe 

solar cells manufactured at CSU.  A summary of the characterization techniques used in 

this study is shown in Table 2.3.  Results and discussion are provided in Chapter 3. 

 

Table 2.3:  Summary of characterization techniques used in this study. 
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CHAPTER 3:     Effects of CdCl2 Treatment on Device 

Microstructure and Performance 

 

3.1 Introduction 

One of the key steps in the creation of high efficiency CdTe solar cells is a post-

CdTe deposition heat treatment with CdCl2.  There has been a considerable amount of 

research done in the past several decades to determine the mechanisms by which the 

CdCl2 treatment improves device performance as well as the best way to carry out the 

treatment.   

The effects of the CdCl2 treatment can vary depending on CdTe depositon 

techniques and manner in which the treatment is done.  Table 3.1 highlights some of the 

different CdCl2 treatments that have been performed by different studies.  In general, the 

treatment involves depositing a thin layer of CdCl2 and the following with annealing step.  

One popular method is to dip the CdTe layer in a heated solution of CdCl2 and methanol 

(CH3OH).  After being dipped it is dried and a CdCl2 film is precipitated on the surface.  

An issue with this technique is that it is difficult to control the concentrations in the 

CdCl2/methanol bath [29].  Another often used method is a vapor CdCl2 treatment.  This 

technique exposes the CdTe layer to a flux of CdCl2 vapor to form a thin layer.  A 

subsequent annealing step is done.  The vapor CdCl2 allows for greater control of CdCl2  
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Table 3.1:  Summary of different CdCl2 treatment methods. 

 

Method of CdCl2 

treatment 

CdTe Deposition 

Method 
Results / Comments Citations 

Vapor CdCl2 
Close Space 

Sublimation 

Many high efficiency (>10%) cells use 

this technique, more controllable than 

“wet” techniques, no grain growth, 

increase minority carrier lifetime, S and 

Te interdiffusion 

[30], [8], 

[31], [32], 

[29], [33] 

Vapor CdCl2 
Physical Vapor 

Deposition 

Similar as above, but with substantial 

grain growth 
[30] 

Vapor HCFCl2 

(Freon) 

Close Space 

Sublimation 

Similar results to CdCl2 treatments, less 

toxic than CdCl2, suitable for any type 

of CdTe device, efficiency up to 16% 

[34] 

CdCl2:CH3OH 

solution  

Close Space 

Sublimation 

No grain growth, increased minority 

carrier lifetime and QE response, 

difficult to maintain solution 

concentrations, efficiency ~9% 

[35], [36], 

[29], [37], 

[38] 

CdCl2:CH3OH 

solution  

Physical Vapor 

Deposition 

Promotes grain growth, increased 

minority carrier lifetime and QE 

response, Te and S interdiffusion, 

efficiency ~10% 

[39], [36], 

[37], [40] 

CdCl2:CH3OH 

solution 
Sputtering 

Formation of bubbles at CdTe surface, 

increased minority carrier lifetime, 

grain growth 

[40] 

Vapor HCl 
Thermal 

Evaporation 

Produces CdCl2 film, promotes grain 

growth, sensitive to HCl concentration 

and treatment temperature, efficiency 

~1.5% 

[41] 

Vapor Cl2 
Close Space 

Sublimation 

Produces a non-uniform CdCl2 film, 

difficult to control reaction parameters, 

efficiency ~8% 

[42] 

MnCl2:C5H5N 

solution 

Close Space 

Sublimation 

Poor performance, increased resistance, 

grain growth, efficiency ~1% 
[43] 

In Situ CdCl2 
Close Space 

Sublimation 

CdCl2 mixed with CdTe during 

deposition, grain growth, sensitive to 

CdCl2 concentration, CdS diffusion 

leads to shunting, efficiency ~8% 

[44] 

CdCl2 in slurry Screen Print 
CdCl2 mix in with CdTe screen print 

slurry, efficiency ~8% 
[45] 
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film deposition and is the process used in this study as well as many other makers of 

high-efficiency CdTe devices.  Other CdCl2 treatments include vapor HCl, vapor Cl2, 

MnCl2:C5H5N solution, CdCl2 mixed with CdTe screen print paste, and in-situ CdCl2 

treatment. 

This study combines CSS-like CdTe deposition with vapor CdCl2 treatment, 

which is one of the leading ways to produce quality devices.  With this in mind, it is 

important that research be done to investigate and refine the CdCl2 treatment.  There are 

many process parameters that must be carefully controlled and monitored during the 

treatment including, ambient gas concentrations, source temperatures, substrate 

temperatures, deposition time, annealing time, and others.  The process for manufacturing 

CdTe solar cells developed at CSU utilizes a 2 minute CdCl2 deposition time.  While this 

treatment time has produce high quality devices, it is necessary to investigate the effect of 

varying this parameter on solar cell performance.  

One of the main effects of the CdCl2 treatment on electrical properties is that the 

Cl introduced forms an acceptor complex with Cd vacancies [7].  The CdCl2 treatment is 

also believed to passivate grain boundary defects which act as recombination sites within 

the CdTe band gap [37].  This is evident by an increase in minority carrier lifetime after 

treatment [8, 38, 46].    

It has also been shown that the CdCl2 treatment promotes intermixing of the CdS 

and CdTe layers [32] and sulfur diffusion from the CdS layer into the CdTe [8].  The 

formation of CdTe1-xSx and CdS1-yTey alloys at the CdS/CdTe interface leads to 

consumption of the already thin CdS layer and can significantly affect device 

performance [29, 32].  Significant sulfur diffusion will only occur in the presence of a 
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CdS layer and a treatment of CdCl2 and heat.  A treatment of only heat will not prompt 

any major sulfur diffusion, as shown in Figure 3.1.  It has also been shown that 

conducting a high temperature anneal to the CdTe layer prior to the CdCl2 will greatly 

reduce the amount of sulfur diffusion from the CdS layer [47].  The high temperature 

anneal prior to the CdCl2 treatment promotes further recrystalizaiton of the CdTe layer 

which reduces the volume of grain boundaries which act as diffusion paths. 

 

Figure 3.1: Secondary ion mass spectroscopy (SIMS) of sulfur content of a CdS/CdTe 

junction subjected to different treatment processes.  Image taken from ref [8]. 

 

  Depending on the method of deposition of the CdTe, the CdCl2 can promote grain 

growth, recrystallization, and change the degree of preferred orientation [7].  It has been 

proposed that the chlorine diffusion into the CdTe lattice in the early stages of treatment 

creates additional defects at grain boundaries which creates lattice strain and initiates the 

recrystallization process [46]. As can be seen in Table 3.2, some deposition methods 

(PVD, ED, Sputter, MOVCD) yield a substantial increase in grain size and change in 
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preferred orientation while others (CSS, Spray, VTD) do not show any considerable grain 

growth or change preferred orientation.  A study by Moutinho highlighted the differences 

between CdTe layers prepared by PVD and CSS [36].  The major factors that prevent 

secondary grain growth during the CdCl2 treatment are high CdTe deposition 

temperature, large initial grain size, and annealing before the CdCl2 treatment [7, 29, 36]. 

 

Table 3.2: Structural changes due to CdCl2 treatment of CdTe deposited by different 

methods.  Table taken from ref [7]. 

 

  

CdCl2 treatment also considerably improves the quantum efficiency and in turn 

the photocurrent generated by the cell [28, 48].  Figure 3.2 shows that the uniformity of 

the photocurrent generated by a fixed wavelength light source (788 nm) is greatly 

increased by the CdCl2 treatment.  The overall spectral response is also significantly 

increased as shown in Figure 3.3. 

The increase in overall solar cell performance is generally seen by an increased 

short-circuit current, increased open-circuit voltage, and reduced shunting.  Figure 3.4 

shows J-V curves for three PVD CdTe solar cells.  The cell performance is drastically 
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improved from no post-deposition treatment, curve (a), to a vapor CdCl2 treatment, curve 

(c). 

 

Figure 3.2: LBIC analysis of CdTe samples with and without CdCl2 treatment showing 

changes in QE magnitude and uniformity.  Image taken from ref [28]. 
 



 

44 

 

  

 

Figure 3.3: Spectral response of CdTe solar cells with and without CdCl2 treatment.  Image 

taken from ref [49]. 
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Figure 3.4:  J-V curves for  PVD CdTe solar cells with a) no post-deposition treatment, b) 

heat treatment in air only, c) heat treatment in with CdCl2 vapor.  Image taken from ref [7]. 
 

 

 It is clear that the CdCl2 is a necessary step to create high-efficiency CdTe solar 

cells.  Also clear, is that the effects of the CdCl2 treatment on the physical and electrical 

properties of CdTe solar cells are complicated.  This situation is further complicated by 

the numerous methods in which the CdCl2 treatment is conducted and its varying effects 

depending upon the method of CdTe deposition.  Investigating and refining the process 

parameters of the CdCl2 treatment time is of great value in the effort to produce higher 

efficiency CdTe solar cells.  Experimental results and discussion of the tests described in 

Chapter 2 are presented. 
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3.2 XRD Results 

X-ray diffraction measurements were done as described in Chapter 2.  XRD 

spectra for each CdCl2 treatment are shown in Figure 3.5 along with ICDD data  for 

CdTe powder [50].  No significant changes are seen in XRD patterns as CdCl2 treatment 

is increased. 

 

Figure 3.5:  XRD of 2 min, 4 min, and 6 min CdCl2 treated samples.  Also shown is ICDD 

XRD spectra for CdTe powder. 
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Texture coefficients and lattice parameters of the CdTe layer were determined.  

Texture coefficients can be found from the following equation: 
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Where P(hi,ki,li) is the texture coefficient, I(hi,ki,li) is the intensity from the sample being 

tested, Ir(hi,ki,li) is the intensity from a perfectly random powder, and n is the number of 

peaks.  Texture coefficient values are shown in Table 3.3.  Texture coefficient values for 

a randomly oriented power have the value of 1.  A texture coefficient greater than one, 

indicates a degree of preferred orientation for that plane.  The data shows that there is 

some orientation to the (220) plane, but no significant change in the texture coefficients 

for the planes considered as CdCl2 treatment time increases. 

 

Table 3.3:  Texture coefficients for CdTe layers with different treatment times. 

 

 

Lattice parameters can be found from the Nelson-Riley method [51].  Lattice 

parameters for each treatment time are shown in Table 3.4.  These results show that there 

is no appreciable change in the lattice parameter due to extended CdCl2 treatment. 
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Table 3.4:  Lattice parameters for CdTe layers with different treatment times. 

 

 

3.3 SEM Results 

SEM images were taken as described in Chapter 2.  Figure 3.6, Figure 3.7, and  

Figure 3.8 show SEM images of cells with CdCl2 treatment times of 2, 4, and 6 minutes, 

respectively.  These images show that in comparison to the 2 minute sample, the 4 and 6 

minute samples do not show significant change in perceived grain size or microstructure. 

 

 

Figure 3.6:  SEM image of sample with 2 minunte CdCl2 treatment. 
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Figure 3.7:  SEM image of sample with 4 minute CdCl2 treatment. 

 

  

Figure 3.8:  SEM image of sample with 6 minute CdCl2 treatment. 

 

 

3.4 AFM Results 

AFM images were taken in the manner described in Chapter 2.  Figure 3.9, Figure 

3.10, and Figure 3.11 show AFM images of the CdTe layer surface for cells with 2, 4, 

and 6 minute treatment times.  These images show no major differences in the apparent 

grain size. 
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Figure 3.9:  AFM image of CdTe surface of 2 min CdCl2 treated sample. 
 

 

 

 

 
 

Figure 3.10:  AFM image of CdTe surface of 4 min CdCl2 treated sample. 
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Figure 3.11:  AFM image of CdTe surface of 6 min CdCl2 treated sample. 

 

 

3.5 J-V Results 

Current-voltage measurements were done in the same manner as described in 

Chapter 2.  The fill factor and efficiency were calculated using Equation 2-2 and 

Equation 2-3, respectively.  Numerical results of the important solar cell parameters for 

this experiment are shown in Table 3.5 and graphical results of the current-voltage 

readings are shown in Figure 3.12.   

 

Table 3.5:  Performance data for cells with 2, 4, and 6 minute CdCl2 treatment. 
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The numerical results show several trends.  The open-circuit voltage and short-

circuit current show opposite responses to increased treatment time.  The open-circuit 

voltage is initially reduced as the CdCl2 treatment time is decreased from 2 to 4 minutes, 

but increases with the 6 minute treatment.  Despite this up and down response, the open-

circuit voltages for the increased treatment times are both lower than the baseline 2 

minute treatment.  The short-circuit current increases with the lengthened treatment time 

from 2 to 4 minutes, but then drops to just below the value for the baseline treatment.  

The short-circuit current increase is fairly small compared to that of the open-circuit 

voltage decrease.  The fill factor increases as the CdCl2 treatment time is increased.   

 

 

Figure 3.12:  Current-voltage curves for cells with 2, 4, and 6 minutes CdCl2 treatments. 
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 All these values (FF, VOC, and JSC) contribute to the overall efficiency of the cell 

and the efficiency is the most important parameter because it dictates how much useful 

power can be produced of a particular cell.  The efficiency drops approximately 1% as 

the treatment is lengthened from 2 to 4 minutes and then climbs approximately 0.5% as 

the treatment time is increase from 4 to 6 minutes.  The overall effect of extended CdCl2 

treatment is reduced efficiency. 

 

3.6 TRPL Results 

Time-resolved photoluminescence measurements were conducted as discussed in 

Chapter 2.  The PL decay curve is shown Figure 3.13.  PL counts are recorded as a 

function of time for all samples.  The PL counts create a histogram that can be taken as 

the PL decay curve [19].  An exponential decay curve is fit to the initial decay of the 

curve where the highest number of PL counts occur [38]. The tail of the decay curve can 

typically be omitted from curve fitting.  The data shows slight biexponential decay where 

the PL intensity can be described by: 
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where C1 and C2 are constants.  The first term dominates the equation and the value of τ1 

is taken to be the value of the minority carrier lifetime.  The values of the above equation 

for the fitted data are shown in Table 3.6.  Although all the values for all samples are 

included in both Figure 3.13 and Table 3.6, the values of interest are those for the 2, 4, 

and 6 minute treatment times.  The results show that for increasing CdCl2 treatment times 

of 2, 4, and 6 minutes the lifetime values were 640 ps, 740 ps, and 769 ps, respectively.  
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Lifetime values are plotted as a function of CdCl2 treatment time and shown in Figure 

3.14. 

 

Figure 3.13:  Plot of TRPL data. 

 

 

Table 3.6:  Curve fitting values for TRPL data. 
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Figure 3.14:  Minority carrier lifetime as a function of CdCl2 treatment time. 

 

 

3.7 LBIC and QE Results 

Laser beam induced current and average quantum efficiency measurements were 

done as described in Chapter 2.  LBIC and QE measurements essentially measure the 

same parameter but in different ways.  The combination of both LBIC and QE can give a 

compressive summary of the photon to electron efficiency of a solar cell.  LBIC images 

are shown in Figure 3.15, Figure 3.16, and Figure 3.17.  These QE maps show some 

degree of non-uniformity.  Each cell shows several point discontinuities below the 

average efficiency, but overall there is only a slight difference in uniformity as CdCl2 

treatment is increased.   

The average cell QE values are recorded as a function of wavelength.  QE curves 

are shown in Figure 3.18.  Figure 3.18a shows the entire spectral response curve and 

Figure 3.18b shows an expanded view.  Also highlighted for reference in the QE curves 
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is a vertical line corresponding to the wavelength of 638 nm, which is the wavelength of 

the laser used in LBIC measurements.  Over the entire spectrum measured, the highest 

average quantum efficiency is achieved by the cell with a 4 minute treatment time.  Not 

very much lower is the 2 minute treated cell, followed by the 6 minute treated cell.  

Overall, the QE curves differ less than a percent.  

 

 

Figure 3.15:  LBIC developed QE map of 2 minute CdCl2 treated sample. 
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Figure 3.16:  LBIC developed QE map of 4 minute CdCl2 treated sample. 

 

 

Figure 3.17:  LBIC developed QE map of 6 minute CdCl2 treated sample. 
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Figure 3.18:  QE curves for 2, 4, and 6 minute CdCl2 treatments.  a) Shows the entire 

measure response and b) shows an expanded view of the same curves.  The vertical dashed 

line on both graphs is a reference to response at 638 nm which is the wavelength to the laser 

use for LBIC measurements. 
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3.8 Discussion 

The tests done in this study provide good insight as to the effects of the duration 

of CdCl2 treatment on CdTe/CdS solar cells.  Microstructural features were minimally 

affected by the CdCl2 treatment, while performance was significantly impacted.  Both 

microstructural and performance results are explained. 

 XRD results show that there was no appreciable change in preferred orientation or 

lattice parameter.  Both AFM and SEM images show that there is no major 

recrystallization or grain growth with extended CdCl2 treatments.  As previously stated, 

CdCl2 treatment can lead to grain growth and recrystallization depending on the method 

of depositing the CdTe layer (Table 3.1).  Studies by Moutinho et al show that when CSS 

is used to deposit CdTe films, it is typical to see no recrystallization, grain growth, or 

significant change in microstructure due to the CdCl2 treatment [29, 36, 46].  Since HPD 

deposition is very similar to CSS, it was expected to see similar results to those obtained 

with CSS. 

 The deposition of the CdTe layer on the CdS layer leads to lattice mismatch 

between the two layers.  This lattice mismatch is a proponent of in-plane stress and lattice 

strain.  The recrystallization process is directly related to the amount of lattice strain.  The 

major cause for the lack of recrystallization and subsequent grain growth is the high 

temperature of the HPD process.  High deposition temperatures lead to large initial grain 

sizes and possibly a lower concentration of defects [36, 46].  Both of these factors lead to 

smaller lattice strain energy and reduce the tendency for recrystallization and grain 

growth during the CdCl2 heat treatment.  It is also suggested that lattice strain energy may 

be further relieved by the reduction of lattice mismatch by the creation of ternary 



 

60 

 

compounds (CdTexSx-1  and CdSyTe1-y) at the CdTe/CdS junction as the result of 

interdiffusion between the two layers [52].  The creation of a CdSxTe1-x layer resulting 

from sulfur was not detected by XRD.  A study by Moutinho et al of CSS CdTe films 

using a similar CdCl2 treatment showed that the CdTe1-xSx layer was detactable by XRD 

only at temperatures above those used in this study [29].  Other studies by Moutinho et al 

show that a CdSxTe1-x was detected with PVD deposited CdTe films, but not with CSS 

deposited CdTe films [46].  It is suggested that the smaller grains created by PVD allow 

for more intragranular diffusion to create a easily detectable layer. 

While the CdCl2 heat treatment showed little change in the microstructure of the 

cells, it did have a significant impact on the device performance.  It is apparent that CdCl2 

treatment is necessary for device quality CdTe/CdS solar cells, but the performance 

results obtained show that this process is quite sensitive to CdCl2 deposition time.  J-V 

results clearly show decreased performance as CdCl2 treatment time is increased.  The 2 

minute baseline treatment yielded the best device performance.  The mixed response of 

the solar cell parameters (Table 3.5) suggests that there may be complex competing 

effects at work.   

Measurements of the minority carrier lifetime showed increasing values as CdCl2 

treatment time was increased.  The primary goal of increasing the carrier lifetime is to 

reduce recombination of forward-bias-injected carriers and ultimately increase the open-

circuit voltage [53].  Previous studies by Metzger et al [38] have shown that there is a 

strong correlation between carrier lifetime and open-circuit voltage.  Figure 3.19 shows a 

plot of open-circuit voltage as a function of lifetime.  There is a clear trend that as 

lifetime increases the open-circuit voltage increases as well.  This combined with the 
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result of increased lifetime with increased CdCl2 treatment time suggests that increasing 

CdCl2 treatment time would increase the open-circuit voltage in this study.  However, 

this was not the case.  Experimental results showed that extended CdCl2 treatment 

reduced the open-circuit voltage.  While this result is not what was expected, it is not 

unreasonable.  Open-circuit voltage is controlled by numerous variables.  These variables 

include shunt resistance, series resistance, interface charge and recombination, grain 

boundary charge and recombination, defects, recombination within the grains, S and Te 

interdiffusion, CdS thickness, and others.  Since all these variables are closely 

interconnected, it is virtually impossible to change one and not affect the others. 

  

 

Figure 3.19:  Relationship of open-circuit voltage and minority carrier lifetime for CdTe 

cells.  Data points that are solid represent cells with no CdCl2 treatment.  Image taken from 

ref [38]. 

 

Sulfur diffusion plays a major role in final device performance as well as affects 

many of the previously mentioned variables contributing to open-circuit voltage.  Sulfur 
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diffuses from the CdS layer occurs primarily during the CdCl2 treatment.  Figure 3.1 

clearly shows sulfur diffusion at the junction of CdTe films with CdCl2 treatments done 

by Metzger et al that are similar to those carried out in this study [8].  As mentioned 

previously, this interdiffusion produces a CdTe1-xSx alloy at the junction.  This alloying at 

the junction can lead to the formation of a reduced band gap layer that is possible reason 

for reduced device performance [31, 32].  If the sulfur content varies throughout the 

thickness, and sulfur has strong effects on device properties, such as carrier lifetime, then 

these properties vary through the thickness as a function of sulfur content. 

A similar study was done at CSU to determine the effects of increased CdCl2 

deposition time (Table 3. 7).  The CdCl2 deposition was varied in the same way as in this 

study but other process parameters were different.  These results show slightly higher 

performance values, but the overall trend of decreased performance with in increased 

CdCl2 treatment is similar.  

Table 3. 7:  J-V results from a similar study done by at CSU. 

 

Potter et al has also shown decreased CdTe device performance with increasing 

CdCl2 annealing [31].  These results are displayed in Table 3.8 and show that there is an 

initial increase in device performance from no treatment to a ten minute anneal, but as 

treatment time increases, device performance, including the open-circuit voltage, 

decreases.  Potter et al suggest that a possible reason for reduced performance with 
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increased annealing is the formation of low bandgap CdTe1-xSx layer resulting from S 

diffusion from the CdS layer. 

 

Table 3.8:  Device performance values with increased CdCl2 anneal time [31]. 

 

The amount of sulfur diffusion and content is a key to improving lifetime and has 

strong effects in many other areas of the device performance.  The source of sulfur that 

diffuses into the CdTe has been shown to come only from the CdS layer and not from 

other material impurities [11].  Sulfur diffusion and subsequent CdTe1-xSx formation at 

the junction also leads to thinning of the CdS layer [32, 52].  Sulfur diffusion likely 

occurs along grain boundaries [7, 8, 38] which means that CdS thinning could be non-

uniform.  Thinning of the CdS layer can produce a weak diode and can lead to reduced 

open-circuit voltage as shown in Figure 3.20.  The curves in Figure 3.20 show very 

similar trends to J-V data for this study.  As the CdS layer is thinned, the short-circuit 

current increases but the open-circuit voltage decreases.  This could also be a reason for 

reduced performance. 
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Figure 3.20:  J-V curves for CdTe solar cells with different CdS layer thicknesses.  Image 

taken from ref [54]. 

  

Quantum efficiency results show some differences with CdCl2 treatment time as 

well.  While there is some inconsistency between the 2 and 4 minute treatments, the 6 

minute treatment shows a decrease in performance.  Values of short-circuit current 

appear to scale with the average QE values.  The 4 minute treatment has the best overall 

spectral response and as a result the best short-circuit current value.  All three treatments 

show an increase in QE with increased wavelength.  Alloying at the junction and bandgap 

reduction can lead to higher long wavelength QE values, which are seen in this study [7].  

There are many factors that can hinder photon penetration and absorption by the CdTe 

layer.  Figure 3.21 shows various QE loss mechanisms that affect CdTe solar cells. 

 LBIC images show the uniformity of the QE response (Figure 3.15, Figure 3.16, 

Figure 3.17).  The several point defects that are visible may be the result of inclusions 

produced during cell fabrication [55].  All three treatment times show some degree of 

nonuniformity.  This could be the result of non-uniform diffusion of sulfur from the CdS 

layer which is aided by the CdCl2 treatment [48].  The non-uniform diffusion of sulfur 

from the CdS layer leads to a non-uniform thickness of the CdS layer.  CdS thinning can 
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lead to better photon transmission to the CdTe layer, but excessive thinning leads to non-

uniform diode quality, reduced photocurrent, and shunting. 

 

Figure 3.21:  Graph of QE versus wavelength showing different photon losses.  This 

particular CdTe cell suffered considerably from losses but provides a good example of the 

different loss mechanisms.  Image taken from ref [7]. 

 

3.9 Conclusion 

Extended CdCl2 treatment had little effect on the microstructural properties of the 

solar cells in this study.  This was due to the method of CdTe deposition.  The high 

deposition temperatures used in HPD allow for large grains to form with low lattice strain 

energy which essentially prevents recrystallization and further grain growth. 

Extended CdCl2 treatment did have a significant effect on the performance of the 

solar cells in this study.  Lengthening the CdCl2 treatment beyond the 2 minute baseline 

treatment had mixed effects on the major solar cell parameters (VOC, JSC, FF, η), but the 
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overall effect was negative.  Minority carrier lifetime values increased with CdCl2 

treatment time increased while open-circuit voltage and overall efficiency decreased.  An 

explanation for this decreased performance is thinning of the CdS layer by diffusion of 

sulfur into the CdTe layer and the formation of a lower bandgap CdTe1-xSx alloy at the 

junction.  Similar to other studies, a CdTe1-xSx was not detected with XRD, despite the 

fact that sulfur diffusion is shown to occur during the CdCl2 treatment.  While, a 

moderate amount of CdS thinning can increase photon transmission, an excessive amount 

leads to poor diode properties.  The LBIC images suggest a small degree of non-uniform 

photocurrent production which supports non-uniform sulfur diffusion and CdS thinning.   

In order to better understand the mechanisms at work, further study with a larger 

number of samples and shorter treatment time increments is recommended.  It is clear 

that the extended CdCl2 treatment in this study decreased overall cell performance and 

the baseline 2 minute treatment yielded the best performance.  In order to better 

understand the mechanisms effecting device performance and attempt to verify 

assumption made, solar cell modeling was employed. 
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CHAPTER 4:     Modeling CdTe/CdS Solar Cells  

 

4.1 Introduction 

 In the past several decades, numerical modeling has become a necessary tool for 

scientists and engineers.  The ability to model complex problems gives the freedom to 

explore different scenarios without doing costly experiments or building expensive 

prototypes.  Numerical modeling of photovoltaic devices is a very useful tool for 

investigating issues related to solar cell structure and performance.  Some of the 

necessary capabilities of a solar cell modeling program are listed in Table 4.1.     

 

Table 4.1:  Various issues that a solar cell simulation program should address [56]. 
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Modeling in this study was performed using AMPS (Analysis of Microelectronic 

and Phontonic Structure) [57] and SCAPS (Solar cell CAPacitence Simulator) [58].  

Both of these programs are intended for one dimensional modeling of multi-layered solar 

cell devices.  AMPS was developed by Stephen Fonash of Pennsylvania State University.  

It allows for up to 30 independent layers to be modeled.  It solves problems by dividing 

the device into grid points and  simultaneously solving the steady state semiconductor 

equations at each grid point [59].  It is a fairly simple program to use and allows for 

multiple problems to be worked simultaneously. It is also possible to simulate graded 

layers in AMPS, but it involves incrementally changing material properties over a 

number of separate layers.  Some of the drawbacks of this program are that grid sizes are 

somewhat limited, which can hinder modeling devices with a large number of layers and 

it takes relatively long time to solve problems compared to similar programs.  SCAPS 

was developed by Marc Burgelman at the University of Gent.  It was primarily designed 

for modeling CdTe and CIGS devices.  It allows for up to 7 layers to be modeled with 

interface properties between each layer and it allows for graded layer properties to be 

used. 

The primary reasons for modeling solar cells are investigating the feasibility of 

suggested physical explanations of cell performance, predicting the effect of changes in 

material properties and geometry on cell performance, and correlating modeling results to 

experimental results [60].  One of the difficulties of modeling solar cells is producing an 

initial model as starting point for further investigation.  Fortunately, a set of baseline 

parameters for modeling CdTe solar cells has been developed [60].  The baseline 

parameters used for this study can be seen in Appendix A.  The strategy of modeling is to 



 

69 

 

fix a set of accepted device parameters and then begin to vary and investigate the effects 

of other parameters separately.  This strategy was used in this study.  Modeling was done 

to investigate the experimental data that was presented in Chapter 3.  The goal for each 

model was to gain more understanding of the mechanisms that effect performance by 

isolating the effects of specific device parameters and not necessarily attempting to 

exactly match the measured results.  Since there are a fairly large number of variables and 

resulting device scenarios, those that readily apply to the experimental data were 

investigated.  The variables that are investigated in this modeling study are minority 

carrier lifetime, CdS layer thickness, and the role of a low bandgap CdTe layer. 

 

4.2 Modeling Results 

The results from Chapter 3 show that even though minority carrier lifetime values 

increased overall device performance decreased.  Modeling was used to better understand 

how and to what degree increased minority carrier lifetimes effect performance.  The role 

of minority carrier lifetime with respect to device performance was also modeled in two 

parts.  The first was simulating a large range of lifetime values, ranging from 0.001 ns to 

1000 ns.  This was done to get a broad picture of how lifetime values affect device 

performance.  The baseline model was used and only lifetime values were changed.  

Numerical performance values are shown in Table 4.2 and current-voltage curves are 

shown in Figure 4.1.  As expected, these results clearly show that as lifetime is increased 

performance increases.  The largest performance gains are seen as the lifetime is 

increased from 0.001 ns to 1 ns.  Above 1 ns the performance still increases but appears 
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to reach a maximum.  When the lifetime is increased from 100 ns to 1000 ns there is 

virtually no change in performance. 

 

Table 4.2:  Performance values for large range of minority carrier lifetime values. 

 

 

Figure 4.1:  Current-voltage curves for a large range of minority carrier lifetime values.  

The curves for 100 ns and 1000 ns are labeled together because there is essentially no 

difference between them. 
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Another set of models was done for lifetime values equal to those measured in 

Chapter 3 to show to what degree performance would increase if only lifetime was 

improved.  Numerical performance values are shown in Table 4.3 and current-voltage 

curves are shown in Figure 4.2.  Just as in previous set of models with a wide range of 

lifetimes, performance increased with increasing lifetimes, but this time on a smaller 

scale.     

 

Table 4.3:  Performance values for measured minority carrier lifetimes. 

 

 

 

Figure 4.2:  Current-voltage curves for measured minority carrier lifetimes.   
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In Chapter 3 it is also suggested that a possible reason for performance change 

was related to thinning of the CdS layer due to sulfur diffusion and the creation of a low 

bandgap CdTe layer.  The effect of the CdS layer thinning alone was first investigated.  

The baseline model was run with a range of CdS layer thicknesses ranging from 0.05µm 

to 0.25µm.  Numerical values for each thickness are shown Table 4.4 and current-voltage 

curves are shown Figure 4.3.  These results clearly show an increase in performance as 

the CdS layer thickness decreases.  Open-circuit voltage is nearly constant while the 

short-circuit current steadily increases as the thickness decreases. 

 

Table 4.4:  Performance values for varied CdS thickness models. 
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Figure 4.3:  Current-voltage curves for varied CdS thickness models. 

 

Models were then made simulate the formation of a lower bandgap CdTe layer 

resulting from sulfur diffusion from the CdS layer.  Figure 4.4 shows the change in 

bandgap of CdTe as sulfur content is increased.  The value of the lower bandgap that is 

used is 1.4 eV, which corresponds to CdTe0.75S0.25 [31, 61].  The bulk CdTe layer remains 

at the baseline value of 1.5 eV. 
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Figure 4.4:  Bandgap change of CdTe1-xSx based on sulfur content.  Image taken from ref 

[61]. 

 

The different device structures that were modeled are shown in Figure 4.5.  They 

are made to represent the formation and continued growth of a low bandgap CdTe layer 

as CdCl2 treatment is increased.  Table 4.5 shows performance data for models with 

different thickness of the low bandgap CdTe layer and J-V curves are shown in       

Figure 4.6.  These results show that overall performance is steadily reduced as a result of 

the introduction and growth of a low bandgap CdTe layer.  Figure 4.7 shows both JSC and 

VOC as functions of the low bandgap CdTe layer thickness.  The VOC steadily decreases 

while the JSC decreases and then begins to increase. 
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Figure 4.5:  Thicknesses of CdS and low bandgap CdTe layers.  (a) baseline case, (b) 

represents the formation of the low bandgap CdTe layer, and (c) represents the growth of 

the low bandgap CdTe layer with increasing CdCl2 treatment.  Not to scale. 

 

 

Table 4.5:  Performance values for different thicknesses of the low bandgap CdTe layer. 
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Figure 4.6:  Current-voltage curves for different thicknesses of the low bandgap CdTe 

layer. 

 

 

Figure 4.7:  Changes in VOC and JSC with different thicknesses of the low bandgap CdTe 

layer. 
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4.3 Discussion 

The experimental results recorded and discussed in Chapter 3 show several trends 

that were investigated with modeling.  As CdCl2 treatment time is increased, minority 

carrier lifetime increased while overall performance decreased.  It was also suggested that 

extending the CdCl2 treatment time leads to excess sulfur diffusion which promotes 

thinning of the CdS layer and formation of a low bandgap CdTe layer.  To investigate 

these trends and hypotheses, each was investigated separately to understand the 

individual effects.   

The effects of increased lifetime values alone were very clear and not surprising.  

Models did show that in range of lifetime values seen experimentally, the benefits of 

increased lifetime are somewhat small.  If performance is to be significantly increased, 

the increase in lifetime values would need to higher.  This means that positive effects of 

increased lifetime can easily be outweighed by other detrimental effects. 

Another set of simulations were done to model the formation and growth of a low 

bandgap CdTe layer resulting from sulfur diffusion and thinning of the CdS layer.  

Thinning of the CdS layer alone, showed that JSC was steadily increased as the CdS layer 

is thinned.  It must be noted that the model assumes a perfectly uniform CdS layer.  In the 

actuallity, the CdS layer is not perfectly uniform.  Therefore, the model will continue to 

show increased JSC to very thin CdS layers, while in an actual solar cell, layers this thin 

would be subject to shunting and poor diode quality.  

 When the low bandgap CdTe layer was added, the results showed that as the 

layer formed and increased, overall performance decreased.  All of the solar cell 

parameters steadily decreased, except the JSC.  The JSC values decreased until the low 
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bandgag CdTe layer reached about 50 nm and then began to increase.  It is important to 

keep in mind that as the low bandgap CdTe layer is growing the CdS layer is being 

thinned.  It seems that there is balance between negative effect of the increased low 

bandgap CdTe layer and the positive effects of the thinning of the CdS layer.  This model 

behavior is similar to the measured values of JSC, where the values rise and fall with 

extended CdCl2 treatment.  These modeling results support the assumption of the 

formation of low bandgap CdTe layer a reason for decreased performance with increasing 

levels of CdCl2 treatment. 

 

 

4.4 Conclusion 

The aim of the modeling done in this study was not to exactly replicate the 

experimental results, but to further investigate the validity of the assumptions for 

decreased performance in Chapter 3.  Modeling the effects of changing material 

properties separately helps to differentiate the effects.  It was shown that increasing 

lifetime alone raises solar cell performance, but also that the benefits of the lifetime 

increases of those measured are small in comparison to other detrimental effects.  

Thinning of the CdS layer thickness also increases device performance primarily with 

elevated short-circuit current values, but perfectly modeled CdS layers may not represent 

real world effects.  The effect of a low bandgap CdTe layer formation and growth is 

reduced overall performance. 
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APPENDIX A:     Baseline Modeling Properties 

 

Source: Gloeckler et al [60] 


