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ABSTRACT 

THE DYNAMICS OF MCS MESOIIlGHS Al\l) WAKE LOWS 

MCS mesohighs and wake lows were simulated using a simple dynamical system 

in which the only forcing was the lower-tropospheric cooling associated with stratiform 

precipitation, and the response consisted entirely of buoyancy waves. The simulated 

mesohighs and wake lows resemble those observed in nature-their thermodynamic and 

kinematic structures, their positions relative to the forcing, and their life cycles are all 

realistic. When the forcing was steady and moved at a constant speed the mesohigh-

wake-low response quickly approached a steady state. The steady-state response to the 

stratiform forcing is shown to be more intense than that associated with convective 

forcing, because the buoyancy-wave speed of the former is closer to the speed at which 

MCS's move. I conclude that MCS mesohighs and wake lows are a quasi-steady-state 

buoyancy-wave response to the lower-tropospheric cooling associated with stratiform 

precipitation. 
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Chapter 1 

INTRODUCTION 

1.1 Background 

Much of the springtime rai over the central United States comes from mesoscale 

convective systems (MCS's) that contain both vigorous convection and stratiform 

precipitation (Houze et al. 1990). \Vithin these systems the convection is often confined 

to a propagating band or squall line which is trailed by the stratiform precipitation. 

Hereafter we refer to an MCS with this organization as a squall system. This paper 

discusses two surface-pressure features that occur frequently in squall systems and other 

MCS's-the mesohigh and the wake low (e.g. Fujita 1955, Pedgley 1962, Johnson and 

Hamilton 1988). Figure 1.1 shows their typical position in a mature squall system. The 

mesohigh lies beneath the convective line and the wake low trails the stratiform region. 

Mesohighs and wake lows are of more than academic interest. The intense pressure 

gradients which accompany them have been known to produce severe winds over land 

(Schmidt and Cotton 1989, Loehrer and Johnson 1995) and gale-force winds over water 

(Ely 1982), and they were probably responsible for severe wind shear which nearly 

caused a plane crash at Dallas-Fort Worth International Airport (Meuse et al. 1996). 

Mesohighs and wake lows evolve during an MCS's lifetime. Using observations of 

several squall systems over the central United States, Fujita (1955, 1963) identified five 

stages in the life-cycle of a squall system and provided typical surface-pressure traces for 

each of these stages (Figure 1.2). Although these traces indicate how surface pressure 
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changes with respect to time at a point fixed in space, for a system which evolves slowly 

as it passes the point the traces also approximate the spatial variation of surface pressure. 

A weak mesohigh forms during the initiation stage, and it grows larger than 100 km by 

the development stage. Showers reach their maximum intensity during the mature stage 

and the wake low forms behind them. During the dissipation stage the precipitation and 

the mesohigh diminish, but the wake low reaches its maximum intensity. Finally, the 

wake low fills during the remnant stage. Pedgley (1962) observed a similar life cycle 

within squall systems over Great Britain, and Johnson and Hamilton (1988) also observed 

a squall system whose surface-pressure features exhibited this life cycle. 

The structure of surface pressure within MCS's is closely related to the pattern 

precipitation. Loehrer and Johnson (1995) examined this relationship for sixteen MCS's 

which passed over the central United States during May and June 1985. They 

constructed schemata for two radar-reflectivity patterns identified by Houze et al. ( 1990) 

(Figure 1.3). For the symmetric MCS the enhanced stratiform precipitation lies directly 

behind the convective line. For the asymmetric system the stratiform region is displaced 

to the left of the direction of propagation. For both systems the mesohigh lies ahead of 

the stratiform region, and the wake low trails the stratiform region. 

Both the mesohigh and the wake low are primarily hydrostatic in nature. Above 

the mesohigh the lower troposphere is cool and dense (Fujita 1959, Johnson and 

Hamilton 1988, Smull and Jorgensen 1990) and its excess weight per area accounts for 

most of the pressure surplus (Fujita 1959). This coolness has been attributed to the 

evaporation, melting and sublimation of hydrometeors (Fujita 1959, Zhang and Gao 

1989, Gallus 1996). While such phase changes of atmospheric water cool air locally, 

they also cause air parcels to become negatively buoyant, to descend, and to transport the 

coolness downward (e.g. Rotunno et al. 1988). Gallus and Johnson (1991) measured the 

net low-level cooling resulting from all of these processes both in the convective line and 

the stratiform region of a squall system. They found that while there was cooling in both 
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places, the stratiform cooling was deeper and more intense. Other factors which may 

contribute to the mesohigh include the weight of hydrometears (Sanders and Emanuel 

1977) and dynamic pressure (Schaffer 1947). 

Above the wake low the lower troposphere is warm, and its deficit in weight per 

area approximately equals the pressure deficit (Williams 1963, Johnson and Hamilton 

1988, Johnson et al. 1989, Stumpf et al. 1991). The lower troposphere is usually also dry, 

so that profiles of temperature and dewpoint outline the shape of an onion (e.g. Figure 

1.4). There is a consensus that the warmth and dryness result from subsidence, but 

researchers have differing ideas on the cause of this subsidence. Miller and Betts ( 1977) 

suggested that the subsidence is dynamically driven by the spreading of cool air near the 

surface. Johnson and Hamilton (1988) connected the subsidence to rear inflow into the 

system. Zhang and Gao (1989) called the wake low an "end product of a chain of 

complicated dynamic reactions" associated with latent cooling. Schmidt and Cotton 

(1990) attributed the subsidence and warming to buoyancy-wave (gravity-wave) 

circulations. Gallus (1996) showed that microphysical processes within the stratiform 

region alone could generate strong subsidence, but only when the precipitation rates were 

prescribed to decrease with time did the subsidence generate significant low-level 

warming. While these studies do not clarify the dynamics of wake lows, it is clear that 

stratiform precipitation plays an important role in their formation as is indicated by the 

schemata of Loehrer and Johnson ( 1995) (Figure 1.3). 

1.2 Motivation 

While previous studies have provided much informatioo about MCS mesohighs 

and wake lows, their description of these surface-pressure features is still lacking. Not 

only do they fail to explain the dynamics of the wake low, they also leave questions 

pertaining to the mesohigh unanswered. For example, why is the maximum surface 

pressure found ahead of and not beneath the stratiform region where the low-level cooling 
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is the most intense? It turns out that much of the structure of both the mesohigh and the 

wake low may be interpreted as a buoyancy-wave response to the low-level cooling 

produced by stratiform precipitation. This paper contains numerical simulations which 

illustrate this idea and a mathematical derivation of the mesohigh-wake-low response. 

Chapter 2 describes the dynamical system on which the numerical simulations are based, 

Chapter 3 discusses the simulations, Chapter 4 contains the derivation, and Chapter 5 

summarizes this paper. 
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Figure 1.1. Schema of a mature squall system (from Johnson and Hamilton 1988). Sur-

face pressure is contoured, vectors represent surface wind, and significant regions of pre-

cipitation are stippled. 
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Figure 1.2. Surface-pressure traces for five stages of a squall system (from Fujita 1955). 

Stage 1 is the initiation stage, stage 2 is the development stage, stage 3 is the mature 

stage, stage 4 is the dissipation stage and stage 5 is the remnant stage. 
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Figure 1.3. Schemata of symmetric and asymetric mesoscale convective systems. Levels 

of shading denote increasing radar reflectivity, surface pressure is contoured with a 1 hPa 

interval, and vectors represent surface winds (from Loehrer an:i Johnson 1995). 
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Figure 1.4. Temperature (solid) and dew point (dashed) above Wichita, Kansas at 0624 

UTC 11 June 1985 (from Johnson and Hamilton 1988). 

8 



Chapter 2 

THE DYNAMICAL SYSTEM 

The numerical simulations presented in this paper are solutions to the irrotational 

Boussinesq equations linearized about a basic state of rest with a rigid upper boundary. 

This system, which was selected for its simplicity, supports simulations which are easily 

interpreted both physically and dy amically. It does, however, have several limitations 

that are discussed in this chapter. In order to illustrate these r mitations we first carry out 

a preliminary simulation of the atmospheric response to the low-level cooling produced 

by stratiform precipitation, and then test the sensitivity of that response to modifications 

in the dynamical system. 

2.1 A preliminary simulation 

Consider the two-dimensional version of the system: 

du l dp 
-+--=0 
dt Po dx 

_l dp = b 
Po dz 

du dw 
-+-=0 
dx dz 
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where tis time, x denotes horizontal position, z is height, u and ware velocities in the x-

and z-directions respectively, g is gravity, p0 is density, p is perturbation pressure, b is 

perturbation bouyancy, N is the buoyancy frequency and Q is the thermal forcing. Hav-

ing a rigid upper-boundary requires that O z H and that w vanishes at z = 0 and 

z = H where His the height of the boundary. We set H = 4 km, N = 0. Ols-1 and 

Po = 1. 0 kg m-3 • 

We define the thermal forcing (Figure 2.1) to resemble the low-level cooling 

associated with the stratiform region of a squall system (e.g. Gallus and Johnson 1991): 

Q(x, z, t) = Q0 Qx(x) sin(m0z) Q,(t) (2.5) 

where Q0 =-1. 99 x 10-'m s-3
, Q, = exp[-(~ J} m0 = ; . Q, = I fort,; 2 hand 

Q, = 0 fort> 2 h, and r = 75 km. This forcing represents only a portion of the forcing 

associated with squall systems. Typically there is also heating through the depth of the 

troposphere in the vicinity of the convective line and heating in the upper troposphere in 

the stratiform region. These heatings appear to have less of an impact on surface-

pressure structure within MCS's than stratiform cooling does. In Chapter 4 we discuss 

why the deep convective heating is less important. We neglect the upper-tropospheric 

stratiform heating because at least initially, the effects of this heating are confined to the 

upper-troposphere. 

Before solving (2.1-2.4) we simplify the system algebraically. Combining 

(2.2-2.4) we eliminate band w: 

a a2 p 2 au aQ 
---poN -=po-at az2 ax az 

Next we assume that u and p have the following forms: 

u(x, z, t) = -u(x, t) cos(m0z) 

(2.6) 

(2.7) 



p(x, z, t) = -p(x, t) cos(m0z) 

Substituting into (2.1) and (2.6) using (2.5) and (2.7-2.8) yields: 

aa 1 aµ -+--=0 at Po ax 

dp PoN2 du Po " -+---=-Q at ma2 ax mo 

(2.8) 

(2.9) 

(2.10) 

where Q(x, t) = Q0 Qx(x) Q,(t). We further simplify (2.9-2.10) by defining the following 

non-dimensional variables: 

, 1 
X =-X [x] 

N 
t'=-- t 

m0 [x] 

,., mo ,. 
u =-u 

N 

m2 
A/ 0 A 

P =-N2 P Po 

", m/[x] ,. 
Q = N3 Q 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

where [x] is an arbitrary unit of distance ([x] = 75 km for this section). Substituting 

(2.11-2.15) into (2.9-2.10) yields: 

(2.16) 
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(2.17) 

We have reduced the system to the non-dimensional irrotational shallow water equations. 

We solve (2.16-2.17) numerically using leapfrog time-differencing (f!..t' = 0. 05) 

and centered, forth-order spatial differencing (f!..x' = 0. 1). Using (2.2), (2.4), (2.7-2.8), 

(2.11-2.14) and the boundary condition for w at z = 0, we express solutions to (2.1-2.4) in 

terms of solutions to (2.16-2.17): 

u'N 
u = - -- cos(m0z) 

mo 

f/poN 2 
p = - --- cos(m0z) 

mo2 

A/N2 
b = _P_ sin(m0z) 

mo 

N aa' . 
w = -- ::-.x sm(m0z) 

ma2[x] o 

Notice that (2.21) is also consistent with the boundary condition for w at z = H. 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

The thermal forcing generates a cool anomaly with a matching vertical structure 

(Figure 2.2(a), top). After two hours of forcing this anomaly has grown to be 300 km 

across. When the forcing ends the anomaly divides in two, and each of the resulting 

anomalies propagate away (Figure 2.2(a), bottom). The perturbation pressure is positive 

below each cool anomaly and negative above each anomaly (Figure 2.2(b)). Before the 

forcing ends, the pressure gradient accelerates winds away from the forcing below 2 km 

and towards the forcing above 2 km (Figure 2.2(c), top). The forcing generates 

subsidence in its vicinity and a region of rising motion to each side of the subsidence 
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(Figure 2.2(d)). 

The atmospheric response to the thermal forcing may be interpreted in terms of 

wave dynamics. The forcing generates two buoyancy-waves, one which propagates 

eastward and one which propagates westward. Within the eastward-propagating 

(westward-propagating) wave, the perturbation in pressure is in (n- radians out of) phase 

with the perturbation in wind. Bot waves have a phase speed of one non-dimensional 

unit of velocity, or 13 m s-1• 

2.2 Nonlinear terms 

One of the limitations of the system (2.1-2.4) is that it neglects nonlinear terms 

which represent the advection of perturbation buoyancy and perturbation wind. In this 

section we estimate the magnitude that these terms would have in a nonlinear simulation. 

The following two equations are nonlinear counterparts to (2.1) and (2.3): 

au au au 1 ap 
-+u-+w-+--=0 
dt dx dz Po dx 

(2.22) 

db db db 2 -+u-+w-+wN =Q 
dt dx dz 

(2.23) 

Together with (2.2) and (2.4) these equations form a closed system. In deriving (2.23) we 

have assumed that the perturbation potential temperature is much smaller in magnitude 

than the basic state potential temperature. While the only way to rigorously test the 

importance of the nonlinear t.,rms is to numerically solve these equations, we can calcu-

late their magnitude within the preliminary simulation. Such a calculation shows to what 

extent the linear terms excite the nonlinear terms . After two hours of forcing the horizon-

tal and vertical advection of perturbation wind each are about one-third as intense as the 

pressure gradient field (Figure 2.3). The vertical advection of perturbation bouyancy is 
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also about one-third as intense as the vertical advection of the basic state buoyancy (Fig-

ure 2.4) whereas the horizontal advection of buoyancy is negligible (not shown). 

Does neglecting nonlinear terms which have one-third the amplitude of the linear 

terms present a problem? Probably not. Since the nonlinear terms are relatively small 

they probably do not significantly change the interactions between the linear terms within 

the nonlinear system. In other words we expect the nonlinear system to support 

buoyancy waves similar to those seen in the preliminary simulation, and the linear 

simulation may be interpreted as a filtered version of the nonlinear simulation. 

2.3 The upper boundary 

A second limitation of the dynamical system is that it has a rigid upper boundary, 

unlike the real atmosphere which is unbounded. In this section we examine how 

removing this upper boundary alters the preliminary simulation. 

In section 2.1 we reduced the dynamical system (2.1-2.4) to shallow water 

equations. This is possible when the thermal forcing has the form: 

Q(x , z, t) = Q(x, t) sin(mz) (2.24) 

where m = : and j is an integer. This restriction on m forces w to vanish at the height 

of the rigid lid, so when the rigid lid is removed (2.1-2.4) may be reduced to shallow 

water equations when the forcing satisfies (2.24) and m is any real number. Hereafter we 

refer to a solution associated with a forcing which satisfies (2.24) as a vertical mode with 

wavenumber m. When the atmosphere is unbounded a thermal forcing which satisfies 

(2.24) is unrealistic; it does not vanish as z oo. So how do we model the atmospheric 

response to a realistic forcing which vanishes above a certain height? We approximate 

the forcing as a sum of functions whose form is given by (2.24) and use shallow water 

equations to solve for the portion of the response associated with each term in the sum. 

14 



Consider the thermal forcing which is defined by (2.5) for z H and is zero for 

z > H. Let Q(z) denote the vertical structure of this forcing and let h be as follows: 

j 
Q(z) for z 0 

h(z) = 
-Q(-z) for z < 0 

We rewrite h using a Fourier integral (Papoulis 1962): 

h(z) L l {1,-,-,' h(z') dz'} e'"" dm 

Since h is an odd function (2.26) reduces to: 

2 
00

{

00 

} h(z) = ,. I I sin(mz') h(z') dz' sin(mz) dm 

We approximate the in egrals in (2 .27) with Riemann sums: 

200{00 } h(z) "" ,. _ti sin[(jL\m)(kL\z)] h(kl\z) L\z sin[(jl\m)z] L\m 

where L\m and L\z are small positive numbers. Noting that h ~z) = Q(z) for z 0 we 

rewrite (2.28) obtaining the desired form for Q: 

where a i is defined as follows: 

00 
Q(z) "" L a i sin[(jl\m)z] 

j=I 

2L\m 00 

a i = - L sin[(jL\m)(kL\z)] h(kAz) L\z 
1r k=I 

(2.25) 

(2.26) 

(2.27) 

(2.28) 

(2.29) 

(2.30) 

The accuracy of this approximation depends on L\m and L\z. For our purposes L\m = 7i 
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and 6z = 20 m and we retain 200 terms in the sum. The resulting approximation of Q 

and a i for j = 1, 2, ... , 200 are shown in Figure 2.5. Between O and 8 km the difference 

between the exact and approximate Q is almost imperceptible. There are, however, sig-

nificant errors near a height of 80 km and above. Because only a finite number of modes 

are included in the approximation, the approximate Q is periodic with a wavelength of 

21r 
6

m = 80km. These errors are not a concern to us, because their effects do not reach the 

lowest 8 km of the atmosphere during the simulation presented here. 

We solve (2.1-2.4) by summing the solutions associated with each term of the sum 

in (2.29). We construct the solution associated with the jth term by setting 

Q = a; exp [-(; J] and m = j !wi, solving (2.16-2.17) using the same differencing 

methods as before, and then substituting into (2.18-2.21) (replacing m0 with m ). 

Below 3 km the temperature, pressure and wind fields are similar to those in the 

previous simulation both in structure and magnitude (Figure 2.6(a-c)). The vertical-

motion field has a similar pattern, but is much less intense (Figure 2.6(d)) . Between 3 

and 4 km all fields differ from those in the previous simulation. The perturbation 

temperature becomes positive near 4 km, and pressure and wind perturbations have the 

same sign but are much weaker. Above 4 km anomalies in all fields radiate up and away 

from the forcing. 

Our method of solving (2.1-2.4) provides a physical interpretation of the 

similarities and differences between the two simulations. In the first simulation the 

forcing excites a single vertical mode in the form of two buoyancy waves. In the second 

simulation the forcing excites a continuum of vertical modes, and each comprises two 

buoyancy waves. The phase speed of the buoyancy-wave pair is inversely proportional to 

the wave number of the mode, so the wave pairs disperse. Those modes whose vertical 

wave number is close to that of the heating (j = 10, Figure 2.5, top) are excited the most 
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and their net contribution to the atmospheric response resembles a horizontally-smoothed 

version of the single-mode response in the first simulation. This smoothing most strongly 

modifies the vertical motion field because its features have the smallest horizontal scale. 

Pandya et al. (1993) provided an analytical solution to (2.1-2.4) for a thermal 

forcing that was 10 km deep and entirely positive. Their solution for the unbounded 

atmosphere compared less favorably to the corresponding solution for the bounded 

atmosphere (Nicholls et al. 1991). To understand this difference we consider the ratio of 

the horizontal scale of the response to that of the forcing for the two sets of simulations. 

For the simulations conducted by Pandya et al. (1993) and Nicholls et al. (1991) the 

forcing had a radius of 10 km, and after two hours of forcing the response had a radius of 

about 240 km, so this ratio was about 24. For the simulations presented here after four 

hours the ratio is about 4. This ratio provides a relative estimate of the dispersion of the 

vertical modes which comprise the solution for the unbounde atmosphere. Thus for the 

simulation presented here there was about one-sixth as much dispersion, and much less 

distortion of the bounded solution. We conclude that as long as the ratio of scales is 

sufficiently small, using a rigid upper-boundary allows for simple, somewhat realistic 

simulations of the atmospheric response to convection. 

2.4 The Coriolis force 

A third limitation of the dynamical system is that it neglects the Coriolis force. In 

this section we examine how including this force alters the preliminary simulation. 

The rotational version of (2.1-2.4) is as follows: 

au 1 clp 
--Jv+--=0 at Po dX 

dV 
-+fu=O clt 
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_1 ap = b 
Po az 

au aw 
-+-=0 ax az 

(2.33) 

(2.34) 

(2.35) 

where v denotes velocity in they-direction, f (9. 35 x 10-5 s-1) is the Coriolis parameter 

and the other variables are as before. We solve (2.31-2.35) by reducing the system to the 

rotational non-dimensional shallow water equations and then solving them using the same 

N 
differencing methods as before, except here we set [x] = -- or 136 km (one Rossby 

mof 

radius), !l.x' = 0. 05 and !l.t' = 0. 025. 

After two hours of forcing the fields of perturbation temperature, pressure and 

zonal wind are nearly identical to those in the preliminary simulation (Figure 2.7(a-c)). 

At four hours there are some differences--the buoyancy waves are slightly less intense, 

and perturbations in temperature and pressure remain in the vicinity of the forcing. These 

differences may be understood in terms of geostrophic adjustment theory (e.g. Holton 

1992). Within the irrotational system the forcing excites only buoyancy waves, but 

within the rotational system there are both buoyancy waves and a balanced response. 

Since the radius of the forcing is about half of a Rossby radius, and its duration is only 

two-thirds of an inertial period, the balanced response is weaker than the buoyancy-wave 

response. At four hours the balanced and buoyancy-wave responses are superposed, but 

by six hours they separate, so that the structure of the balanced response is more salient 

(Figure 2.7(a, b,d)). It includes a surface high where the forcing was, northerlies to the 

east of the high and southerlies to the west of the high. 
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Although the balanced response contributes noticeably to the surface-pressure field, 

we neglect it for the remainder of this paper in order to focus on the buoyancy-wave 

response. For a more detailed discussion of the balanced response excited by squall 

systems the reader is referred to Hertenstein and Schubert (1991 ). 
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Figure 2.2 (continued). (b) perturbation pressure with a 0.25 hPa contour interval. The 
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Chapter 3 

SIMULATIONS OF MESOHIGHS AND WAKE LOWS 

This chapter contains several simulations of the lower-tropospheric circulation and 

the surface-pressure features within mesoscale convective systems. For each simulation 

the only forcing is the low-level cooling associated with stratiform precipitation. The 

simulations show that the buoyancy-wave response to this forcing closely resembles 

observations of mesohighs and wake lows. This response is sensitive to both the 

movement of the forcing and i-s three-dimensional nature. 

3.1 Moving, two-dimensional forcing 

In Chapter 2 we simulated the atmospheric response to the low-level cooling 

associated with a stationary, two-dimensional stratiform region. In this section we 

examine how this response changes when the stratiform region moves. We define the 

forcing as follows: 

Q(x, z, t) = Q0 QxCx - ct) sin(m0z) (3.1 ) 

where Q0 , Qx and m0 are as before a d c = 10 m s-1. This value of c is somewhat arbi-

trary. Some stratiform regions move at about this speed·with respect to the low-level 

flow; others moves faster, and still others are nearly stationary. The sensitivity of the 

response to the magnitude of c is discussed in the next chapter. We solve (2.1-2.4) for 

this forcing as we did in section 2.1 . 

Just as in the preliminary simulation the forcing generates two buoyancy waves, 

one which propagates eastward and one which propagates westward (Figure 3.1). Since 
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the forcing never shuts off, the horizontal scale of each wave grows with time. The wave 

front associated with the eastward-propagating wave separates from the center of the 

forcing more slowly, so this wave grows in scale more slowly. The forcing contributes 

equal cooling to each of the two waves so that the eastward-propagating wave becomes 

much more intense. Within this wave perturbation surface pressure reaches a maximum 

of nearly 3 hPa (Figure 3 .1 (b) ), the minimum perturbation temperature falls below -6 K 

(Figure 3.l(a)) and surface westerlies reach 19 m s-1 (Figure 3.l(c)). On the leading edge 

of the wave there is rising motion which peaks at 27 cm s-1
, and on the trailing edge of 

the wave there is subsidence with a maximum intensity of 33 m s-1 (Figure 3. l (d)). The 

buoyancy, horizontal-wind and vertical-velocity fields have the same structure as those in 

a numerical simulation of squall-system low-level cooling carried out by Lin and Smith 

(1986) . 

An apparent buoyancy wave similar to the eastward-propagating wave generated in 

the simulation occurred in a squall-system over the central United States on 3-4 June 

1985 (Stumpf et al . 1991 ). A line-perpendicular cross-section of radar reflectivity 

through the western part of the stratiform region is shown in Figure 3.2. The 

precipitation has a distinct western boundary at -68 km. Surface pressure falls rapidly 

across this boundary near a region of lower tropospheric subsidence. Within the 

simulation there is a similar surface-pressure fall across the western edge of the forcing 

which is also accompanied by lower-tropospheric subsidence (Figure 3. l(b,d)). We do 

not directly compare the observed winds to the simulated winds, because the simulation 

occurred in a basic state of rest, and the 3-4 June squall system occurred in an an 

environment with considerable shear. However, we do note that the horizontal variation 

of the observed winds is similar to that in the simulation. Near the surface the winds are 

more westerly (less easterly) within the stratiform region than they are to its west, and 

near a height of 4 km the winds are more easterly in the stratiform region than they are to 

its west. 

37 



Not only do the surface-pressure, horizontal-wind and vertical-velocity fields 

observed in the 3-4 June squall system resemble those in the simulation, but so does the 

observed perturbation temperature field. Figure 3.3, which has the same domain as 

Figure 3 .2, shows a dynamic retrieval (Hane and Ray 1985) of perturbation temperature 

for the squall system. The largest and most intense feature of this field is a cool anomaly 

between 1.5 and 4.5 km which exists throughout the stratiform region. The subsidence 

occurs on the western edge of this anomaly (Figure 3.2) just as it does in the simulation 

(Figure 3.l(a,d)). 

Since the numerical simulation appears to be fairly realistic, we can use it to 

address the unanswered questions presented in Chapter 1, namely why is the maximum 

surface pressure found ahead of the maximum in low-level cooling, and what causes the 

subsidence at the western edge of the stratiform region? To answer the first question we 

consider the source of the cool anomaly that developed after six hours at x = 240 km, 

z = 2 km (Figure 3.l(a)). Within the dynamical system local changes in buoyancy (or 

temperature) are caused by vertical motion and/or direct forcing. We can quantify the 

contribution of each by integrating Equation (2.3) with respect to time: 

t t 

b(x, z, t ) = b(x, z, 0)- N 2 f w df + f Q df (3.2) 
0 0 

where f is a dummy variable. We have performed this integration for the cool anomaly in 

question, and vertical motion accounts for 61 percent of it. This vertical motion occurred 

on the leading edge of the buoyancy wave. It occurred ahead of the forcing because the 

buoyancy-wave phase speed (13 m s- 1) is greater than the speed of the forcing (10 m s-1) . 

It seems surprising that vertical motion, which may be the single most important factor 

for causing the mesohigh, is often not even mentioned as a source of the coolness of the 

lower-troposphere above the me.sohigh. 
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The simulation also provides information about the cause of the subsidence 

responsible for the wake low. Within the dynamical system vertical motion is a 

diagnostic variable which depends on the horizontal flow according to the continuity 

equation. Thus, asking what causes the subsidence on the trailing edge of the forcing is 

equivalent to asking what causes the low-level divergence and the mid-level convergence 

there. In the vicinity of the subsidence the pressure gradient at low-levels is decelerating 

the westerlies, and the pressure gradient at mid-levels is decelerating the easterlies. 

Where the low-level westerlies are decelerating there is lower-level divergence, and 

where the mid-level easterlies are decelerating there is upper-level convergence. In a 

sentence, the subsidence is the trailing portion of the buoyancy-wave circulation. 

Although the simulation provides remarkable insight considering its simplicity, it 

has several limitations. First, late in the simulation the magitude of the perturbation wind 

and the gradients in all fields are significantly greater than they are in the preliminary 

simulation, and so are the relative magnitudes of nonlinear terms. A nonlinear simulation 

might be significantly different by six hours. Second, the subsidence observed in the 3-4 

June squall system was much more intense and more localized than it is in the simulation. 

This difference may be related to the exclusion of the nonlinear terms or the horizontal 

scale of the forcing. Third, within the simulation the perturbation surface pressure never 

becomes negative, as it apparently did in regions of the 3-4 June squall system and many 

other systems. This limitation seems to be related to the dynamical system's lack of a 

third dimension, and it is discussed in the next section. 

3.2 Stationary, three-dimensional forcing 

The three-dimensional version of our dynamical system is as follows: 

au +-1 op =0 
ot Po ox 
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av 1 op 
-+--=0 at Po ay 

_1 ap = b 
Po dZ 

dU av dW 
-+-+-=0 
dX dy oz 

(3.4) 

(3.5) 

(3.6) 

(3 .7) 

where v is velocity in the y-direction, and the other variables are as before. For this sec-

tion we define the thermal forcing to be stationary, transient and Gaussian in both x and 

y: 

(3.8) 

[ 
x

2 y2] where Q0 , m0 and Q1 are as before and Qxy = exp r2 where r = 100 km. We 

solve (3.3-3.7) for this forcing using the procedure discussed in section 2.1. The only dif-

ference is that here the system reduces to the two-dimensional, irrotational shallow 

water equations. 

Both the forcing an its response are axisymmetric, so it would be natural to view 

the response using plots with radius as one axis and height as the other. However, we 

wish to compare the response to those of previous and following simulations, and vertical 

(Figure 3.4) and horizontal (Figure 3.5) cross sections better serve that purpose. The 

forcing generates a cool anomaly and an accompanying surface mesohigh with a 

maximum amplitude of 1.1 hPa by 2 hours (Figures 3.4(a-b) and 3.5(a)). Just as in the 

preliminary simulation there is mid-level convergence, low-level divergence and 

subsidence above the mesohigh (Figure 3.4(c-d)). There is also rising motion in a ring 
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around the mesohigh, but it is much weaker than the subsidence. The rising motion 

covers a greater horizontal area, however, so that the average vertical motion over the 

entire region is zero. After the forcing ends the surface pressure falls rapidly in the 

vicinity of the mesohigh (Figures 3.4(b) and 3.5(b)), but unlike the preliminary 

simulation the surface pressure becomes negative. In both simulations the surface-

pressure fall results from lower-tropospheric warming (Figure 3.4(a)) associated with 

subsidence. The subsidence is driven by the inertia of the horizontal flow, and it is more 

intense in this case because the mid-level flow above the mesohigh converges in two 

dimensions, and the low-level flow below it diverges in two dimensions. By five hours 

the pressure is already begining to rise again--there is weak rising motion and adiabatic 

cooling above the mesolow (Figure 3.4(d)). 

This simulation resembles a portion of the lifetime of a squall system observed 

over the central United States on 23-24 June 1985 (Johnson et al. 1989). At about 05 

UTC on June 24 a region of stratiform precipitation developed over southwestern Kansas 

and northwestern Oklahoma. It lasted for several hours, moving little, and then rapidly 

dissipated (Figure 3.6). A large and intense mesohigh with strongly divergent surface 

winds developed beneath the precipitation. After the precipitation ended a short-lived 

wake low developed where the mesohigh had been. Soundings taken in the vicinity of 

the mesohigh and mesolow showed that this pressure fall was a consequence of lower-

tropospheric warming, probably caused by subsidence (Figure 3.7). 

3.3 Moving, three-dimensional forcing 

In this section we define the thermal forcing to resemble the stratiform cooling of a 

classical squall system. It has the same spatial dependence as the forcing in the previous 

section, it moves at 10 m s- 1, and it lasts for six hours: 

Q(x , y, z, t) = Q0 Qxy(x - ct, y) sin(m0z) Q, (3.9) 
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where Q0 , Qxy, c and m 0 are as before and Q, = l fort :5: 6 h and Q, = 0 for t > 6 h. 

After two hours of forcing a surface mesohigh with a maximum pressure of 1.1 hPa 

has developed beneath t e forcing (Figure 3.8(a)). The high moves eastward and 

intensifies to 1.4 hPa by 4 hours (Fi0 ure 3.8(b)). By this time the location of the 

maximum surface pressure has shifted ahead of the center of the forcing, just as it did in 

the simulation presented in Section 3.1. A weak wake low has also developed, and it 

trails the center of the forcing y about 150 km. By six hours the maximum surface 

pressure surpasses 1.5 hPa, and the minimum pressure becom~ negative in the center of 

the wake low (Figure 3.8(c)). Since the forcing does not end u~til exactly this time, we 

cannot attribute this negative pressure to the dissipation of the forcing. Rather it is 

entirely a consequence of the motion of the forcing. After the forcing ends there is a 

significant pressure fall in its vicinity, just as there was in the simulation presented in 

Section 3.2. The wake low intensifies to -0.9 hPa and the mesohigh weakens (Figure 

3.8(d)). 

The life cycle of the surface-pressure features shown in Figure 3.8 resembles the 

one which Fujita (1955) identified (Figure 1.2). In both cases at first there is only a 

mesohigh. It intensifies and then a wake low forms and intensites as the mesohigh 

dissipates. The wake low reaches its maximum intensity after the forcing has dissipated. 

The mature structure of the simulated mesohigh and wake low (Figure 3.8(c)) also 

resembles the schemata constructed by Johnson and Hamilton ( 1988) (Figure 1.1) and 

Loehrer and Johnson (1995) (Figure 1.3). The mesohigh lies ahead of the stratiform 

forcing, and the wake low trails the stratiform forcing. There are perturbation westerlies 

within the mesohigh and perturbation easterlies within the wake low. 

Within this chapter we have seen that buoyancy-wave responses to stratiform 

coolings closely resemble observations of MCS mesohighs and w-ake lows. We have 

found that a moving forcing generates a more intense response tr_an a stationary forcing, 

that a forcing must be three-dimesiona1 in order for it to generate a negative perturbation 
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in surface-pressure, and that a classical squall-system stratiform cooling generates 

mesohighs and wake lows with a realistic life cycle. 
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(a) 
Figure 3.1. The atmospheric response to the moving, two-dimensional forcing. (a) per-

turbation temperature with a 1 K contour interval. The maximum in forcing is marked 

with a solid box. 
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Figure 3.1 (continued). (b) perturbation pressure with a 0.5 hPa contour interval. The 

zero contours are omitted. 
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Figure 3.1 (continued). (c) penurbation wind with a 4 m s-1 contour interval. The zero 

contours are omitted. 
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Figure 3.1 (continued). (d) vertical velocity with a 6 cm s-1 contour interval. The zero 

contours are omitted. 
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Figure 3.2. A vertical cross section of radar reflectivity (dBZ, narrow lines), dual-

Doppler system-relative winds (vectors) and vertical motion (m s-1, wide lines) through a 

squall system over Kansas at 0107 UTC 4 June 1985 (top); and time-to-space converted 

observations of pressure, wind, and rainfall rate from a surf ace station in the vicinity of 

the radar measurements (bottom) (from Stumpf et al. 1991). 
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Figure 3.4 (continued). (b) perturbation pressure with a 0.2 hPa contour interval. The 

zero contours are omitted. 
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Figure 3.4 (continued). (c) perturbation zonal wind with a 1 m s-1 contour interval. The 

zero contours are omitted. 
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Figure 3.4 (continued). (d) vertical velocity with a 2 cm s- 1 contour interval. The zero 

contours are omitted. 
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Figure 3.5 (continued). (b) perturbation pressure and winds at 5 h contoured as before. 
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Figure 3.7. Temperature and dewpoint above Woodward, Oklahoma at 0600 (solid) and 

0855 (dashed) UTC on 24 June 1985 (from Johnson et al. 1989). 
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Figure 3.8. The atmospheric response a the surface to the moving, three-dimensional 

forcing. (a) perturbation pressure and winds at 2 h. The contour interval is 0.25 hPa. 

The maximum in forcing is marked with a solid box. 
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Figure 3.8 (continued). (b) perturbation pressure and winds at 4 h contoured as before. 
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Figure 3.8 (continued). (c) perturbation pressure and winds at 6 h contoured as before. 
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Figure 3.8 (continued). (d) perturbation pressure and winds at 8 h contoured as before. 
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Chapter4 

THE STEADY-STATE RESPONSE 

In this chapter we use mathematics to analyze the buoyancy-wave response to the 

low-level cooling associated with stratiform precipitation. When the cooling moves at a 

constant speed, within its frame of reference the response approaches a steady state. We 

solve for the steady-state response t each of two moving forcings. 

Suppose that the forcing is initially centered at the origin and that it moves at a 

speed c in the x-direction. Let x represent the x-distance from a point to the center of the 

forcing so x = x - ct. If we ch_oose a new coordinate system in which x is replaced by x 

the system (3.3-3.7) becomes: 

au _ au I ap 
-+u-+---=0 at ax Po ax 

av _ av I e1p 
-+u-+---=0 at ax Po ay 

_I ap = b 
Po az 

ab _ ab 2 -+u-+wN =Q at ax 
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(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 



where ii = -c and the other variables are as before. Following the procedure discussed in 

Chapter 2 we reduce the system to non-dimensional shallow water equations: 

where ii', y', v and v' are defined by the following equations: 

_, mo -
u =-u 

N 

v(x, y, z, t) = -v(x, y, t) cos(moz) 

,.., mo ,.. 
V =-V 

N 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

and the other variables are defined by (2.7-2.8) and (2.11-2.15) (modified slightly for the 

moving coordinate and to include the additional dimension). 

In order to find the steady-state solution to (4.6-4.8) we set the time derivatives to 

zero and use (4.6) and (4.7) to eliminate u' and v' from (4.8) yielding the following 

equation: 

(4.13) 
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-u' 1 
where a= 

1 
_ u'2 and /3 = 

1 
_ u'2. (here we have assumed u' -:I= 1). For a given forcing 

(4.13) does not uniquely determine p'; adding a constant to a solution yields another 

solution. If we assume that the forcing vanishes at infinite distance we expect the solu-

tion to also vanish at infinite distance, and this boundary condition uniquely determines 

p'. Making use of this boundary condition we also solve for u' and -0' in terms of p' 

using (4.6) and (4.7): 

(4.14) 

(4.15) 

where 1J is a dummy variable used to represent integration over x_,. 

We now solve (4.13-4.15) for a moving, three-dimensional stratiform cooling: 

Q(.f, y, z, t) = Q0 Qxy(.i, y) sin(m0z) ( 4 .16) 

where Q0 , Qxy, m 0 and care as in Section 3.3. This forcing differs from the one defined 

by (3.9) in that it never shuts off. V-le evaluate the right-hand side of (4.13) analytically 

and approximate the terms on the left-hand side using finite differences where p' is 

defined on a grid spaced so that /iy = !ix-{ii. The resulting difference equation is as fol-

lows: 

a,.., 
"' "' "' "' 4 "' ( A ~2 Q p i-1 ,j 'p i+l.j + p i ,j-1 + p i ,j+I - p i ,j = IJ.XJ a a.i' ( 4 .17) 

where i and j are indices in the x- and y-directions respectively. We solve ( 4.17) using 

Gauss-Seidel relaxation with M = 0. 1. We then use (4.14) and (4.15) to solve for u' and 

-0' in terms of p'. We approximate the integral in (4.15) using a Riemann sum. 
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The steady-state response includes a mesohigh ahead of the forcing and a wake low 

trailing the forcing (Figure 4.1 ). Westerlies accompany the mesohigh and easterlies 

accompany the mesolow. Both the easterlies and the westerlies diverge in the y-direction. 

There is a remarkable resemblence between this response and the schemata constructed 

by Johnson and Hamilton (1988) and Loehrer and Johnson (1995) (Figures 1. 1 and 1.3). 

The mesohigh and wake low within the steady-state response are each less intense than 

their counterparts in the schemata, but most of the difference in intensity is attributable to 

they-scale of the forcing and our conservative choice of Q0 • When they-scale of the 

forcing is doubled and Q0 is set to - 2. 99 x 10-5 m s-3 (3 K h-1), the steady-state 

response includes a mesohigh and a wake low which each have an intensity of greater 

than 2 hPa (not shown). 

The solution shown in Figure 4.1 represents the atmospheric response to the 

forcing at infinite time. So how quickly does the transient solution approach this steady-

state solution? To answer this question we take another look at the numerical simulation 

presented in Section 3.3. After four hours the transient solution includes a dipole 

response in surface pressure (Figure 3.8(b)). After six hours there is a strong 

resemblence between the transient and the steady-state solutions, and the difference in 

pressure between the center of the mesohigh and the center of the wake low is 

approximately what it is in the steady-state solution (Figures 3.8(c) and 4.1) . However, 

the mean perturbation pressure in the vicinity of the forcing is primarily positive in the 

transient solution, whereas it is zero in the steady-state solution. When the forcing is 

allowed to continue after six hours the mean pressure in its vicinity gradually decreases 

with time (not shown). We conclude that in a matter of hours the transient solution may 

be first be interpreted as a quasi-steady-state response. 

We have solved equation (4.13) for a particular thermal forcing. This equation may 

also be used to qualitatively describe the surface-pressure response to a general thermal 

forcing. For a typical forcing (with u' < 1) the constant /3 is on the order of 1, so the 
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terms on the left-hand side are like a Laplacian of p', and their sum is roughly 

proportional to the negative of p'. By equations (2.8) and (2 .14), p' is proportional to the 

negative of surface-pressure, so the sum of the terms on the left-hand side of (4.13) is 

roughly proportional to the s rface pressure. It follows that (4.13) predicts a surface-

pressure response which is roughly proportional to the gradient in the forcing in the 

direction of its movement. This conclusion applies to the response shown in Figure 4.1. 

On the western ( eastern) edge of the forcing there is a negative (positive) gradient in the 

forcing in the x-direction and low (high) pressure. 

The intensity of the surface-pressure response predicted by ( 4.13) is proportional to 

a, which is a function of the non-dimensional wind u'. The magnitude of u' is simply the 

ratio of the speed of the forcing to he buoyancy-wave speed. When the speed of the 

forcing is small compared to the b oyancy-wave speed (u' « 1) a is small (Figure 4.2), 

and the steady-state response is weak. As the speed of the forcing approaches the 

buoyancy-wave speed (u' 1) a becomes infinite. When (u' > 1) equation (4.13) 

becomes hyperbolic rather than elliptic and the steady-state solution has a different 

character. The hyberbolic version of (4.13) may be useful for interpreting the fine 

structure of temperature profiles above wake lows (i.e. the warm anomalies shown in 

Figure 3.3) contributed by high wave-number vertical modes, but we leave that question 

for later studies. The solution of a hyperbolic equation similar to (4.13) is discussed by 

Geisler ( 1970). For the response shown in Figure 4.1, u' = 0. 785 and a = 2. 04. 

The discussion in the previous paragraph explains why the low-level cooling 

associated with stratiform precipition usually has a bigger imract on surface pressure 

than the deep heating associated with convection. If a convective heating has a depth of 

10 km the buoyancy-wave speed for the response to that heating is 31 m s-1 (assuming 

that we leave N unchanged). If such a forcing moves at 10 m s-1 then u' = 0. 314 and 

a = 0. 28 « 2. 04. The steady-state response to a convective forcing with the same 

speed, horizontal scale and magnitude as the stratiform forcing is shown in Figure 4.3. It 
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includes a weak low ahead of the forcing and a weak high trailing the forcing. The 

intensity of the surface-pressure response is about one-fifth that of the response to the 

stratiform forcing. By comparing Figure 4.3 with Figure 4.1 one may also assess the 

impact of the parameter f3, which equals 1.1 for the convective case and 2.6 for the 

stratiform case. For the convective case the pressure features have a smaller y-scale than 

those in the stratiform case. Apparently, increasing the value of /3 serves to smooth the 

steady-state response in they-direction. While the buoyancy-wave response to 

convective forcing probably contributes little to mesohighs and wake lows, it may explain 

the weak pre-squall low observed in many squall systems ( e.g. Figure 1. 1 ). 

Within this chapter we have seen that the buoyancy-wave response to stratiform 

cooling that so closely resembles observations of mesohighs and wake lows may be 

interpreted as a quasi-steady-state response. The intensity of this response is quite 

sensitive to the speed of the forcing relative to the buoyancy-wave speed. It appears that 

stratiform cooling has a bigger impact on surface pressure than convective forcing 

because the buoyancy-wave speed of the response to the stratiform forcing is closer to the 

speed at which MCS's typically move. 
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Figure 4.1. The steady-state response to the moving, three-dimensional stratiform forc-

ing. Surface pressure is contoured with a 0.25 hPa contour interval and vectors represent 

surface winds. Positive contours are solid, negative contours are dashed, and the zero 

contour is omitted. The maximum cooling exceeds 1 K h-1 within the shaded region. 
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Figure 4.2. The proportionality constant a for the steady-state response to a moving 

thermal forcing. 
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Figure 4.3 . The steady-state response to the convective forcing. Surface pressure is con-

toured with a 0.05 hPa contour interval and vectors represent surface winds. Positive 

contours are solid, negative contours are dashed, and the zero contour is omitted. The 

maximum heating exceeds 1 K h-1 within the shaded region. 
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Chapter 5 

SUMMARY AND DISCUSSION 

Within this paper we have explored the idea that MCS mesohighs and wake lows 

are a buoyancy-wave response to the low-level cooling associated with stratiform 

precipitation. We used a simple dynamical system to simulate this response and showed 

that it resembles observations of mesohighs and wake lows. We found that when the 

cooling is defined to e three-dimensional, to move and to dissipate after six hours, like 

the stratiform cooling of a typical squall system, the buoyancy-wave response includes a 

mesohigh and a wake low which not only have a realistic wind and pressure structure but 

also exhibit a realistic life cycle. Using mathematics we showed that the mature 

mesohigh-wake-low couplet may be interpreted as a quasi-steady-state response to a 

moving forcing. 

Our interpretation of mesohighs and wake lows is for the most part compatible with 

those put forward in previous studies. It is consistent with the generally accepted idea 

that mesohighs and wake lows are hydrostatic manifestations of lower tropospheric 

temperature anomalies. It also weaves together past explanations of the subsidence 

responsible for the wake low. Miller and Betts (1977) suggested that the low-level 

subsidence in the wake of convective systems was dynamically driven by the spreading of 

cool air near the surface. Within the simulations presented here the horizontal inertia of 

the low-level divergent flow and the mid-level convergent flow drives the subsidence. 

Johnson and Hamilton (1988) connected the subsidence to system-relative rear-inflow in 

the mid-troposphere. The buoyancy waves which are responsible for the mesohighs and 

wake lows simulated here also cause perturbations to the wind field which can explain the 
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rear inflow (Pandya and Durran 1996). Gallus (1996) showed that microphysical 

processes within the stratiform region alone can generate the subsidence responsible for 

the wake low. Within the simulations presented here the only forcing is the low-level 

cooling associated with stratiform precipiation. Schmidt and Cotton ( 1990) also 

attributed the subsidence above the wake low to a buoyancy-wave, but within their 

simulation this subsidence was much deeper and may have been caused by deep 

convective heating. One aspect of the mesohigh which is discussed here that is not 

emphasized in other studies is that the coolness of the lower troposphere above it may be 

more a consequence of vertical motion than of local forcing. 

Because of their ideal nature, the simulations presented here have a number of 

limitations. One such limitation is that they occur in an environment with no wind shear. 

Many MCS's have significant low-level shear in their vicinity. Schmidt and Cotton 

(1990) tested the sensitivity of buoyancy-wave circulations within a squall system to wind 

shear. They found that similar waves form in environments with and without shear, and 

that the phase speed of the waves which form in shear is shifted by the mean velocity 

through the depth of the wave. A second limitation of the simulations presented here is 

that they neglect nonlinear terms, so that nonlinear phenomenon such as gravity currents 

are not represented. A third limitation is that the bouyancy frequency N was assumed to 

be constant with respect to height. This assumption was made so that the vertical 

structure functions of the solution would be sines and cosines. When N is allowed to 

vary these functions still resemble trigonometric functions (e.g., Haertel and Johnson 

1998). 

While the interpretation of mesohighs and wake lows presented here has limitations 

because of its ideal nature, it is powerful for the same reason. The mathematics and the 

physical principles are so simple that they could be communicated to graduate students in 

a single lecture. Perhaps because of its simplicity the interpretation will endure. 
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