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ABSTRACT

CHARACTERISTICS OF CURRENT AND FUTURE FLOOD-PRODUCING STORMS IN

THE CONTINENTAL UNITED STATES

Understanding the changes to extremes in the hydrologic cycle in a future, warmer climate

is important for better managing water resources and preventing detrimental impacts to society.

The goal of this dissertation is to contribute to this understanding by examining the precipitation

characteristics of flood-producing storms in the current climate over the continental United States

(CONUS) and how these will change in a future, warmer climate. Numerous storm types are

responsible for floods over the CONUS, so quantifying how their characteristics will change among

a large number of flood-producing storms in the future provides a spectrum of possible changes

and impacts to flood-prone regions across the country.

To understand flood-producing storms in the current climate over the CONUS, a climatol-

ogy of these storms from 2002–2013 is created by merging storm reports, streamflow-indicated

floods, and Stage-IV precipitation data (Chapter 2). From this climatology, it is observed that flash

flood-producing storms preferentially occur in the warm-season in the Mississippi River Basin,

with intense rain rates and short durations. Slow-rise floods occur mostly during the cool-season,

concentrated in the Ohio River Valley and Pacific Northwest, and are long-duration, low-intensity

rainfall events. Hybrid floods, having characteristics of both flash and slow-rise flood-producing

storms, tend to occur in the spring and summer notably in the central CONUS and Northeast, with

moderate durations and rain rates. Examining these floods on a sub-basin scale in the Wabash and

Willamette basins, precipitation and instantaneous streamflow correlations are spatially variable,

with strong positive correlations in areas of complex terrain and urbanization (Chapter 3). These

studies show that in the current climate, flood-producing storm precipitation characteristics and

ii



their hydrologic response is nuanced, which is critical to document in order to understand their

behavior in a future climate.

A subset of nearly 600 flash flood-producing storms from the Chapter 2 climatology are exam-

ined using high-resolution convection-permitting simulations over the CONUS to understand how

these historical storms might change in a future, warmer climate (Chapter 4). Both precipitation

and runoff show widespread increases in the future over the CONUS, increasing by 21% and 50%,

respectively, with maximum hourly rain rates becoming more intense by 7.5% K−1. In California,

45 flood-producing storms associated with atmospheric rivers also display a future increase (de-

crease) in precipitation (snow water equivalent) leading to increased runoff, particularly over the

Sierra Nevada Mountains, implying a shift in future water resources in California (Chapter 5). In

the Mississippi River Basin–a flash flood hotspot in the CONUS––nearly 500 flash flood-producing

storms exhibit a 17% average increase in precipitation and 32% average increase in runoff primar-

ily associated with warm-season convection, and to a lesser extent, tropical cyclones (Chapter 6).

When stratified by vertical velocity, the storms with the strongest vertical velocity in the current cli-

mate exhibit the greatest (least) increase (decrease) in future rainfall (vertical velocity), suggesting

a potential role of storm dynamics in modulating future rainfall changes.
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Chapter 1

Introduction

1.1 Motivation

Extremes in the hydrologic cycle cause massive disruptions to society resulting in economic

loss, damage to infrastructure, and loss of human life. Floods are one extreme that pose a sub-

stantial risk to the continental United States (CONUS), with an estimated 41 million people and

$2.9 trillion of gross domestic product exposed to a 1-in-100-year flood in 2010 (Wing et al.,

2018). Historically, floods have accounted for over $123.5 billion in adjusted losses between

1980–2018 (A. B. Smith, 2019). Due to their complex nature requiring interactions between atmo-

spheric, hydrologic, and land-surface processes, forecasting floods remains extremely challenging

(J. M. Fritsch & Carbone, 2004; Herman & Schumacher, 2018a; Sukovich et al., 2014). Condi-

tions such as antecedent soil moisture, soil type, topography, land-use, atmospheric moisture, and

storm characteristics all must be considered when predicting or analyzing such events (Berghuijs

et al., 2016; Davis, 2001; Kumar et al., 2014; Saharia et al., 2017a; A. Schroeder et al., 2016b).

However, precipitation is a major contributor to floods, with forecasters relying on precipitation

and other key atmospheric variables to predict these events (Davis, 2001; Doswell et al., 1996;

A. J. Schroeder et al., 2016a).

A key step toward improving the predictability of extreme rainfall and flooding was led by

Maddox et al. (1980, 1979), who used pattern recognition of synoptic regimes associated with

floods in the CONUS. Flash floods were classified based on their association with four common

atmospheric patterns–synoptic, frontal, mesohigh, and Western events. The Western events were

further broken down into four categories–Type I and Type II events associated with a 500 mb short-

wave trough embedded in a longwave ridge, Type III events with strong synoptic forcing and stable

airmasses characteristic of atmospheric rivers, and Type IV events characteristic of the Southwest

monsoon (Maddox et al., 1980). Doswell et al. (1996) expanded upon the work by Maddox et al.
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(1980, 1979) to show that certain atmospheric “ingredients” are useful for forecasting flash floods.

These ingredients are represented by the following equation:

P = R̄D (1.1)

Where P is rainfall accumulation, R is the average rain rate, and D is the rainfall duration.

Based upon Eqn. 1.1, factors that maximize rain rates or durations lead to heavy rainfall. High

rain rates are maximized due to high precipitation efficiency, ample moisture, and sustained lift,

while long duration rainfall is promoted by slow system movement or repeated initiation of con-

vective cells upstream of their predecessors (or “backbuilding”; Schumacher & Johnson, 2005).

Recent floods in the CONUS exemplify the importance of these ingredients manifest in various

ways. In the Colorado floods of 2013, stationary synoptic conditions resulted in a persistent cutoff

low-pressure system that allowed for continual easterly (upslope) flow of anomalous moisture up

the Rocky Mountains and nearly a week of heavy rainfall (Gochis et al., 2015). Several cases

of extreme rainfall and flash flooding in the central CONUS were associated with quasi-stationary

mesoscale convective systems (MCSs) that persisted due to continual lift from a mesoscale convec-

tive vortex interacting with a low-level jet and the reversal of wind shear with height (Schumacher,

2009; Schumacher & Johnson, 2008, 2009).

Studies using high-resolution convection-permitting simulations show that this key ingredient

in floods–heavy precipitation–will change in a future, warmer climate. Future convective storms

(K. L. Rasmussen et al., 2017), MCSs (Prein et al., 2017b, 2017c), and hurricanes (Gutmann et

al., 2018) are all projected to be more intense in a future climate in the CONUS, in part due to

increased water vapor holding capacity as explained by Clausius Clapeyron theory whereby water

vapor increases by 7% per degree of warming. Additionally, precipitation extremes are projected

to intensify in a future climate (Ban et al., 2015; Dai et al., 2017; Kendon et al., 2012; Prein et al.,

2017a), which suggests that future flood risk will increase as well. While studies by Hirabayashi

et al. (2013) and Wing et al. (2018) generally show this expectation to be true, they either under-

estimate the rainfall driving floods due to using coarse global climate model (GCM) data that does
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not properly represent storm dynamics (Hirabayashi et al., 2013), or do not incorporate a climate

change effect (Wing et al., 2018) .Thus, there has been a dearth of studies that investigate future

changes in precipitation specifically associated with a large number of flood-producing storms

using high-resolution convection-permitting simulations.

Due to this limited understanding of floods in a future climate, the aim of this dissertation is to

analyze how flood-producing storms might change in a future climate over the CONUS. The focus

on the storms associated with floods is due to the dramatic future changes expected in storm-related

precipitation and the importance of precipitation in forecasting floods. Therefore, this dissertation

focuses on the changes in precipitation characteristics and storm-scale aspects (vertical velocity,

moisture transport) associated with floods using convective-permitting simulations, rather than a

full hydrologic analysis, though it is acknowledged that changes in the full water budget (i.e., soil

moisture and evapotranspiration) will play an important role in modulating future flood occurrence.

However, runoff is integrated into the examination of flood-producing storms in a future climate

in order to gain a more comprehensive understanding of how changes in flood precipitation could

affect the hydrologic response. By documenting the precipitation characteristics in hundreds of

current flood-producing storms and examining how they could change in a future climate over the

CONUS, this dissertation advances the understanding of changes in hydrometeorological extremes

in a future, warmer climate. Such research is critical for improving crumbling water infrastruc-

ture (Vano et al., 2019), planning for future water resources, and protecting communities over the

CONUS against future flood-related risks.

1.2 Dissertation outline

To fully characterize the details of flood-producing storms, published results include a

CONUS-wide analysis of flood-producing storms in the current climate (Ch.2–3), changes to these

storms in the future (Ch.4), and future changes to specific types of flood-producing storms in cer-

tain regions (Ch.5–6). The regional perspective focuses on flood-prone regions in the CONUS

and the types of storms that generate such high-impact floods in an attempt to understand the
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atmospheric processes that might change and how this could affect the hydrologic impacts. Under-

standing these regional changes in the context of CONUS-wide changes in future flood-producing

storms provides examples of the possible future impacts flood-producing storms could have in a

warmer climate.

Chapter 2 (Dougherty & Rasmussen, 2019)1 provides a climatology of flood-producing storms

over the CONUS from 2002–2013 by merging flood reports, streamflow data, and high-resolution

precipitation data. This climatology shows that flash flood-producing storms preferentially occur

in the warm-season in the Mississippi River Basin, with intense rain rates and short durations;

slow-rise flood producing storms tend to occur in the cool-season with hotspots in the Ohio River

Valley and Pacific Northwest, and are long-duration low-intensity rainfall events; hybrid flood-

producing storms occur in the spring and summer mostly in the central CONUS and Northeast,

with moderate rain rates and durations.

Chapter 3 (Dougherty et al. 2020) is unpublished work that is part of a larger project done in

conjunction with civil engineers at CSU. This chapter examines the rainfall-streamflow relation-

ship in flood-producing storms between two different river basins in the CONUS to better under-

stand the link between the atmospheric and hydrologic components of floods. Within the larger

project, results from this work are incorporated into a study on environmental justice in relation to

flood risk over the CONUS.

Chapter 4 (Dougherty and Rasmussen 2020a)2 is a novel study investigating changes in nearly

600 flash flood-producing storms in a future climate over the CONUS using convective-permitting

simulations. Both precipitation and runoff increase over most of the CONUS in future flood-

producing storms, suggesting these storms might become more intense in a warmer climate.

1The research presented in Chapter 2 have already been presented in Monthly Weather Review as Dougherty and

Rasmussen (2019).

2The results presented in Chapter 4 are currently accepted into The Journal of Hydrometeorology pending major

revisions.
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Chapter 5 (Dougherty, Sherman, and Rasmussen 2020) 3 uses convective-permitting simula-

tions to examine future changes to water budget components (precipitation, snow water equivalent,

and runoff) in the cool-season and within 45 flood-producing storms in California. In both the cool-

season climatology and individual flood-producing storms, precipitation (snow water equivalent)

increases (decreases) leading to more future runoff, which has major implications for California’s

water resources.

Chapter 6 (Dougherty and Rasmussen 2020b, in prep.)4 analyzes future changes in nearly 500

flash flood-producing storms in the Mississippi River Basin using convective-permitting simula-

tions. In addition to examining changes in precipitation and runoff in a future climate, changes in

vertical velocity in these mainly convective storms are examined with regard to future changes in

precipitation. While precipitation increases in most future storms, those storms with the strongest

vertical velocity in the current climate exhibit the largest increase in precipitation in the future.

3The results presented in Chapter 5 are currently accepted into The Journal of Hydrometeorology pending major

revisions.

4The results presented in Chapter 6 plan to be submitted to The Journal of Hydrometeorology by summer 2020.
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Chapter 2

Climatology of Flood-Producing Storms and Their

Associated Rainfall Characteristics in the United

States5

2.1 Introduction

Floods are a major hazard across the world and are one of the deadliest weather-related natural

disasters in the continental United States (CONUS; Ashley & Ashley, 2008a). Well-known floods

such as the Rapid City, South Dakota, flood of 1972 and Big Thompson flood of 1976 resulted

in 220 and 144 fatalities, respectively (Maddox et al., 1978). The more recent Colorado flood of

2013, which was a result of 450 mm of rain that fell in a week over the Front Range of Colorado,

led to 8 fatalities and over $2 million (U.S. dollars) in damage (Gochis et al., 2015). Flooding

from Hurricane Harvey (2017) in the Houston, Texas, area resulted in record rainfall (1548.7mm)

from a tropical cyclone in the CONUS and is the second costliest storm in U.S. history ($125

billion in damage; Blake & Zelinsky, 2018). These examples illustrate that despite occurring in

different locations and due to different causes, floods in the CONUS result in tremendous amounts

of damage.

Estimates of flood exposure over the past several decades show an increasing trend in urban

areas such as Atlanta, Georgia (Ferguson & Ashley, 2017); New York City, New York; and Miami,

Florida (Qiang et al., 2017), despite a decreasing trend nationwide (Qiang et al., 2017). Though

estimates of current nationwide flood exposure might not agree, studies show that future flood

exposure (Wing et al., 2018), and disaster probability (Freeman & Ashley, 2017) will increase over

5This chapter has been published by the American Meteorological Society in Monthly Weather Review: Dougherty,

E. and K. L. Rasmussen, 2019: Climatology of Flood-Producing Storms and Their Associated Rainfall Characteristics

in the United States. Mon. Wea. Rev., 147(11), 3861–3877. c©2019 American Meteorological Society. Used with

permission.
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the CONUS under various growth scenarios. Additionally, given the projected increased intensity

of extreme precipitation over the CONUS in a future climate (Allen & Ingram, 2002; Kirtman et

al., 2013; Prein et al., 2017c), it is suggested that the U.S. population is becoming increasingly

vulnerable to flood-associated risks. Thus, it is critical to better understand the characteristics of

floods across the CONUS in order to identify which regions are most vulnerable to floods in a

current climate, so that these risks can be better estimated in the future climate.

The cause of floods involves complex hydrologic, geomorphologic, and atmospheric interac-

tions, and is defined by the National Weather Service (NWS) as “the inundation of normally dry

area caused by an increased water level in an established watercourse, or ponding of water, that

poses a threat to life and property” (NWS, 2007). This definition can include flash floods, slow-rise

floods, and coastal floods, amongst others. Though predicting floods is complicated, NWS fore-

casters rely on key atmospheric variables to indicate where anomalous precipitation is probable to

issue flood watches and warnings (A. J. Schroeder et al., 2016a). Similar conditions between high-

impact floods, like the Big Thompson (1976) and Rapid City (1972) floods, both of which involved

orographic lift of unstable and anomalously moist air up the edge of high terrain (Maddox et al.,

1978), suggested that certain atmospheric “ingredients” are necessary to produce floods. How-

ever, prior studies primarily relied on pattern recognition of synoptic and mesoscale conditions

to understand factors leading to flooding (Funk, 1991; Maddox et al., 1979), rather than a more

comprehensive view of numerous ingredients that could cause floods (Doswell et al., 1996). These

ingredients were explicitly outlined in the Doswell et al. (1996) “ingredients-based approach” for

flash flood forecasting, which emphasized that for floods to occur, multiple ingredients are neces-

sary. Ingredients leading to high rainfall accumulation include high rainfall rates and long duration,

as given by the following equation:

P = R̄D (2.1)

where P is the rainfall accumulation, R is the average rainfall rate, and D is the rainfall duration

(Doswell et al., 1996). High rain rates are due to factors that enhance precipitation efficiency,
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including ample moisture and a lifting mechanism, while long-duration rainfall can be caused by

quasi-stationary convective and/or synoptic systems (Doswell et al., 1996). These ingredients,

particularly anomalously high precipitable water, were present in the Big Thompson and Rapid

City floods (Caracena et al., 1979; Maddox et al., 1978), as well as a majority of urban flash floods

over the CONUS (A. Schroeder et al., 2016b).

Case studies of floods around the world have additionally exemplified the importance of how

the Doswell et al. (1996) ingredients manifest in different ways. A flash flood in Leh, India, in

August 2010 was the result of upslope flow of moist, conditionally unstable air along a steep edge

of the Himalayas and anomalous quasi-stationary synoptic conditions over the Tibetan plateau

with an associated easterly low-level jet that combined to form a series of mesoscale convective

systems (MCSs) propagating over the Himalayas (K. L. Rasmussen & Houze Jr, 2012). In Pak-

istan, long-lived flooding from July to August 2010 was due to a quasi-stationary synoptic pattern

and channeling of anomalous moisture into the region toward the Himalayan barrier that caused

prolonged stratiform precipitation (R. Houze Jr et al., 2011). The Colorado flood of 2013 and Ut-

tarakhand, India, floods in June 2013 similarly involved upslope flow of moist air over a prolonged

period of time (several days to weeks), but these floods were characterized by stratiform rainfall

with embedded weak to moderate convection, unlike the previous U.S. flash flood cases (Gochis

et al., 2015; R. Houze Jr et al., 2017). Therefore, similar “ingredients” defined by Doswell et al.

(1996) are responsible for a variety of flood types around the world.

From a climatological perspective, heavy rainfall has been utilized as a proxy for flooding in

the CONUS, as suggested by Doswell et al. (1996). Maddox et al. (1979) utilized National Oceanic

and Atmospheric Administration (NOAA) storm data to examine atmospheric regimes associated

with flash floods, highlighting the importance of fronts, synoptic systems, and thunderstorm out-

flow boundaries for triggering intense rainfall. Brooks and Stensrud (2000), Schumacher and John-

son (2006), Kunkel et al. (2012), and Stevenson and Schumacher (2014) developed climatologies

of heavy rain events over the CONUS using data from rain gauges and Stage IV precipitation

data. These studies found that heavy rainfall peaked in the summer (Brooks & Stensrud, 2000;
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Maddox et al., 1979; Schumacher & Johnson, 2006; Stevenson & Schumacher, 2014), and were

due to mesoscale convective systems (MCSs) in the central United States (Kunkel et al., 2012;

Schumacher & Johnson, 2006), the monsoon in the Southwest (Kunkel et al., 2012), extratropical

cyclones in the Pacific Northwest (Kunkel et al., 2012), and tropical cyclones in the eastern United

States (Kunkel et al., 2012; Schumacher & Johnson, 2006). Though these heavy rainfall climatolo-

gies provide a sense of probable flood occurrence over the CONUS, precipitation is not the only

contributor to floods, with soil moisture storage capacity also being an important factor (Berghuijs

et al., 2016), in addition to underlying geomorphology and hydrologic processes.

Given the complexity and risk of flooding in the CONUS (Ashley & Ashley, 2008a), various

CONUS-wide flood databases and climatologies have been developed that include numerous pa-

rameters, in addition to precipitation. Examination of factors in conjunction with precipitation is

necessary to gain a comprehensive understanding of floods, since floods are caused by rain inter-

acting with varying terrain gradients, soil types, vegetation, land use, and antecedent soil moisture

conditions (Davis, 2001). Gourley et al. (2013) created the Flooded Locations and Simulated

Hydrographs (FLASH) database that combines U.S. Geological Survey (USGS) streamflow ob-

servations, NWS storm reports, and two-years’ worth of survey responses that documents flash

floods. Shen et al. (2017) also created a comprehensive database of over 0.5 million floods over

the CONUS from 2002 to 2013 using USGS streamflow measurements to identify floods and Stage

IV rainfall to provide contributing rainfall information. A number of studies have utilized these

databases, especially the FLASH database. Saharia et al. (2017a) used the FLASH database (Gour-

ley et al., 2013) to identify flash flood hotspots based on discharge peaks in the CONUS and to

characterize floods more broadly in the CONUS based on season, climatic region, and basin geo-

morphology (Saharia et al., 2017b). Michaud et al. (2001) and B. K. Smith and Smith (2015) also

used discharge to identify flash floods in the CONUS, based on discharge peaks in small-basins

(10–200 km2) and unit discharge exceeding 1 m3 s−1 km−2, respectively. Ashley and Ashley

(2008b) used the National Centers for Environment Information (NCEI; formerly National Cli-

matic Data Center) Storm Report data to identify deadly floods in the CONUS from 1996 to 2005
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and their associated synoptic and mesoscale environments. Despite different flood identification

metrics, these studies (and others) identify similar regional flood patterns over the CONUS: floods

in the East have high discharge and precipitation, mainly associated with warm-season convective

rainfall (Michaud et al., 2001; Saharia et al., 2017a; B. K. Smith & Smith, 2015) or hurricanes

(Ashley & Ashley, 2008b); Western floods occur in steeper sloped basins in the winter for the

West Coast (B. K. Smith & Smith, 2015; Villarini, 2016) due to extratropical cyclones (Ashley

& Ashley, 2008b; Saharia et al., 2017a) and summertime in the Southwest (Michaud et al., 2001;

Villarini, 2016) due to the monsoon (Ashley & Ashley, 2008b; Saharia et al., 2017b).

While previous flood and heavy rainfall climatologies over the CONUS document various as-

pects of flooding (streamflow, extreme rain rates, fatalities), an important perspective related to the

meteorological characteristics associated with specific floods is missing in the literature. Thus, the

primary goal of the current study is to produce a climatology of rainfall characteristics in flood-

producing storms in the CONUS. While flood databases like Shen et al. (2017) provide a thorough

documentation of floods in the CONUS, the focus is more on hydrologic processes, as one flood

event in their database could have multiple peaks in streamflow over a period spanning months

(Mei & Anagnostou, 2015), likely involving nu merous meteorological systems. Other databases,

like the comprehensive FLASH database (Gourley et al., 2013), only consider flash floods, and

this study seeks to examine different flood types. The heavy rainfall climatologies are helpful

from a forecasting-perspective, but do not translate directly to floods due to factors in addition to

rainfall, such as terrain gradients, soil moisture, storm characteristics, and land use, needed for a

flood to occur. Thus, this study fills a gap by examining the rainfall characteristics associated with

flood- producing storms using the NCEI Storm Events Database, which identifies where flooding

(as defined by the NWS) actually occurred and groups these floods by the associated meteorologi-

cal system. The NCEI database integrated with the Shen et al. (2017) gauge-identified floods and

Stage IV precipitation data provides a method of identifying floods from flood reports and stream

gauges, and analyzing their associated rainfall characteristics over the CONUS from 2002 to 2013.

Though the focus of this study is on the rainfall characteristics of floods, it is acknowledged that
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hydrologic, topographic, and land-use factors are vital for producing floods, and were inherent in

generating the floods used in this database. Examination of these non-atmospheric factors is be-

yond the scope of the study, although their effects may be implicitly included in the methodology

by matching precipitation associated with flood reports with peaks in streamflow consistent with

river flooding. Note that throughout the manuscript, “floods” and “flood-producing storms” is used

interchangeably.

The understanding gained from this climatology of the duration, rainfall accumulation, season-

ality, and spatial occurrence associated with flood-producing storms is vital to increase awareness

of rainfall-associated flood risks specific to individual regions. Additionally, this study provides

a necessary first step in understanding the overall climatology of flood-producing storms over the

CONUS to enable future research investigating how flood-producing storms may change in a future

climate using high-resolution, convection-permitting simulations from Liu et al. (2017). Results

from this climatology in conjunction with future research on flood-producing storms in a future

climate will provide insights on current and future flood risk.

2.2 Data and methods

2.2.1 NCEI Storm Events Database

The NCEI Storm Events Database is a documentation of notable meteorological events from

January 1950– September 2017, available from the NCEI website.6 NCEI receives details on the

location, date, and time of these events primarily from NWS, as well as other outside sources,

including media and law-enforcement. The events in the database include blizzards, hurricanes,

hail, and floods, among a long list of others, and this study utilizes flood reports from 2002 to 2013.

NCEI makes a distinction between flash floods and floods in the database. According to guidelines

provided by NWS (NWS, 2007), flash floods are defined by “a rapid and extreme flow of high

water into a normally dry area, or rapid water level rise in a stream or creek above a predetermined

flood level, beginning within six hours of the causative event (e.g., intense rainfall, dam failure,

6https://www.ncdc.noaa.gov/stormevents/
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ice jam–related),” while floods are defined by “the inundation of a normally dry area caused by an

increased water level in an established watercourse, or ponding of water, generally occurring more

than six hours after the causative event, and posing a threat to life or property.” For this reason,

floods will be called slow-rise floods from this point forward, due to their longer temporal nature.

Note that the above NWS flood definitions are used primarily as a forecasting tool, thus,

the flood classification in this study is not confined to the specific definition (or duration) given

that a single flood episode can be composed of numerous storm reports (or events) and can be

a mix of flash and slow-rise floods. This fact necessitated the creation of a separate category of

floods–hybrid floods–when reports (or events) within the same episode were labeled as both flash

and slow-rise floods. Though a single hybrid flood episode might be more or less flash or slow-rise

in nature, having characteristics of both at any point makes these floods uniquely different in char-

acter and merits its own category, due to unique storm characteristics. An example of such a hybrid

flood is the Colorado flood of 2013 (Gochis et al., 2015), which was a high-impact flood along the

Front Range of Colorado that was both long-duration (nearly a week long), with “flashier” bouts

of intense convection within stratiform rainfall, thus reported as both a flash and slow-rise flood.

Due to the somewhat subjective nature of these flood reports, there are limitations in using the

NCEI Storm Events Database. Inaccuracies of these reports are acknowledged by NCEI, partic-

ularly when derived from sources beyond NWS. Other sources of error in this database include

population biases and differences in reporting by NWS Weather Forecast Offices (WFOs). When

examining the same dataset, Ashley and Ashley (2008a) found that eastern CONUS displayed

more flood fatalities than the western CONUS, which they partially attributed to higher population

in the East. It is an often-cited limitation of the Storm Events Database that report biases occur

due to differences in population density by region, urban versus rural areas, and at night (Barthold

et al., 2015; Herman & Schumacher, 2018b). Additionally, the issuance of warnings and report

encoding is known to differ by NWS WFOs, with some WFOs preferring to encode an event as

flash flood rather than a flood (Herman & Schumacher, 2018b; Nielsen et al., 2015).
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Table 2.1: The number of flash, slow-rise, and hybrid flood–producing storms for events (episodes) in the

NCEI Storm Event Database in the left (right) column that match flooded stream gauge locations from the

Shen et al. (2017) database. The row labeled “all” is the sum of flood episodes for all flood types.

Events Episodes

Flash floods 15 932 2808

Slow-rise floods 10 614 1638

Hybrid floods 11 120 1113

All 37 666 5559

Despite the limitations of the Storm Events Data- base, this database is advantageous for the

purposes of our study–to understand rainfall characteristics in flood-producing storms. First, the

NCEI Storm Events Database contains a large sample of floods over the CONUS, with over 35 000

flood reports from 2002 to 2013 (Table 2.1). Second, Herman and Schumacher (2018b), who stud-

ied flash flood verification over the CONUS, state that these flood reports, while underreported,

likely have few false alarms. This provides confidence that the large sample of flood reports in

the NCEI database capture actual flood occurrence, as opposed to peaks in streamflow or rainfall,

which may or may not result in a flood. Finally, the database provides a meteorological-centric

viewpoint of floods through the grouping of numerous flood reports (or “events”) in a given loca-

tion with a single flood episode, based on being associated with the same meteorological system

(as defined by NWS; see NWS, 2007). This is critical to the goal of the present study in taking a

storm-centric viewpoint of the rainfall associated with floods (similar to Ashley & Ashley, 2008b,

though they examined flood fatalities), and is major reason for using this database over others.

The flash, slow-rise, and hybrid floods from the NCEI database were examined over their entire

storm life cycle, and were matched to the Shen et al. (2017) database to associate flood reports to

streamflow-identified floods.

2.2.2 Merging storm reports with the Shen et al. (2017) database

Shen et al. (2017) developed a comprehensive flood database over the CONUS from 2002 to

2013 using a characteristic point method (CPM) described by Mei and Anagnostou (2015). The
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CPM is an automated method used to identify flood events by the rising and recessing branches of

a hydrograph using instantaneous USGS streamflow values. Only peak streamflow values between

the rising and recessing branches of the hydrograph that exceed the 80th percentile are utilized.

Shen et al. (2017) additionally used basin-averaged Stage IV precipitation to associate the peak in

streamflow with flood-triggering precipitation.

While the Shen et al. (2017) flood database is thorough and comprehensive, it does not meet

the goals of the present study to focus on the rainfall input to floods from a storm-perspective.

This was evident when examining the Shen et al. (2017) database (http://ucwater.engr

.uconn.edu/fedb) that contained a nearly 2-yr-long flood from August 2007 to June 2009

in Wisconsin, with precipitation averaged over a 2-yr period. Clearly, no single storm or rain-

producing system lasts for two years, with typical life spans of rain-producing systems on the

order of hours (thunderstorms), days (mesoscale convective systems), to weeks (hurricanes and

extratropical cyclones). Thus, while the Shen et al. (2017) database is useful in identifying peaks

in streamflow, including multiple closely spaced peaks (Mei & Anagnostou, 2015) that explain the

2-yr long flood in their database, it does not fit the precise needs of the present study.

However, to provide confidence that the NCEI Storm Reports used to identify floods in this

study had a streamflow response, NCEI Storm Reports beyond three days and 200 km of gauge-

identified floods by Shen et al. (2017) were excluded. A three-day period was chosen to account

for a lag between start times in the Shen et al. (2017) database (based on the rising branch of the

hydrograph) and the NCEI database (when the flood was reported, i.e., due to a rise in streamflow

above a predetermined flood level or flow of water onto normally dry land; NWS, 2007). A buffer

of 200 km was selected based on average distances across various river basins, including the South

Platte (Colorado), Wabash (Indiana), and Willamette (Oregon) basins, providing confidence that

the flood indicated by the Shen et al. (2017) database and the storm reports were in the same

river basin, and thus, most likely associated with the same event. Matching the NCEI Storm

Reports with floods from Shen et al. (2017) resulted in 15 932 (2808) flash flood events (episodes),

10614 (1638) slow-rise flood events (episodes), and 11 120 (1113) hybrid flood events (episodes;
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Table 2.1). Among the hybrid floods, 6786 (61%) of events were labeled as flash floods and 4334

(39%) were labeled as slow-rise floods, giving a slight bias toward flash floods in this category.

2.2.3 Stage IV precipitation data

The lack of rainfall information in the storm report data was mitigated by the use of Stage IV

precipitation data (Nelson et al., 2016). This data is available at a 4-km hourly resolution since

2001, and is a multisensor (radar-estimated rainfall combined with rain gauge data) precipitation

analysis (MPE) produced by twelve River Forecast Centers (RFCs) over the CONUS. Regional

MPEs are quality controlled by RFCs and merged into a national product by the National Centers

for Environmental Prediction (NCEP; Lin & Mitchell, 2005). Though errors exist in Stage IV

data–discontinuities across RFC boundaries, sparser coverage over the western CONUS due to

less radar coverage and rain gauges, and quality control issues at the hourly time scale–Stage IV

data is considered the benchmark precipitation estimate over the CONUS used to validate other

precipitation data and high-resolution simulations (Beck et al., 2019; Nelson et al., 2016; Prein

et al., 2017c; K. L. Rasmussen et al., 2017). This high-resolution, MPE dataset is necessary for

studying rainfall associated with floods, as flood-producing rainfall can be transient and small-

scale, especially in flash floods (Davis, 2001). Despite these deficiencies, spatial patterns of flash

flood rainfall characteristics in Stage IV hourly data compare quite well to TRMM 3B42 rainfall,

providing confidence that physical rainfall characteristics are captured, and not just artifacts of

these errors.

To gather Stage IV data associated with floods identified from the Storm Events Database

(section 2a), the location and duration of the reported flood episode was utilized. The centroid

of each flood episode was calculated based on geographic information obtained from merging the

storm reports with county shapefiles.7 Hourly (every third hourly) Stage IV rainfall data were

obtained over a radius of ±5◦from the episode centroid for flash and hybrid (slow-rise) floods, in

order to capture the entire storm system’s contribution to the reported flood. A sensitivity test was

7https://www.census.gov/geo/maps-data/data/cbf/cbf_counties.html

15



conducted for varying radii, and at smaller radii, the flood-contributing rainfall was cut off, hence

the use of the ±5◦radius. It is possible that even at this large of a domain, some rainfall could be

missed, due to flood waves propagating downstream from the causative event. Every third hourly

Stage IV rainfall file for slow-rise floods was utilized rather than every hourly file due to the long-

duration of these floods that resulted in an unmanageable amount of data at the hourly scale. Note

that when hourly Stage IV files were not available (i.e., for the Pacific Northwest RFC; Nelson

et al., 2016.), six hourly files were used instead, which constituted 60 slow-rise flood episodes.

These Stage IV files were analyzed for the duration of each episode, which was provided in the

storm report data- base, plus a buffer ±1 (6) hours for flash (slow-rise and hybrid) floods to take

into account possible rainfall occurrence before and/or after the start of the reported flood event.

The temporal buffers were chosen based on the observation that flash floods are generally more

transient, due to their convective nature (Davis, 2001).

Given the large domains over which rainfall data was analyzed, the flood-contributing rainfall

likely associated with each flood was isolated through an object-identifier tool in Python. This

tool identified the largest contiguous precipitation area where the flood domain precipitation ac-

cumulation met or exceeded the 75th percentile. This method locates and isolates the maximum

precipitation accumulation and the surrounding high accumulation for all floods, irrespective of the

size of the precipitation swath–this allows for isolated convective rainfall to be captured, as well

as larger-scale synoptic rainfall from MCSs, fronts, or extratropical cyclones. Such an example of

this method isolating the heavy flash flood rainfall from lighter nonflash flood rainfall is shown in

Figure 2.1, and similarly isolates the maximum rainfall in slow-rise (not-shown), and hybrid floods

(not shown).

Various rainfall metrics were calculated for each flood episode, including accumulated rainfall,

area, and duration of the largest contiguous rainfall area exceeding the 75th percentile of accumu-

lation. These quantities were then averaged over the 12-yr period for 1) each Stage IV 4-km grid

cell and 2) all episodes by flood type. The number of floods per grid cell was also summed over
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Figure 2.1: An example of the methodology used to identify flood- producing storm rainfall from Stage IV

rainfall data. A flash flood in Virginia occurred from 0300 to 1600 UTC 7 Oct 2006, with its flood centroid

shown by the star, flooded stream gauges from the Shen et al. (2017) database in red dots, and largest

contiguous area of Stage IV accumulated precipitation (shaded; mm) over the 75th percentile outlined in

black, as identified from an object- identifier tool in Python.

the entire 12-yr period to find the episode frequency. This calculation allowed for variables to be

multiplied by a scaling factor similar to K. L. Rasmussen et al. (2016):

F =
Nf

Nt

(2.2)

where F is the scaling factor, Nf is the number of flood episodes per Stage IV grid cell, and Nt

is the total number of flood episodes over the CONUS. These normalized variables allowed for a

spatial comparison of flood characteristics over the CONUS, despite different episode frequencies.

2.3 Results

2.3.1 Seasonal and geographical distribution of floods

The number of flood episodes per month is shown in Figure 2.2 which has similarly been

shown in previous studies, though only for flash floods (Brooks & Stensrud, 2000; Maddox et

al., 1979; Schumacher & Johnson, 2006). Flash floods display a warm-season maximum from
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May to August. An absolute maximum occurs in July, which is consistent with findings of heavy

rainfall seasonality from Maddox et al. (1979), Brooks and Stensrud (2000), Schumacher and

Johnson (2006), and Stevenson and Schumacher (2014). A spring to early summer maximum

(March–June) is seen for slow-rise floods, which is associated with rain-on-snow events that occur

in the spring as precipitation falls as rain on melting snow (Ashley & Ashley, 2008b; McCabe

et al., 2007). Hybrid floods display a maximum in May–July due to synoptic rainfall and MCSs

(Ashley & Ashley, 2008b; Kunkel et al., 2012; Schumacher & Johnson, 2006). The consistency

of the seasonal distribution of floods with the literature, particularly the agreement between flash

flood seasonality with previous climatologies, provides confidence in the flood-producing storm

climatology developed herein.

Figure 2.2: Number of flood episodes per month summed from 2002 to 2013, where cyan represents flash

floods, dark blue represents hybrid, and gray represents slow-rise floods.

The reason for the varying seasonality of different flood types is generally linked to different

underlying causes. Post-2006, the NCEI Storm Events database attributed causes to flood reports,

as shown in Table 2.2. Note that the percentages are the percent of flood causes post-2006 exclud-

ing missing data (thus adding up to ∼100% for each flood type). The leading cause for all floods

is heavy rain, comprising 94.8% of flash floods, 74.5% of slow-rise floods, and 89.0% of hybrid
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floods. This result is not surprising, given that heavy rainfall is a necessary ingredient for flooding

(Doswell et al., 1996), though the nature of heavy rainfall likely differs between flood types. The

second largest contributing cause to each flood type is heavy rain over a burn area for flash floods

(2.2%), heavy rain-on-snowmelt for slow-rise floods (20.7%), and heavy rain from a tropical sys-

tem for hybrid floods (3.9%). The heavy rain on snowmelt supports the springtime maximum for

slow-rise floods (Figure 2.2), while the heavy rain from a tropical system explains some of the

summertime maximum in hybrid floods.

Table 2.2: Percentage of flood causes comprising each type of flood, where boldface values indicate the

largest percentage and italic values indicate the second largest percentage. Flood causes only include post-

2006 NCEI Storm Events data and exclude missing data from the calculation.

Flood type
Dam/

levee break

Heay

rain

Heavy rain/

burn area

Heavy rain/

snowmelt

Heavy rain/

tropical system
Ice jam

Planned

dam release

Flash 0.7 94.8 2.2 0.5 1.7 0.1 0.1

Slow-rise 0.4 74.5 0.3 20.7 2.4 2.4 0.3

Hybrid 3.2 89.0 0.3 2.5 3.9 0.4 0.7

To extend the seasonal analysis of floods beyond Figure 2.2, the spatial distribution of each

flood type is examined by season (Figure 2.3–Figure 2.5). Events per state from the NCEI Storm

Events Database are summed over the 12-yr period and normalized by state area, to account for

differing state sizes. Flash floods in the winter (Figure 2.3a) are confined mostly to the Gulf

Coast, Southeast, Ohio River valley, and California. This distribution is due to increased north

and northeast moisture transport from the Gulf of Mexico in the Southeast and Ohio River valley

(Trenberth, 1999), while the California maxima is attributed to atmospheric rivers (ARs) that af-

fect the West Coast during the winter (M. D. Dettinger et al., 2011a; Saharia et al., 2017a; Young

et al., 2017). Transitioning to spring (Figure 2.3b), flash flood occurrence spreads northward and

eastward, covering much of the eastern United States, as warm-season convection begins and syn-

optic systems frequent this area (Maddox et al., 1979). By summer (Figure 2.3c), flash floods

are nearly ubiquitous over the entire CONUS, highlighting the predominant role of warm-season
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convection in causing flash floods, as shown in Figure 2.2 and other studies (Davis, 2001; Mad-

dox et al., 1979; Schumacher & Johnson, 2006). This result is expected, as most of the country

is generally warm enough to support convection in the summer. The maximum in flash floods in

the Midwest and plains is due to MCSs, which contribute 30%–70% of warm season rainfall to

these regions (J. Fritsch et al., 1986) and are frequently associated with flooding (Ashley & Ashley,

2008b; Kunkel et al., 2012; Michaud et al., 2001; Schumacher & Johnson, 2006). During the sum-

mer, the North American monsoon is also at its peak (Adams & Comrie, 1997), which explains the

flash flood maximum in the Southwest seen in Figure 2.3c and observed in other studies (Ashley

& Ashley, 2008b; Kunkel et al., 2012; Saharia et al., 2017b). By fall (Figure 2.3d), flash floods

transition to the South (similar to the winter), clustered in the Southeast, Gulf Coast, East, and

Ohio River valley. Remnants of the North American monsoon signal is seen by the maximum in

the Southwest. These seasonality results are broadly consistent with heavy rainfall analyses over

the CONUS (Brooks & Stensrud, 2000; Kunkel et al., 2012; Maddox et al., 1979; Schumacher &

Johnson, 2006), and flood climatologies (Ashley & Ashley, 2008b; Michaud et al., 2001; Saharia

et al., 2017b, 2017a; B. K. Smith & Smith, 2015), with minor discrepancies attributed to different

data utilized in the present study.

Slow-rise floods exhibit a noticeably different seasonality than flash floods (Figure 2.4), likely

owing to different underlying causes (Table 2.2). During the winter (Figure 2.4a), slow-rise floods

are clustered in the Northeast and Ohio River valley, where heavy rainfall from fronts and extra-

tropical cyclones frequently occur (Kunkel et al., 2012; Schumacher & Johnson, 2006). A sec-

ondary wintertime maximum is observed on the West Coast, which is affected by flooding from

ARs and extratropical cyclones (M. D. Dettinger et al., 2011a; Kunkel et al., 2012; Saharia et al.,

2017b; Young et al., 2017), as well rain-on-snow events (Ashley & Ashley, 2008b; McCabe et

al., 2007). The West Coast AR signal fades slightly by springtime (Figure 2.4b), while the north-

central and upper Midwest display maxima, due to the occurrence of rain-on-snow events during

the spring (Ashley & Ashley, 2008b; Berghuijs et al., 2016; McCabe et al., 2007; Michaud et al.,

2001; Villarini, 2016), consistent with Table 2.2 and Figure 2.2. The Northeast maximum remains
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Figure 2.3: Number of flash flood events per state (fill; normalized by state area) and locations of USGS

gauge-indicated floods from the Shen et al. (2017) database (black dots) over the CONUS from 2002 to

2013 for (a) winter (DJF), (b) spring (MAM), (c) summer (JJA), and (d) fall (SON).

in the spring, as synoptic systems still frequent this area (Kunkel et al., 2012). By the summer

(Figure 2.4c), the distribution of slow-rise flood events is less straightforward. A maximum along

the eastern U.S. coastline is due to tropical systems (Ashley & Ashley, 2008b; Kunkel et al., 2012;

Schumacher & Johnson, 2006; Villarini et al., 2014), while maxima in the upper Midwest and

Ohio River valley are the result of synoptic systems or long-lived MCSs (Ashley & Ashley, 2008b;

Kunkel et al., 2012; Schumacher & Johnson, 2006).The less apparent slow-rise flooding in the In-

termountain West is explained by rain-on-snow events in the Rocky Mountains, which occur later

in the season due to a longer snowfall season than other areas (McCabe et al., 2007), and upslope

convection (Ashley & Ashley, 2008b). During the fall (Figure 2.4d), the distribution of slow-rise

floods is similar to winter, as ARs begin affecting the West Coast, and frontal systems, as well as

tropical cyclones frequent the eastern United States (Ashley & Ashley, 2008b; Kunkel et al., 2012;

Schumacher & Johnson, 2006).
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Figure 2.4: As in Figure 2.3, but for slow-rise floods.

Hybrid flood seasonality (Figure 2.5) is less intuitive than slow-rise or flash floods, given that

it has characteristics of both. Despite the lack of clarity of results, hybrid floods are nonetheless

important to consider, as some high-impact floods, such as the Colorado flood of 2013 (Gochis et

al., 2015), fall into this category. During the winter (Figure 2.5a), hybrid floods occur from the

Southeast to Ohio River valley and Northeast, as well as the Southwest. This pattern appears to be

more similar to the flash flood wintertime distribution (Figure 2.3a; also consistent with Table 2.2)

and is attributed to the same causes. The springtime pattern of hybrid floods (Figure 2.5b) appears

to be a blend between the flash and slow-rise distribution (Figure 2.3b and Figure 2.4b), thus

displaying influences of rain-on-snow floods in northern and mountainous regions, as well as the

start of warm-season convection in the Midwest. Springtime West Coast maxima are attributed to

late-season ARs (M. D. Dettinger et al., 2011a; Young et al., 2017). Summertime hybrid floods

also show similarities to flash and slow-rise floods, with some East Coast locations displaying

maxima, as well as the upper Midwest, and plains. This suggests that synoptic events, MCSs, and

TCs that have “flashier” elements than slow-rise floods account for this spatial distribution. By
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fall (Figure 2.5d), hybrid floods occur most notably in the mid-Atlantic and Ohio River valley,

highlighting the predominance of tropical cyclones [viz., Hurricanes Irene (2011), Hanna (2008),

Gustav and Ike (2008); NHC] and frontal influences (Ashley & Ashley, 2008b; Kunkel et al., 2012;

Villarini et al., 2014).

Figure 2.5: As in Figure 2.3, but for hybrid floods.

The total flood events per state from Figure 2.3–Figure 2.5 are shown in Figure 2.6. Flash

floods (Figure 2.6a) occur mostly to the east of the Rockies, with a secondary maximum in the

Southwest. This result is reflective of the warm season convective and Southwest monsoon signals

from Figure 2.3. Slow-rise floods (Figure 2.6b) show more of a northern maximum compared to

flash floods, with most events clustered in the Northeast, Ohio River valley, upper Midwest, and

Pacific Northwest. The northern maximum appears to be a result of the winter and springtime

rain-on-snow events, while the Pacific Northwest maximum is attributed to ARs (Figure 2.4). The

distribution of hybrid floods (Figure 2.6c) is less straightforward, predominantly occurring in the

mid-Atlantic, Ohio River valley, and plains. This suggests that hybrid floods experience the same
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flood-producing storms as both flash and slow-rise floods, but are distinguished by longer durations

than flash floods and more convective characteristics than slow-rise floods, as will be shown in the

following section.

Figure 2.6: Number of (a) flash, (b) slow-rise, and (c) hybrid flood events per state (fill; normalized by state

area) and locations of USGS gauge-indicated floods from the Shen et al. (2017) database (black dots) over

the CONUS from 2002 to 2013.
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2.3.2 Rainfall characteristics of flood-producing storms

In addition to examining when and where floods occurred, it is important to consider the dis-

tribution of rainfall characteristics over the CONUS using Stage IV rainfall data, especially since

rainfall characteristics are lacking in the NCEI Storm Events Database. The episode frequency,

average rainfall accumulation, area, and duration per Stage IV grid cell (∼4 km × 4 km) for 12

years over the CONUS for each flood type is shown in Figure 2.7, Figure 2.8, and Figure 2.10. The

qualitative distribution rather than the quantitative value is more important to focus on for these

results to compare regions with differing flood rainfall characteristics.

Flash flood rainfall characteristics (Figure 2.7) show that flash floods frequently occur in the

Mississippi and Ohio River Valleys (Figure 2.7a), where there is also the highest average rainfall

accumulation (Figure 2.7b), largest average area (Figure 2.7c), and moderate durations (15–24h;

Figure 2.7d). Given the proximity to major rivers such as the Mississippi and Ohio Rivers, along

with persistent moisture source from the Gulf of Mexico, and frequent year-round convection

(Schumacher & Johnson, 2006; Figure 2.3), this result is consistent with expectations and with

previous work (Michaud et al., 2001; Saharia et al., 2017a). Missouri and Arkansas stand out as

notable hotspots for flash flood frequency and rainfall accumulation, which is unsurprising, due

to the number of devastating floods in this location associated with MCSs (Ashley & Ashley,

2008b; Schumacher & Johnson, 2008, 2009). Notice that a secondary maximum in flash flood

rainfall characteristics occurs in the Southwest, where, despite flash floods being only moderately

frequent (Figure 2.7a) with low average rainfall accumulation (Figure 2.7b) and a small average

area (Figure 2.7c), they are associated with long-lived storms (over 24 h; Figure 2.7d). These

long-lived storms occur in January and from July–October, during the monsoon (not shown), and

could be due to terrain-enhanced and terrain-locked precipitation (Neiman et al., 2004), as well

as repeated convective initiation over the terrain. Maddox et al. (1979) and Michaud et al. (2001)

similarly found that western flash flood events were less frequent and had lower rainfall amounts,

but were shorter in duration, which is inconsistent with our results. Our results include all flash

floods in the Southwest, whereas Maddox et al. (1979) only considered 31 floods in the western
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CONUS that fit pattern recognition of synoptic conditions causing floods, while Michaud et al.

(2001) only considered small basin (< 200 km2 in area) floods. Both Maddox et al. (1979) and

Michaud et al. (2001) are thus more limited in scope, while results from this study characterize the

full spectrum of flash floods, which likely explains the discrepancy of long-duration events in the

Southwest with previous studies (Maddox et al., 1979; Michaud et al., 2001).

Figure 2.7: Flash flood (a) episode count, (b) average rain accumulation, (c) average area, and (d) average

duration (h) per Stage IV grid cell from 2002 to 2013. Values in (a)–(c) are on logarithmic scales, while

those in (b) and (c) have been normalized by a scaling factor (number of flood events in Stage IV grid

cell/total number of flood events).

Similar to the distribution of storm reports (Figure 2.4), maximum values in slow-rise flood

rainfall characteristics (Figure 2.8) display a northern shift compared to flash floods. Slow-rise

floods in the Northeast, Ohio River valley, and the upper Midwest are the most frequent (Fig-

ure 2.8a), have the highest average rainfall accumulation (Figure 2.8b), and largest area (Fig-

ure 2.8c), with variable durations from 50 to 250 h (Figure 2.8d). These regions displayed year-

round flooding (Figure 2.4), due to frequent synoptic forcing and long-lived MCSs (Ashley &

Ashley, 2008b; Kunkel et al., 2012; Schumacher & Johnson, 2006). While the duration of slow-
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rise floods is only moderate in the Northeast and Ohio River valley (Figure 2.8d), long-duration

(>250 h) slow-rise floods occur in the northern Great Plains and Mississippi River valley. In the

northern Great Plains, slow-rise floods are somewhat infrequent, with moderate rainfall accumu-

lation and area, occurring mostly in the spring and summer (Figure 2.4). This pattern is due to

MCSs (Schumacher & Johnson, 2006) and rain-on-snow events, with the latter comprising 66% of

long-duration (>250 h) slow-rise floods (Figure 2.9a; Table 2.3). The long-duration and moder-

ately large floods in the lower Mississippi River valley are consistent with a maximum frequency

of long-duration (i.e., 5 days) widespread heavy rainfall events in the Gulf of Mexico, which were

caused by cool-season synoptic cyclones, tropical cyclones, and summertime convection in nine

cases examined by (Schumacher & Johnson, 2009). Flood reports show that long-duration events

in the lower Mississippi Valley are primarily due to cool-season heavy rainfall (Figure 2.9b; Ta-

ble 2.3), showing that cool-season synoptic cyclones explain these long durations. Finally, mod-

erate duration (∼100 h) and high rainfall accumulation slow-rise floods also occur in the Pacific

Northwest, due to ARs (Davis, 2001; Kunkel et al., 2012; Saharia et al., 2017a) and rain-on-snow

events (McCabe et al., 2007).

Figure 2.8: As in Figure 2.7 but for slow-rise floods.
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Figure 2.9: Cause of long-duration (> 250 h) slow-rise floods in the (a) northern Great Plains (n=82) and

(b) lower Mississippi Valley (n=23) from post-2006 NCEI Storm Events data. The size of different colors

in the circle shows the percentage of each flood cause (green= heavy rain, blue=heavy rain on snowmelt,

purple=ice jam, orange= dam release, and red=heavy rain over burn area).

Table 2.3: Seasonality of long-duration (>250 h) slow-rise flood causes in the northern Great Plains and

lower Mississippi Valley for causes that comprise over 25% of the total. The peak season for each flood

cause in each region is bolded.

Fall Winter Spring Summer Total

Northern Great Plains

Heavy-rain 2% 0% 4% 24% 30%

Heavy rain/snowmelt 0% 0% 45% 21% 66%

Lower Mississippi Valley

Heavy rain 17% 17% 48% 4% 86%

Hybrid floods display a maximum in rainfall characteristics in the central United States, Ohio

River valley, and mid-Atlantic (Figure 2.10), which is between the location of maximum slow-

rise and flash flood rainfall characteristics. In the central United States, Ohio River valley, and

mid-Atlantic, hybrid floods occur most frequently (Figure 2.10a), have the highest average rainfall

accumulation (Figure 2.10b), are the largest (Fig. 10c), and have moderate durations (40–100h;
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Figure 2.10d). These locations are also where hybrid floods were frequently observed by storm re-

ports (Figure 2.5) and are likely the result of long-lived convection, tropical cyclones (Figure 2.5),

and frontal passages (Ashley & Ashley, 2008b; Kunkel et al., 2012; Villarini et al., 2014). The

longest duration hybrid floods (>100 h) are observed in the Gulf Coast (Fig. Figure 2.10d), which

highlights slow-moving tropical systems (Ashley & Ashley, 2008b; Villarini et al., 2014).

Figure 2.10: As in Figure 2.7 but for hybrid floods.

2.3.3 Comparison of rainfall characteristics in flood-producing storms

While the spatial patterns shown above suggest differences in rainfall characteristics of the

different flood-producing storm types, a direct comparison most prominently exhibits these differ-

ences. The distribution of episode total rainfall accumulation (normalized by storm area; Fig-

ure 2.11a), episode maximum rain rate (Figure 2.11b), total episode duration (Figure 2.11c),

and episode flood area (Figure 2.11d) are compared between flash, slow-rise, and hybrid flood-

producing storms. The total rainfall accumulation normalized by storm area is used rather than

area-averaged rainfall due to the varying storm sizes between the different flood types for a more
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accurate comparison. Flash flood–producing storms exhibit high maximum rain rates (mean of 58

and up to 300 mm h−1; Figure 2.11b), the shortest duration (<150 h; Figure 2.11c), and smallest

area (Figure 2.11d), which is consistent with the convective nature of flash flood–producing storms

(Davis, 2001; Doswell et al., 1996; Maddox et al., 1979). However, rainfall accumulations are only

moderate (Figure 2.11a), due to the transient nature of these flood-producing storms, and maxi-

mum rain rates that are lower than hybrid flood–producing storms (mean of 71 mm h−1). Given

that hybrid flood–producing storms are slightly biased toward being composed of flash floods (sec-

tion 2b), but with a much larger area (Figure 2.11d) and longer duration (Figure 2.11c) than flash

flood–producing storms, this suggests more intense and organized storms. These characteristics of

hybrid flood–producing storms result in the highest rainfall accumulation of any flood type (Fig-

ure 2.11a), due to high rain rates sustained over a long duration and large area [Eqn. 2.1]. This

is despite slow-rise flood-producing storms having a longer duration (Figure 2.11c) and similarly

large area (Figure 2.11d). However, slow-rise flood- producing storms have a lower maximum

rain rate (mean of 50 mm h−1), which explains the lower rainfall accumulations, consistent with

expectations (Davis, 2001).

Differences in flood-producing storm rainfall characteristics are also summarized in Fig-

ure 2.12, where flood episode average rain rate is plotted as a function of duration, and the size of

the scatter points represents the area of the flood episode. Figure 2.12 visualizes 2.1, which is a

simple relationship showing that high rainfall accumulation is governed by high average rain rates

sustained over a long-duration (though flood-producing storms usually exhibit a dominance of ei-

ther rainfall rate or duration; Doswell et al., 1996). Note that average rain rates are calculated over

the entire flood duration and area, thus yielding different results (and lower rain rates) than Fig-

ure 2.11b. This visual representation of 2.1 (Figure 2.12) thus provides insight into the dominance

and importance of flood “ingredients” in the various flood-producing storm types.

From Figure 2.12, it is observed that flash flood–producing storms are intense (>up to 10 mm

h−1), small to moderate in size, and short duration (<100 h), while slow-rise flood-producing

storms are low-intensity (<6 mm h−1), large, and long-lived (>300 h) events. Hybrid flood-
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Figure 2.11: Boxplots of (a) rainfall accumulation normalized by flood area (mm km−2), (b) maximum rain

rate (mm h−1), (c) flood duration (h), and (d) flood area (km2) for flash (red box), slow-rise (cyan box), and

hybrid flood episodes (purple box). Black dots indicate outliers.

producing storms are large and low intensity (<6 mm h−1) like slow-rise flood-producing storms,

but with durations between flash and slow-rise flood-producing storms (generally <300 h, with

a few outliers). Combining this result with Figure 2.11, hybrid flood-producing storms have the

highest rainfall accumulation because they have higher maximum rain rates than slow-rise floods

that are sustained longer than flash flood–producing storms. This relationship for the different

flood-producing storms types is consistent with Eqn. 2.1, thus providing confidence that this flood

climatology is robust and accurately captures flood characteristics unique to each flood type. Such

a physically realistic climatology of various flood-producing storm types over the CONUS offers

insight into the specific regions at risk for different impacts posed by these floods and their unique

characteristics.
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Figure 2.12: Average rain rate (mm h−1) as a function of the log of duration (h) for flash (red dots), slow-rise

(blue dots), and hybrid (purple dots) floods, where the size of the dot represents the area of the flood.

2.4 Conclusions

A flood-producing storm climatology over the CONUS from 2002 to 2013 was created to

investigate the location, seasonality, and rainfall characteristics of flash, slow-rise, and hybrid

flood–producing storms. The NCEI Storm Events Database documented where and when these

floods occurred and is merged with stream gauge-indicated floods from the Shen et al. (2017)

database to provide a robust indication of a significant hydrologic response to a causative meteo-

rological event. Stage IV data supplemented the storm reports by providing rainfall data for the

identified flood-producing storm cases, allowing for examination of flood-producing storm total

rainfall accumulation, area, and duration. The methodology employed in this study allowed for the

development of a flood-producing storm climatology over the CONUS, which is unique relative

to previous studies by linking the specific meteorological rainfall characteristics to verified flood

episodes. Additionally, this research fills the need for a flood climatology that examines character-

istics of a range of flood-producing storm types and not just flash floods, which have been explored

extensively in the literature (Brooks & Stensrud, 2000; Maddox et al., 1979; Saharia et al., 2017a).
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The flood-producing storm climatology developed in this study was demonstrated to be ro-

bust, as shown by the unique seasonal, spatial, and rainfall characteristics for the different flood-

producing storm types that are physically consistent with Doswell et al. (1996) and results from

prior studies. Additionally, this study provides a novel perspective on floods by analyzing the de-

tailed rainfall characteristics of numerous flood-producing storms over the CONUS. The results

for each flood- producing storm type are summarized as follows:

• Flash flood–producing storms

– Intense, short-duration, small- to moderate-sized systems with low rainfall accumula-

tion

– Summertime maximum (due mostly to warm season convection)

– Occur most often east of the Rocky Mountains

– Most frequent, highest rainfall accumulation, largest area, and moderate duration in

Mississippi and Ohio River valleys

– Moderate frequency, rainfall accumulation, and area, but longest duration in the South-

west due to the monsoon

• Slow-rise flood–producing storms

– Low intensity, long-duration, large systems with low rainfall accumulations

– Spring–early summer maximum

– Occur most often in the Northeast, Ohio River valley, northern plains, and Pacific

Northwest

– Due mostly to MCSs, synoptic events (including ARs), and rain-on-snowmelt

– Most frequent, highest rainfall accumulation, and largest area in the Northeast, Ohio

River valley, and upper Midwest

– Moderate duration and frequency, but high rainfall accumulation in the Pacific North-

west due to ARs
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• Hybrid flood–producing storms

– Moderate intensity and duration, large systems, with high rainfall accumulations

– Late spring–early summer maximum

– Occur most often in the central United States and the Northeast

– Due mostly to heavy rain and tropical systems

– Most frequent, highest rainfall accumulation, largest area, and moderate duration in the

central United States, the Northeast, and mid-Atlantic

While more detailed mesoscale and synoptic processes giving rise to the unique characteristics

observed in each flood-producing storm type is beyond the scope of the current study, it is rea-

sonable to conclude that these processes differ between flood types, as suggested by Doswell et al.

(1996), Davis (2001), and observed in case studies in the literature. Such cases include a flash flood

from 6 to 7 May 2000 in eastern Missouri that was produced by a quasi-stationary MCS (Schu-

macher & Johnson, 2008), multiday AR flooding on the West Coast in December 2010 (F. Ralph

& Dettinger, 2012) characteristic of slow-rise flood-producing storms, and hybrid flood–producing

storms in Colorado characterized by stratiform rainfall with embedded convection due to persis-

tent upslope flow of moist neutral air (Gochis et al., 2015). Given the consistency of characteristics

observed in flood-producing storms from this study with previous work, the mesoscale and synop-

tic dynamics unique to the aforementioned floods likely explain some of the observed differences

among flood types in this climatology. It is important to study the full-spectrum of flood types,

as was done in this study, given the range of behaviors exhibited in the different flood-producing

storm types. The nature of this flood-producing storm climatology provides the potential to be

useful for research and operational applications, especially considering the unique impacts that

might result from different flood- producing storm types. An extensive documentation of where,

when, how often, and how much rainfall occurred from different flood-producing storm types is

valuable information for emergency mangers, city planners, and policy makers seeking efforts to

protect their communities against flood-related risks.
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Furthermore, the characteristics of these flood-producing storms provide a baseline for under-

standing the nature of these storms in a current climate so that potential future changes associated

with a warming climate can be more accurately assessed. One application of this in future work is

the utilization of high-resolution, convection-permitting simulations over the CONUS from 2002

to 2013 of the current and future climate (Liu et al., 2017) to examine potential changes to high-

impact flood-producing storms from this climatology. This planned future work is similar to the

Gutmann et al. (2018) study of hurricanes in a current and future climate, who finds higher precip-

itation rates in future hurricanes, providing further motivation for studying flood-producing storms

in a future climate. These simulations will allow for an understanding of how the physical pro-

cesses, in addition to the observed characteristics, of flood-producing storms in a future climate

might change. Thus, this flood-producing storm climatology is one step toward a better under-

standing of the complex water, weather, and energy relationships in a current and future climate

that can help inform the use of water-resources and risk posed by these disasters over the CONUS.
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Chapter 3

The Role of Precipitation in Flood Occurrence and

Distribution in Topographically Variable Basins

3.1 Introduction

Floods are one of the deadliest weather-related natural disasters in the continental United States

(CONUS; Ashley & Ashley, 2008a), with nearly 41 million people currently exposed to a 1-in-100-

year flood (Wing et al., 2018). In spring 2019, locations along the Mississippi River experienced

record flood stages and the longest lasting floods since 1927, totaling over three months in dura-

tion (Donegan, 2019; NWS, 2019).The record Mississippi River flooding was caused by a unique

combination of ingredients during the spring of 2019–rapid snowmelt, saturated soils, and heavy

rainfall (NWS, 2019). This concatenation of atmospheric, topographic, and hydrologic factors

is necessary for floods to occur, though the relationship between these three systems is complex

(Davis, 2001).

To better understand the connection between the various mechanistic drivers of flooding, stud-

ies have examined rainfall-streamflow relationships of floods. Stephens et al. (2015) analyzed the

link between flood frequency, spatial extent, and duration with river discharge and monthly pre-

cipitation in major global rivers. They found that mean monthly precipitation derived from a re-

analysis dataset (ERA-Interim) was not well correlated with global flood activity, which Stephens

et al. (2015) attributes to the nonlinearity of flood activity and rainfall, as well as regional and sea-

sonal differences. Berghuijs et al. (2016) further investigated the role of different flood-generating

mechanisms over the CONUS and the ability of those mechanisms to explain the variability in

maximum annual streamflow. Regional and seasonal patterns in streamflow are poorly explained

by rainfall alone, and Berghuijs et al. (2016) show that precipitation-excess (i.e., rainfall excess

compared to soil moisture storage capacity) is a more important contributor to maximum annual
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streamflow. However, Villarini and Slater (2018) demonstrated that rainfall is closely related to

streamflow when examining temporal changes in stream gage height associated with changes in

storm total precipitation over the CONUS. Storm total precipitation shows regional differences in

relation to streamflow, displaying a greater importance on the West Coast and east of the 100th

meridian (Villarini & Slater, 2018). Additionally, Slater and Villarini (2016) showed that agree-

ment in precipitation and stream gage height increases in large and low-lying areas, highlighting

the more nuanced variability in precipitation and streamflow trends.

These previous studies generally do not find a strong agreement between streamflow and rain-

fall, which is important for understanding the nonlinearity of rainfall and streamflow processes

operating in floods. However, relatively weak associations between these variables is not surpris-

ing, because many of these prior studies used coarse precipitation data that is averaged over large

spatial or temporal scales (Stephens et al., 2015), and the studies did not consider storm-scale pre-

cipitation (aside from Villarini & Slater, 2018, but even they used basin-averaged daily values).

Simply examining maximum annual discharge in relation to statistics of monthly or annual precip-

itation masks the ability of individual storms to cause floods on the scale of hours to days, such as

the Big Thompson Canyon and Rapid City flash floods (Maddox et al., 1978), Colorado floods of

2013 (Gochis et al., 2015), or Hurricane Harvey-related flooding in 2017 (NHC, 2018).

The purpose of this study is to fill this gap by examining flood rainfall-streamflow relation-

ships in two different river basins (the Wabash and Willamette basins) in the CONUS using high-

resolution precipitation data from a climatology of flood-producing storms and streamflow during

these flood events. The inter-basin variability in flood rainfall and discharge is examined to gain

a more detailed understanding of flood behavior in two topographically and climatically different

river basins. Such an approach paints a more nuanced picture of the variability in the topographic,

climatic, atmospheric, and hydrologic processes operating in floods on local scales, which warrants

further understanding to protect local communities against flood-related risks.
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3.2 Methods

3.2.1 Flood data

Floods in two U.S. river basins–the Wabash and Willamette basins–were identified from a cli-

matology of flood-producing storms over the CONUS from Chapter 2. This database identified

floods from 2002–2013 using the National Centers for Environmental Information (NCEI) Storm

Events database merged with a database of streamflow-indicated floods (Shen et al., 2017). A

storm-centric view of floods with a notable hydrologic response is provided by this database in

using only the NCEI flood reports (grouped into separate “episodes” by their associated meteoro-

logical system) that were close in space and time with flooded stream gauges identified from Shen

et al. (2017). Both flash and slow-rise floods are included in this database: flash floods are defined

by the National Weather Service as “a rapid and extreme flow of high water into a normally dry

area, or rapid water level rise in a stream or creek above a predetermined flood level, beginning

within six hours of the causative event (e.g., intense rainfall, dam failure, ice jam-related),” and

slow-rise floods are defined as “the inundation of a normally dry area caused by an increased water

level in an established watercourse, or ponding of water, generally occurring more than six hours

after the causative event, and posing a threat to life or property” (NWS, 2007). Using this method-

ology, 3436 (2102) flash (slow-rise) flood-producing storms over the CONUS comprise the flood

database (see Chapter 2), and the data is clipped to the boundaries of each respective river basin to

study both flash and slow-rise flood-producing storms in each basin.

Rainfall information for each flood-producing storm in the Wabash and Willamette basin is

gathered from the Chapter 2 flood database. Hourly, 4-km Stage IV (Lin & Mitchell, 2005) rain-

fall information for each flood is collected over the whole duration of each flood within +/- 5◦

latitude and longitude of the flood centroid. While Stage-IV has well-documented issues over

the western U.S. (which includes the Willamette basin; Nelson et al., 2016), when compared to

the Parameter-elevation Regression on Independent Slopes Model (PRISM) dataset (Daly et al.,

2008), results are similar (not shown). To isolate the heavy, flood-contributing rainfall for each

flood, only the largest contiguous area where rainfall accumulations exceeded the 75th percentile
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are used. Instantaneous streamflow for USGS stream gauges is obtained over the flood duration

for all gauges in the flood domain (+/- 5◦ latitude and longitude from the flood centroid) for each

flood. The flood discharge is normalized by contributing area to reduce the effect of catchment

area on river discharge (e.g. larger catchment areas tend to produce greater flows). Relationships

between average gridded flood rainfall and average discharge for stream gauges in the Wabash and

Willamette basins are explored, and Spearman rank correlations for rainfall closest to the stream

gauge discharge provide a quantitative metric to better understand this relationship for floods in

different basins. While performing a temporal or spatial lag between flood rainfall and stream-

flow would provide a more comprehensive representation of rainfall and streamflow relationships,

doing so would add additional complexity that is beyond the scope of the study.

3.2.2 Description of river basins

The Wabash and Willamette river basins are selected because they contain contrasting topogra-

phy, hydrologic characteristics, and atmospheric regimes. The Wabash River basin has a drainage

area 85,237 km2 and is located primarily in Indiana (Figure 3.1). Topography in the Wabash River

basin is fairly flat, ranging in elevation from approximately 107–360 m, with the highest topog-

raphy located in the central to northeast portion of the basin and lower terrain to the south. Both

flash and slow-rise floods are encountered throughout the year (Figure 3.2a), with most flash floods

occurring during the warm season from May–July (likely due to convective storms), and slow-rise

floods occurring during the cool-season from December–March.

The Willamette River basin is situated in northwest Oregon, with the Coast Range to the west

and the Cascade Mountains to the east (Figure 3.1). It is thus defined by more complex terrain than

the Wabash basin, ranging in elevation from 3–3,050 m (Shearman, 1976). The Willamette River

has a drainage area of 29,730 km2 and is Oregon’s largest river basin (Robins, 2019; Shearman,

1976). Due to its location in the Pacific Northwest, the Willamette River Basin experiences slow-

rise floods from November through March (Figure 3.2b) due to atmospheric rivers, which are

highly concentrated water vapor plumes associated with extratropical cyclones coming off the
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Figure 3.1: The two basins used for analysis in study. The Willamette basin (a) is located in Oregon, next

to the Coastal (Cascade) Mountains to the west (east) and is characteristic of the Pacific Northwest (black

outline). The Wabash basin (b) is located in Indiana and parts of Illinois and Ohio and is characteristic of a

relatively flat river basin in the Midwest (black outline).

Figure 3.2: a) Seasonality of flash (red) and slow-rise (blue) floods in the Wabash basin by month. b) as in

a), but for the Willamette basin. Floods are identified using a flood database from Chapter 2.

Pacific Ocean (Neiman et al., 2008), other extratropical cyclone-related precipitation, and rain-on-

snow events (Berghuijs et al., 2016; Stephens et al., 2015; Villarini & Slater, 2018). Only two flash

flood episodes occurred in the Willamette basin during 2002–2013 and therefore are excluded

from further analysis. The Willamette basin, which contains complex terrain and experiences

cool-season slow-rise floods, provides an ideal contrast to the flatter, inland Wabash basin, which

experiences both flash and slow-rise floods year-round.
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This contrast between the Wabash and Willamette basins yields a useful framework from which

to analyze detailed flood rainfall-streamflow relationships. While only two basins are selected for

analysis, they are representative of larger climatic regimes and geographical areas. The Wabash

basin exemplifies a typical flat Midwest basin that experiences flooding year-round due to ex-

tratropical cyclones and convective storms, with larger organized mesoscale convective systems

(R. A. Houze Jr, 2004) dominant during the summer months (Ashley & Ashley, 2008b; Kunkel et

al., 2012; Schumacher & Johnson, 2006). Meanwhile, the Willamette basin is characteristic of the

Pacific Northwest region of the U.S., with complex terrain and flooding primarily confined to the

cool-season due to atmospheric rivers and extratropical cyclones (Kunkel et al., 2012; Saharia et

al., 2017b). Given the large difference in storm mechanisms driving floods in each basin, analyzing

flood rainfall-streamflow relationships in these two basins can provide an inference to flood behav-

ior typical of the Midwest and Pacific Northwest, though further work is necessary to extrapolate

results beyond the Wabash and Willamette basins.

3.3 Results

3.3.1 Flood rainfall and streamflow in the Wabash Basin

Results show that flash and slow-rise floods occur throughout the Wabash basin, and both types

of floods occur most frequently in the furthest downstream regions of the basin (indicated by the

color gradient in Figure 3.3a, c). For flash floods, 20–60 floods occurred between 2002–2013 in the

northern half of the basin, whereas 80–120 floods occurred in the southern half of the basin during

the same time period ( Figure 3.3a). Slow-rise floods also exhibit a north-to-south gradient with a

maximum of over 150 slow-rise floods occurring in the southeast Wabash basin (Figure 3.3c). The

similar spatial variability among flash and slow-rise floods suggests that the interplay between the

topography, hydrology, and meteorology creates a preferential hotspot for floods in Wabash basin.

The spatial distributions of average rainfall (indicated by the color gradient in Figure 3.3b,

d) and discharge (indicated by the black dots in Figure 3.3b, d) associated with flash and slow-

rise floods exhibit more variability than distributions of flood occurrence. The maximum rainfall

41



Figure 3.3: a) Number of flash flood episodes in the Wabash basin. b) Average flash flood rainfall in the

Wabash basin. c) and d), as in a) and b), respectively, except for slow-rise floods. Black dots show average

flood discharge (normalized by catchment area), where larger dots = higher discharge (m3 s−1 km−2). The

black arrow shows the general north-to-south direction of river flow.

associated with flash floods occurs in the southern part of the Wabash basin, reaching values of

50 mm on average. More localized maxima in average flash flood rainfall occurs throughout the

basin, particularly in the central Wabash basin, which indicates the transient and localized nature

of flash flood-producing storms. Average flash flood discharge does not directly match the spa-

tial variability of flash flood average rainfall, with maxima (i.e., the larger dots in Figure 3.3b)

located in the central region of the basin. The maxima of flash flood discharge coincide with the

location of Indianapolis and higher terrain, suggesting that urbanization and topography (however

slight) influence flood discharge trends, which has been previously documented (Ashley & Ashley,

2008a; Davis, 2001; Saharia et al., 2017a; B. K. Smith & Smith, 2015). The maximum slow-rise

flood discharge (Figure 3.3d) is similarly located in the central and eastern portion of the Wabash,

again showing the importance of the basin’s topography and land use. Slow-rise flood average
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rainfall displays a broader maximum in the southern half of the basin, with lower maximum rain-

fall amounts of 40 mm. Such a result is consistent with the larger area and less intense nature of

slow-rise flood-producing storms (Chapter 2), which tend to be caused by synoptic systems.

To provide a more quantitative understanding of flood rainfall-discharge relationships, corre-

lations between flash and slow-rise flood rainfall and discharge were analyzed. When aggregated

across the entire Wabash basin, the correlation between flash (slow-rise) flood rainfall accumu-

lation and river discharge is -0.037 (-0.027; Figure 3.4). The correlation between discharge and

flood frequency is also weak in flash (slow-rise) floods, with a value of -0.07 (-0.015). While the

flood rainfall/frequency-discharge correlation is weak, correlations between elevation and rainfall

as well as elevation and discharge are stronger in floods. The correlation between elevation and

rainfall in flash (slow-rise) floods is -0.6 (-0.67) and the correlation between elevation and dis-

charge in flash (slow-rise) floods is 0.36 (0.34). Therefore, while basin-wide correlations between

flood rainfall and frequency with discharge are weak, both flood rainfall and discharge exhibit a

stronger relationship with elevation. Such a result is possible because flood rainfall has a strong

negative correlation with elevation, but flood discharge has a moderate positive correlation with

elevation. This relationship suggests that flash and slow-rise flood rainfall maximizes where el-

evation is lower while flash and slow-rise discharge maximizes where elevation is higher. Such

relationships can be visualized in Figure 3.3, where flash and slow-rise flood rainfall typically

maximizes in the southern Wabash basin and discharge maximizes upstream in the central Wabash

basin.

Whereas rainfall-discharge correlations across the entire basin fail to capture the spatial vari-

ability in the Wabash basin, correlations of flood rainfall at individual stream gauges yield higher

correlations (Figure 3.5). Both flash (Figure 3.5a) and slow-rise (Figure 3.5b) floods display corre-

lations over 0.75 in much of the central Wabash basin located near Indianapolis and higher terrain

(∼400 m; darker contours). This suggests a non-negligible role of a slight terrain gradient and ur-

banization on concentrating rainfall and discharge, similar to the effect of the Balcones Escarpment

in central Texas (Caracena & Fritsch, 1983; Nielsen et al., 2016; J. A. Smith et al., 2000).
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Figure 3.4: Correlation matrix of flood frequency (rain_ct), gauge elevation (elevation), flood average dis-

charge (discharge), and flood average rainfall (rain) averaged across the entire Wabash basin for a) flash

floods and b) slow-rise floods.

Figure 3.5: Correlation between average discharge and average rainfall at each stream gauge for a) flash

floods, and b) slow-rise floods. Blue lines depict major rivers, while grey contours depict topography (darker

contours=higher topography).

3.3.2 Flood rainfall and streamflow in the Willamette Basin

In the Willamette basin, slow-rise floods occur most often in the western and northeastern re-

gions of the basin, areas that both border mountain ranges (see Section 3.2), with a maximum of

30 slow-rise floods from 2002–2013 (indicated by the color gradient in Figure 3.6a). The fewest

number of slow-rise floods occur in the central part of the basin, bordering the Willamette river

(north-south river/ black line in the basin). Similarly, the maximum average slow-rise flood rain-

fall occurs in the western and northeastern regions of the basin, reaching average values of 150–225
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mm (Figure 3.6b). The spatial trends in slow-rise flood discharge are more complex than flood oc-

currence or average rainfall, but a maximum is observed in the central western Willamette basin,

coinciding with the maximum in slow-rise flood occurrence and rainfall. Thus, while topogra-

phy showed some importance in the Wabash basin, the higher topography in the Willamette basin

displays a more prominent influence on the spatial variability of slow-rise flood rainfall and occur-

rence. Such a result is unsurprising, as the high terrain in the Pacific Northwest acts to focus and

enhance rainfall in the stable, moist airmass characteristic of extratropical cyclones and associated

atmospheric rivers coming off the Pacific Ocean (Neiman et al., 2008). This appears to exhibit

some influence on slow-rise flood discharge as well, at least in the central western Willamette

basin, though elsewhere, discharge is spatially variable.

Figure 3.6: a) Number of slow-rise flood episodes in the Willamette basin. b) Average slow-rise flood

rainfall in the Willamette basin. Black dots show average flood discharge (normalized by catchment area),

where larger dots = higher discharge (m3 s−1 km−2). The black arrow shows the general south-to-north

direction of river flow.

The variability in slow-rise flood discharge from Figure 3.6 creates a less clear spatial pattern

in slow-rise flood discharge and rainfall correlations. Basin-wide, this correlation is 0.43 (0.35)

between flood rainfall (frequency) and discharge (Figure 3.7). Slow-rise flood rainfall exhibits a

weak correlation with elevation of 0.12, with an even weaker correlation between flood discharge

and elevation of -0.096. Weak correlations in flood rainfall and discharge with elevation are likely
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due to maxima in flood rainfall and discharge in areas near complex terrain in the west-central

portion of the Willamette basin as well as the flatter central Willamette basin (Figure 3.6b).

Figure 3.7: As in Figure 3.4, but for the Willamette basin.

Similar to the Wabash basin, the basin-average Willamette correlation misses much of the

spatial variability in the rainfall-discharge correlation shown in Figure 3.6. The Willamette slow-

rise flood rainfall and discharge correlation map paints a complicated picture, in that stream gauges

with strong negative correlations are located just downstream of stream gauges with strong positive

correlations in many instances (Figure 3.8). Along the Willamette River itself (north-south river in

the middle of the basin), high positive correlations exist (up to nearly 1.00), while on many of the

tributaries, strong negative correlations exist (particularly in the northern and southern Willamette),

down to nearly -1.00. Notice that many of the high elevation stream gauges (i.e., western-most

gauges in the basin) also have high positive correlations above 0.75.

The influence of dams on flood rainfall-streamflow correlations are shown in Figure 3.8, with

dams having heights greater than 30 m plotted in triangles, and larger dams indicated by larger tri-

angles. Most of the dams are located along tributaries (Figure 3.8; Shearman, 1976), which could

explain how strong positive correlations in rainfall and discharge are located right next to strong

negative correlations. While dams exist in the Wabash basin (not shown), the type of dam manage-
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Figure 3.8: Correlation between average discharge and average rainfall at each stream gauge for slow-rise

floods. Blue lines depict major rivers, grey contours depict topography (darker contours=higher topogra-

phy), and grey triangles show dams >30 m height, where the size of the triangles indicate the relative dam

height.

ment is different in the Willamette basin, since the majority of precipitation (and flooding) occurs

in the winter in the Willamette (Figure 3.2; Neiman et al., 2008; Saharia et al., 2017b) and neces-

sitates a greater storage of water in order to provide water throughout the year (of Engineers, n.d.;

Shearman, 1976). Furthermore, the creation of dams in the Willamette basin have substantially

modified streamflow, such that locations that experienced a 1-in-10-year peak streamflow pre-dam

construction now are more similar to a 1-in-100-year event (Benner & Sedell, 1997). These in-

sights suggest that in addition to the local variability in topography, hydrology, and precipitation

that influence flood rainfall-streamflow relationships, water management is an important factor too,

which has not received as much attention in the literature.

3.4 Discussion

While the present study only considers two different river basins in the U.S., these results

have broader implications to flood rainfall-streamflow relationships in general. First, examining
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basin-wide flood rainfall-streamflow correlations leads to a misleading understanding that rainfall-

streamflow correlations are weak, whereas correlations are actually spatially variable in both the

Wabash and Willamette basin, with some locations in each basin displaying stronger correlations

than previously reported in the literature (e.g. Stephens et al., 2015). These strong positive flood

rainfall-streamflow correlations do not imply that flood maximum discharge and flood maximum

rainfall are directly collocated (as seen in the Wabash basin; Figure 3.3), as previous studies have

noted (Berghuijs et al., 2016), but rather that high flood rainfall is strongly correlated with high

flood discharge in particular locations. That is, maximum flood rainfall does not necessarily di-

rectly translate to maximum flood discharge, but on a localized scale, high flood rainfall is strongly

tied to peaks in flood discharge.

This result highlights the importance of using high-resolution rainfall data from individual

storms, given the ability of these storms to produce markedly different streamflow responses de-

pending on the terrain, hydrologic, and land-use characteristics in different basins. Villarini and

Slater (2018) found that this storm-total precipitation drove temporal changes in annual maxi-

mum gauge height in the eastern half of the U.S. and along the West Coast–the locations of the

Wabash and Willamette basins, respectively. Therefore, relating coarse precipitation data averaged

over timescales greater than several days in flood events (e.g. Stephens et al., 2015), masks the

ability of individual storms on short timescales to produce precipitation that exhibits a stronger

relationship to regional streamflow patterns in floods. Although other factors influence flood

rainfall-streamflow relationships–soil moisture, snow cover, river network configuration, and land-

surface–the present study emphasizes that high-resolution flood-producing storm precipitation data

is necessary to gain a more nuanced understanding of this relationship.

Additionally, the Wabash and Willamette basins are characteristic of larger geographic and cli-

mate regimes, so flood rainfall-streamflow relationships might be similar in other basins, though

further research is needed to quantify this. The Wabash basin is characteristic of an inland, fairly

flat basin that receives flooding year-round due a variety of systems including extratropical cy-

clones, fronts, and summertime mesoscale convective systems (Ashley & Ashley, 2008b; Kunkel et
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al., 2012; Schumacher & Johnson, 2006). Preferred locations of strong positive rainfall-streamflow

correlations exist near a slight terrain gradient and urban center, which could act to concentrate

rainfall and discharge, similar to the flooding hotspot in the Balcones Escarpment in central Texas

(Caracena & Fritsch, 1983; Nielsen et al., 2016; J. A. Smith et al., 2000). This enhances flood risk

in this area and is important to consider when determining where to develop land and require flood

insurance.

The Willamette basin, on the other hand, is characteristic of mountainous Pacific Northwest

basins that experience cool-season floods due to stable atmospheric conditions associated with

extratropical cyclones and atmospheric rivers impinging upon the complex terrain to produce oro-

graphic rainfall (Kunkel et al., 2012; Neiman et al., 2008; Saharia et al., 2017b). The orographic

rainfall signature is clearly seen by the maximum rainfall occurrence and accumulated rainfall

from flood-producing storms in the west and northeast regions of the basin that border the Cascade

and Coastal Mountain Ranges, respectively. While these locations also exhibit strong positive

rainfall-streamflow correlations, elsewhere this relationship is less clear, likely due to the pres-

ence of rain-on-snow flood events (Berghuijs et al., 2016; Stephens et al., 2015; Villarini & Slater,

2018), which also can be generated by extratropical cyclones and atmospheric rivers (Neiman et

al., 2008). Though a specific identification of rain-on-snow floods in the Willamette basin does not

occur in the present study, this could be a possible explanation for the lack of clear spatial patterns

in flood rainfall-streamflow correlations, since these floods are different in character than purely

rainfall-driven floods.

Additionally, dams likely muddle the flood rainfall-streamflow relationship in the Willamette

basin, as they occupy 27% of the upper portion of the basin (Benner & Sedell, 1997). The influence

of dams on modifying flood behavior is important to take into account in different regions of

the world given the diversity of dam management that depends on the local climate. Such man-

made alterations have been mentioned before by Mallakpour and Villarini (2015) in explaining the

discrepancy between the increasing (decreasing) frequency of rainfall (flood events) in Nebraska

and Kansas. This suggestion from Mallakpour and Villarini (2015), along with the flood rainfall-
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streamflow relationships in the Willamette basin, point to the role of water management in addition

to topography and flood-producing storm mechanisms on sub-basin flood risk variability.

3.5 Conclusions

This study examines the sub-basin scale relationship between rainfall and streamflow during

flood-producing storm events in the Wabash and Willamette River basins—two topographically

and climatically different river basins. Such a high-resolution spatial analysis between flood-

producing storm rainfall data and instantaneous streamflow data within individual floods on a

sub-basin scale has not been previously examined. Results highlight the utility in conducting a

high-resolution spatial analysis given the spatial variation in flood rainfall-streamflow relation-

ships both in and between river basins. In the Wabash basin, a majority of flood events occur in

the southern portion of the basin, though maxima in flood rainfall differs between flash and slow-

rise floods. Rainfall and discharge correlations exceed 0.75 in the central Wabash basin for flash

and slow-rise floods, which coincides with a heavily urbanized area as well as higher topography.

High positive rainfall-discharge correlations are also observed in the Willamette basin along the

Willamette River and high terrain, but there is greater spatial variability in these correlations. In

addition to having more complex terrain and a different climate compared to the Wabash basin, it

is hypothesized that differences in flood rainfall and discharge correlations in the Willamette basin

are partially due the influence of rain-on-snow floods as well as different water management strate-

gies. This study illustrates that not only are high-resolution storm-scale rainfall and discharge data

important for understanding flood behavior, but water management strategies influence these rela-

tionships, which is not often considered in similar research. These results are therefore useful for

water managers and the risk management community that need detailed, local information about

flood discharge and rainfall in order to effectively utilize water resources and protect communities

against flood-related hazards.

50



Chapter 4

Changes in Future Flash Flood-Producing Storms in

the U.S.

4.1 Introduction

Floods in the continental United States (CONUS) cause tremendous damage, accounting for

over $123.5 billion in adjusted losses from 1980–2018 (A. B. Smith, 2019). High intensity, short

duration flash floods are particularly problematic, as such events are caused by interactions be-

tween the atmosphere, land-surface, and hydrology, consequently making forecasting these events

challenging (J. M. Fritsch & Carbone, 2004; Herman & Schumacher, 2018a; Sukovich et al., 2014).

Due to their transient and complex nature, flash floods can cause enormous destruction. In May

2010, several quasi-stationary mesoscale convection systems (MCSs) led to flash floods in the

south-central CONUS, resulting in over $2 billion of damage (Lackmann, 2013; Moore et al.,

2012; NWS, 2011). In south-central and eastern Texas, a lower-level prefrontal trough and warm-

air advection resulted in over 305 mm of rainfall on 31 October 2013, which caused $100 million

dollars of damage and four fatalities in the Austin, Texas area (Nielsen et al., 2016).

Contributing to the difficulty of forecasting extreme rainfall and flash floods are the myriad of

ingredients necessary to result in these high-impact events. Maddox et al. (1980, 1979) helped to

elucidate this issue by categorizing flash floods into four categories of similar synoptic conditions

over the CONUS–synoptic events, frontal events, mesohigh events, and Western events (Maddox

et al., 1979)–and this led to improved predictability of weather scenarios that produced extreme

rainfall. Western events were further decomposed into four distinct synoptic categories, due to

their difference from central and eastern CONUS flash flood conditions. Type I Western events

were those with a 500 mb shortwave trough moving northward up the western side of a long-wave

ridge, while Type II Western events had a shortwave 500 mb trough moving southward down the
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eastern side of a long-wave ridge. Type III events had conditions characteristic of atmospheric

rivers (ARs), where strong synoptic systems with stable airmasses resulted in widespread floods,

and Type IV events were associated with the Southwest monsoon (Maddox et al., 1980). The

pattern recognition of these common synoptic environments associated with flash floods is often

used to forecast such events (Funk, 1991). In addition to common synoptic patterns, common

atmospheric “ingredients” lead to flash floods and are also used from a forecasting perspective, as

discussed by Doswell et al. (1996). These ingredients include sufficient upward motion, moisture,

and precipitation efficiency to sustain high rain rates over a period of time (Doswell et al., 1996).

Land surface conditions also contribute to flash flooding, with terrain gradients, land-use type,

and antecedent soil moisture conditions modulating flash flood occurrence (Berghuijs et al., 2016;

Davis, 2001; Kumar et al., 2014; Saharia et al., 2017a; A. Schroeder et al., 2016b).

Given the destructive nature of floods in the current climate, it is necessary to understand how

they may change in a future warmer climate. Future flood risk has been examined globally and in

the CONUS using flood inundation models and flood exposure estimates under various population

growth scenarios (Hirabayashi et al., 2013; Wing et al., 2018). While these studies highlight an

increased future flood risk, future flood estimates are uncertain due to 1) the underestimation of

rainfall in global climate models (GCMs) driving river routing models (Hirabayashi et al., 2013)

due to the lack of explicit representation of storm dynamics in GCMs, and 2) the lack of a climate

change effect incorporated into future flood hazard maps when a regionalized flood frequency

analysis is performed (Wing et al., 2018). Furthermore, different global flood hazard estimates

show large variability in flood hazard, exposed population, and economic loss estimates (Trigg et

al., 2016).

Due to these limitations, recent work utilizes high-resolution, convection-permitting climate

models that more accurately simulate the timing, structure, and intensity of precipitation on re-

gional scales (Kendon et al., 2017, 2012; Prein et al., 2017b). Studies using convection-permitting

models show that future convective storms (K. L. Rasmussen et al., 2017), mesoscale convective

systems (Prein et al., 2017b, 2017c), and hurricanes (Gutmann et al., 2018) will intensify in the
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future due to a warmer climate that has increased water-vapor holding capacity. These studies,

along with others that show an increased intensity of precipitation extremes (Ban et al., 2015; Dai

et al., 2017; Kendon et al., 2014; Prein et al., 2017a), suggest that flood risk will increase in a

future climate. However, just because rainfall intensity increases in the future does not necessarily

translate to more intense future floods, since floods are due to an interaction between the atmo-

sphere, land-surface, and hydrology (Berghuijs et al., 2016; Davis, 2001). Therefore, the storms

that explicitly produce flash floods over the CONUS have not previously been examined in a future,

warmer climate.

The goal of this research is to understand future changes to rainfall and runoff associated with

historical flash flood-producing storms using high-resolution convection-permitting climate mod-

els over the CONUS. While previous studies have used convection-permitting models to investigate

future changes to individual flood-producing storms (Lackmann, 2013; Mahoney et al., 2018), the

present research builds upon this prior work by examining future changes to nearly 600 flash flood-

producing storms CONUS-wide. The focus of this study is from a storm-scale perspective, rather

than changes to rainfall extremes, providing a novel view of how the characteristics in storms

that produce high impact floods might change. Such an approach to understanding how rainfall

characteristics and runoff may change in future flash flood-producing storms over the CONUS is

necessary for quantifying future flood risk, which can be used to update crumbling water infras-

tructure and create more resilient communities in the face of climate change (Vano et al., 2019).

4.2 Data and Methods

4.2.1 Convection-Permitting Simulations

To examine how flash flood-producing storms might change in a future climate, high-resolution

convection-permitting simulations of the current and future climate run by scientists at the National

Center for Atmospheric Research (NCAR) are used. Liu et al. (2017) describes these simulations

in detail, but we briefly summarize the major details. The simulations were run using the Weather

Research and Forecasting (WRF) model V3.4.1 over a 1360 x 1016 grid point domain covering
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the CONUS and portions of Canada and Mexico with a 4-km horizontal grid spacing (Figure 4.1).

The model was configured with 51 vertical levels up to 50 hPa, with the highest resolution in

the boundary layer. The parameterization schemes utilized in the model include the Thompson

aerosol-aware microphysics (Thompson & Eidhammer, 2014), the Yonsei University (YSU) plan-

etary boundary scheme (Hong et al., 2006), the rapid radiative transfer model (RRTMG) (Iacono

et al., 2008), and the Noah-MP land-surface model (Niu et al., 2011), that was improved specifi-

cally for these simulations. Spectral nudging above the boundary layer was applied to geopotential

height, horizontal winds, and temperature for horizontal scales greater than 2,000 km in order to

avoid long-term climate drift (Feser et al., 2011) and to minimize deviations from the forcing data.

Scales less than 2,000 km (i.e., local and mesoscale) were allowed to freely evolve, thus allowing

for changes in the frequency and structure of sub-synoptic scale weather.

Figure 4.1: Elevation (m) over the domain of the 4-km convection-permitting simulations described by Liu

et al. (2017) used in this study. While parts of Canada and Mexico are included in this domain, the present

study focuses only on the continental United States.

To simulate the current and future climate, two sets of continuous simulations covering the

time period from 2000–2013 were run using the WRF configuration previously described. First, a

control (CTRL) simulation that reproduces the current climate over the CONUS was run, forced

with ERA-Interim reanalysis data every 6 h. Second, a future climate was simulated over the same

13-year period using a “pseudo-global warming” (PGW) approach. This methodology has been
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used in regional climate simulations all over the world (Ban et al., 2015; Dai et al., 2017; Gutmann

et al., 2018; Liu et al., 2017; Prein et al., 2017b, 2017c, 2017a; K. L. Rasmussen et al., 2017;

R. Rasmussen et al., 2014, 2011; Schär et al., 1996), including studies that examine how floods

will change in a future warmer climate in the south-central U.S. (Lackmann, 2013) and Pacific

Northwest (Mahoney et al., 2018). In the (Liu et al., 2017) simulations, the PGW approach was

applied by adding a climate delta signal to the ERA-Interim data, as given by the following:

WRFinput = ERA− Interim+∆CMIP5RCP8.5 (4.1)

where ∆CMIP5RCP8.5 is the climate delta signal, which is the 95-year multi-model ensemble-

mean monthly change in CMIP5 under the RCP8.5 emission scenario between two 30-year peri-

ods:

∆CMIP5RCP8.5 = CMIP52071−2100 − CMIP51976−205 (4.2)

The perturbed fields in the PGW simulations include horizontal wind, geopotential, tempera-

ture, specific humidity, sea surface temperature, soil temperature, sea level pressure, and sea ice.

This results in a future warming over the CONUS of approximately +3–6◦ C and increase in water

vapor mixing ratio of ∼20–40%, consistent with Clausius-Clapeyron theory.

The Liu et al. (2017) simulations provide a useful framework for understanding how flood-

producing storms might change in a future warmer climate over the CONUS. In the CTRL simu-

lations, there is high fidelity in the depiction of precipitation characteristics, as Beck et al. (2019)

found that these simulations outperform other gridded precipitation datasets, with more accurate

precipitation totals over the mountainous west, where many flash floods occur (Saharia et al.,

2017a). The CTRL simulations also performed best in terms of precipitation variability compared

to other uncorrected datasets (Beck et al., 2019). In the PGW simulations, there is confidence that

flash flood-producing storms are being reasonably well represented in the future, due to the use of

nudging, which ensures that the synoptic environment is being reproduced in the future. Maddox
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et al. (1980, 1979) showed that similar synoptic patterns are typically associated with flash floods

over the CONUS, so a similar synoptic environment in the CTRL and PGW simulations provides

confidence that flash floods in the current climate are present in the future. While there are numer-

ous other factors that contribute to flash flooding in addition to precipitation, including changes in

land cover/land use, soil moisture, and other land-surface characteristics, the present study focuses

on changes in precipitation and the associated runoff in flash flood-producing storms since these

factors are reasonably well simulated.

Furthermore, this PGW approach has been utilized to study specific historical floods in the

future, including the south-central U.S. flood of May 2010 (Lackmann, 2013) and the November

2006 flooding from a land-falling atmospheric river event (Mahoney et al., 2018). These case

studies demonstrate that the PGW approach is appropriate and well-suited to study how historical

flood-producing storms and their ingredients will change in the future. The current study builds

upon this prior work to show how nearly 600 flash flood-producing storms will change in a future

warmer climate over the entire CONUS.

Caveats of the Liu et al. (2017) simulations are worth noting, given their inability to simulate

all aspects of a future climate. Changes in land-use/land cover are not included in these simula-

tions, despite these changes playing a role in future changes in runoff (Frans et al., 2013). Unlike

some GCM projections, these simulations are unable to assess the uncertainty in climate change

projections from multi-member ensembles due to the computational constraints in running high-

resolution simulations (K. L. Rasmussen et al., 2017). Such a limitation was addressed in part by

taking the 19-member ensemble mean of CMIP5 simulations, rather than using a single-model run

as in R. Rasmussen et al. (2014, 2011). However, the Liu et al. (2017) simulations are still not

able to simulate how the large-scale dynamics might change in a future climate, due to the spectral

nudging employed. This large-scale dynamical change is more uncertain than the thermodynamic

change in a future climate (Liu et al., 2017), thus the focus of the simulations is primarily on

understanding how today’s weather will change a future, warmer climate. A new set of simula-

tions currently being run by NCAR will address this limitation by allowing the synoptic-scale to
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freely evolve, which could lead to future work on how the frequency of flood-producing storms

will change in a future climate. However, given the intent of the current set of simulations, this

study only focuses on changes to flash flood-producing storm characteristics in a warmer moister

climate over the CONUS.

4.2.2 Flash flood cases

The historical flash flood cases studied in a current and future climate are taken from the Chap-

ter 2 flood-producing storm database over the CONUS from 2002–2013. This database identifies

floods when a flood report from the National Center for Environmental Information (NCEI) is close

spatially and temporally to a streamflow-indicated flood from the Shen et al. (2017) database. By

utilizing the NCEI database, which groups flood events by causative meteorological feature, with

the Shen et al. (2017) database, Chapter 2 captures meteorological systems associated with a hydro-

logic response. Furthermore, this database captures the rainfall characteristics of the flood events

by utilizing the 4-km hourly Stage-IV precipitation dataset (Lin & Mitchell, 2005) to match ob-

served rainfall over the entire duration of the flood event (plus a buffer of several hours). The cen-

troid of the flood reports (computed by merging flood reports with county shapefiles and taking the

geographic centroid for all report locations) for a particular event, ±5◦latitude/longitude, was the

spatial domain over which Stage-IV rainfall was analyzed. To isolate the likely flood-contributing

rainfall, only the largest contiguous object with flood total rainfall accumulations exceeding the

75th percentile within this large (±5◦) spatial domain was utilized.

While Chapter 2 identified 3436 flash flood-producing storms (including hybrid flood-

producing storms with both flash and slow-rise flood characteristics) from 2002–2013 over the

CONUS, only the top 25% most intense (by area-average rainfall) storms are used in this study.

These flash floods exhibit a broad warm-season maximum from May to September (Figure 4.2),

consistent with previous studies (Maddox et al., 1979; Schumacher & Johnson, 2006), and they

occur throughout the year due to the variety of systems leading to flash floods across the country

(Chapter 2). The dates and locations of these 859 flash flood-producing storms from the Chap-
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ter 2 database are utilized to collect hourly CTRL and PGW precipitation data, again only using

the largest contiguous object with flood total accumulations exceeding the 75th percentile. This

75th percentile was computed separately for CTRL and PGW simulations to take into account that

the amount (mm) of rain corresponding to the 75th percentile likely changes in the future. The

calculation of the 75th percentile occurs after accumulating precipitation over the entire flood du-

ration, so it is not explicitly all wet-hours or all-hours (including dry), due to some flood-producing

storms raining continuously, and others experiencing brief pauses in rain (not shown). Ban et al.

(2015) and Schär et al. (2016) pointed out that using only all wet-hours can inflate future changes

in extreme precipitation due to decreased frequency of future wet-hours, so the use of all-hours is

preferred. However, given the goal to understand how flood-producing storms change over their

entire lifetime in a future climate, it does not meet the needs of the present study to explicitly use

all-hours; otherwise, the focus is no longer on the flood-producing storm. This is an important

caveat of the study.

Figure 4.2: Seasonality of the most intense flash flood-producing storms in the continental United States

from 2002–2013.

Other caveats in the framework of the present study are that by calculating the contiguous rain-

fall object separately in the CTRL and PGW simulations, a shift of this heavy-rainfall region within

the larger ±5◦domain is allowed in the PGW simulations. However, the duration is constrained to
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be the same as the observed flood in the CTRL and PGW simulations, which is a possible limita-

tion of the study. Given the use of nudging and the minor differences between Stage-IV, CTRL,

and PGW flood durations (Figure 4.3, Table 4.1), which is computed by summing all hours during

which precipitation fell, accounting for different flood durations does not seem necessary. How-

ever, this would be an avenue for future work if changes in frequency of flood-producing storms

were explored.

Figure 4.3: Histogram of differences between simulated (CTRL) and observed (Stage-IV) rainfall a) dura-

tion (h), b) duration (%), c) area-averaged rainfall (mm), and d) area-averaged rainfall (%) in the top 25%

most intense flash flood-producing storm over the U.S. The left column (a and c; blue coloring) shows the

absolute difference, while the right column (b and d; red coloring) shows the percent difference. A positive

difference indicates that CTRL data overestimates flash flood duration or rainfall.

4.2.3 Comparison of observed and simulated flood rainfall

To ensure that the CTRL and PGW simulations compared well with the observations, CTRL

and PGW flash flood rainfall was compared to that observed by Stage-IV. Both the simulations

and Stage-IV data have a 4-km horizontal resolution and hourly temporal resolution, so a direct

comparison can be made. Fig. 3a and b shows that flash flood duration is similar between CTRL
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Table 4.1: Mean values of flash flood area-averaged rainfall, maximum hourly rain rate, duration, area,

and runoff in a current (CTRL) and future (PGW) climate, the difference (PGW-CTRL), percent change (%

change), and percent change per degree of warming (% K−1) in a future climate. Values in the parentheses

indicate the 95% confidence interval (CI) of the mean values for % change and % K−1after bootstrapping.

CTRL PGW PGW-CTRL % change (95% CI) % K−1 (95% CI)

Area-avg rain (mm) 54.7 66.3 11.6 20.9 (18.7–23.1) 8.2 (5.1–11.6)

Max rain rate (mm h−1) 86.8 105.6 18.9 27.1 (24.0–30.2) 10.5 (7.6–14.0)

Area (km2) 1.18*105 1.75*105 -6122 -0.94 (-3.5–1.9) 2.6 (-0.77–7.1)

Runoff (mm) 4.5 6.4 1.5 48.9 (34.8–66.0) 15.3 (8.2–23.0)

and Stage-IV data, except for a few cases that have a ±10–15 h difference. Accumulated rainfall

shows a larger difference between CTRL and Stage-IV (Figure 4.3c, d), as might be expected,

with a general underestimation (negative values) of area-averaged accumulated rainfall in CTRL

compared to Stage-IV. To more directly quantify these differences in CTRL and Stage-IV, dura-

tion (D) was multiplied by area-averaged rainfall (R) for each flash flood-producing storm in the

CTRL and Stage-IV data and compared. For each storm, the squared difference between the CTRL

and Stage-IV RxD was computed. A mean-squared error (MSE) was then computed for all flash

flood-producing storms and was a threshold for excluding particular flood cases. Any storm where

the squared RxD difference exceeded the MSE for the entire sample was excluded from analy-

sis, as well as if the area-averaged rainfall difference exceeded 50%. Such a statistical approach

was employed in order to objectively omit poorly represented floods in either the simulations or

observations, resulting in 584 flash flood-producing storms.

Visual comparisons between Stage-IV, CTRL, and PGW precipitation for select floods were

also conducted in order to confirm these objective criteria as reasonable. As an example of a poor

comparison between observations and simulations, Figure 4.4 shows the accumulated rainfall for

a flash flood in the south-central U.S. that occurred from 07 UTC 01 May–21 UTC 02 May 2011.

The area-averaged rainfall difference between Stage-IV and CTRL is -66%, with a large area of

accumulated rainfall exceeding 180 mm in the northeast corner of the flood domain in Stage-

IV but not in the CTRL (Figure 4.4a, c). This area of heavy rainfall in Stage-IV (Figure 4.4a)

aligns with the River Forecast Center (RFC) boundaries and is actually a spurious artifact in the
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observations. Such an error in Stage-IV precipitation, with discontinuities across RFC boundaries

is well-known, as has been documented by Nelson et al. (2016). This flood was thus excluded

based on the objective criteria discussed above, not for issues with the CTRL precipitation, but

with the Stage-IV precipitation. The CTRL and PGW accumulated rainfall for this flood compare

remarkably well to each other in terms of structure, location, and rainfall amount, and reproduce

the quasi-linear band of precipitation observed in middle of the domain by Stage-IV when the

artifact is removed (Figure 4.4b).

Figure 4.4: Total accumulated rainfall (mm) for a flash flood-producing storm in the south-central U.S. that

occurred from 07 UTC 01 May–21 UTC 02 May 2011, in a) the full Stage-IV data, b) Stage-IV without the

erroneous rainfall data, c) CTRL, and d) PGW simulations. In a), the erroneous rainfall data in the northeast

part of the domain aligns with a river forecast boundary line (not shown).

In order to further ensure that the accumulated rainfall structure is similar between Stage-

IV observations and simulations, a metric was computed for each flash flood that quantifies the
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structural similarity in rainfall. This metric is a structural similarity index (SSIM), and is given by

the following equation from Wang et al. (2004):

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
(4.3)

where x, y is the pixel location, µ is the mean pixel intensity, σ is the variance of intensity,

and c1 and c2 are constants to avoid instability when the other terms in the denominator are close

to zero. While the SSIM is used in the image processing community to compare the luminance,

contrast, and structural differences between two images, it is utilized in this study to compare

differences in flash flood rainfall accumulation. In this study, the SSIM computes the structural

and intensity differences in each flash flood’s accumulated rainfall between Stage-IV observations

and CTRL simulations, as well as CTRL and PGW simulations. Thus, the SSIM is a quantita-

tive method to ensure that similar flood-producing rainfall is reproduced in the CTRL and PGW

simulations.

When computed for all 584 flash floods, the mean SSIM between Stage-IV and CTRL flash

flood accumulated rainfall is 0.88 (Figure 4.5). A value closer to 1 indicates exact structural sim-

ilarity, so a value of 0.88 indicates high structural similarity between Stage-IV and CTRL rain-

fall, with the bulk of the distribution between 0.8 and 0.95. Exact agreement (SSIM=1) between

Stage-IV observations and CTRL simulations is not anticipated, due to aforementioned issues with

Stage-IV observations, as well as slight differences in CTRL representations of rainfall. However,

these high SSIM values between Stage-IV and CTRL flash flood accumulated rainfall indicate that

the simulations are reproducing observed flash flood rainfall in both amount and structure quite

well.

CTRL and PGW SSIM flash flood accumulated rainfall also exhibits high values, with a mean

of 0.89 and most floods showing a SSIM from 0.8–0.95. Even for the flash flood with the lowest

SSIM of 0.66 between CTRL and PGW, the flash flood accumulated rainfall shows that the struc-

ture and location of rainfall is still remarkably similar for a case in southern Texas (Figure 4.6).

Rainfall accumulations are slightly higher in the PGW flash flood as one might expect due to the
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Figure 4.5: Probability density function of the structural similarity index (Wang et al., 2004) between Stage-

IV and CTRL (grey) and CTRL and PGW (red) flash flood accumulated rainfall in 584 flash flood-producing

storms over the continental U.S. A value closer to 1 indicates greater similarity.

Figure 4.6: Flash flood accumulated rainfall in a) CTRL simulations and b) PGW simulations for a flood

that occurred in eastern Texas, with the flood centroid shown by the black star. This flash flood had the

lowest structural similarity index of all flash floods between the CTRL and PGW simulations of 0.66.

warmer and moister conditions in the PGW simulations. Thus, a perfect agreement (SSIM=1)

between CTRL and PGW simulations is not expected, due to the different thermodynamic envi-

ronment in the PGW simulations, but the high SSIM values indicate that the structure and spatial

pattern of the accumulated rainfall is similar over the same location and duration in the PGW

flash floods as the CTRL. Therefore, these results provide additional confidence that a similar flash
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flood-producing storm is occurring in the future, just in a warmer and moister environment, which

may or may not result in a flood, but still a heavy rainfall event.

4.2.4 CTRL and PGW synoptic conditions in the Arkansas flash flood of 2008

To demonstrate the ability of the PGW simulations to reproduce an observed flash flood aside

from the SSIM, a case study is explored. Specifically, the Arkansas flash flood of 2008 that oc-

curred from 02–16 UTC 18 March is examined, which was part of the larger Midwest floods in

early spring 2008. These floods were due to a closed upper-level low that slowly progressed east-

ward across the central CONUS that helped to transport moist air from the south in the Gulf of

Mexico. A stalled frontal boundary across northern Arkansas and southern Illinois resulted in

repeated bouts of heavy rainfall and thunderstorms as several low-pressure systems moved along

this boundary (NWS St. Louis, MO, 2019). In Arkansas, this resulted in one death and $450 K in

damage, mainly to roads and bridges (NOAA, 2019).

CTRL simulations show a southwest-to-northeast oriented band of rainfall accumulation as-

sociated with this flood, with a maximum rainfall accumulation of 167 mm (Figure 4.7). The

PGW simulations reproduce this band of heavy rainfall, with a similar location and structure

(SSIM=0.90), except with higher local rainfall amounts over 250 mm in eastern Oklahoma and

northwest Arkansas. A similar location and structure of the flash flood rainfall is likely due to

similar synoptic conditions in the PGW simulations as the CTRL simulations, as a result of the

spectral nudging (see Section 4.2.1). This is clearly shown in the 500 hPa height and winds prior

to the flood start at 00 UTC 03 March 2008 (Figure 4.8). Both the CTRL and PGW 500 mb maps

at this time show an upper level trough with a closed low south of Arizona and New Mexico, and

downstream ridging over the eastern CONUS, which directed southwesterly flow into Arkansas

(Figure 4.8a, b). Mean sea-level pressure and winds are also similar in the CTRL and PGW simu-

lations at 00 UTC 03 March 2008 (Figure 4.8c, d), with a surface low pressure over southern Texas

and a broad high pressure over the eastern CONUS allowing for southerly winds to transport moist

air from the Gulf of Mexico into Arkansas. The only major difference in the synoptic environ-
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ment between the CTRL and PGW simulations for the Arkansas flash flood of 2008 is enhanced

moisture in the PGW simulations, with precipitable water values reaching up to 60 mm, compared

to a maximum of 50 mm in the CTRL simulations, which is consistent with expected future in-

creases in moisture in this region (K. L. Rasmussen et al., 2017). The similarity in the CTRL and

PGW synoptic environment for the Arkansas flash flood of 2008, except for more moisture in the

PGW simulations, is representative of the main changes (or lack thereof) for the 584 flash floods

being analyzed in this study. Given that flash floods are well known to occur under similar syn-

optic conditions and with similar ingredients (Doswell et al., 1996; Maddox et al., 1980, 1979),

the PGW approach provides an opportunity to examine the same historical flash flood-producing

storms, including similar synoptic environments, in the future, except with warmer and moister

conditions.

Figure 4.7: Flash flood accumulated rainfall from 02–16 UTC 03 March 2008 in a) CTRL simulations and

b) PGW simulations for the Arkansas floods of 2008.

4.2.5 Flash flood storm calculations

The calculation of flash flood-producing storm rainfall characteristics (frequency, area, dura-

tion, rain accumulation, rain rates) are all computed separately for CTRL and PGW simulations

within the heavy rainfall object (i.e., the largest contiguous area of accumulated rainfall exceeding

the 75th percentile). The frequency of flash flood-producing storms over the CONUS is calculated
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Figure 4.8: 500 hPa geopotential height (blue contours; m) and winds (barbs; each half barb=5 kts, full

barb=10 kts, and flags=50 kts) for a) CTRL simulations and b) PGW simulations, as well as mean sea-

level pressure (black contours),10 meter winds (barbs), and precipitable water (mm; shading) in c) CTRL

simulations and d) PGW simulations at 00 UTC 03 March 2008. The orange star indicates the flood centroid

of the Arkansas floods of 2008.

by summing the occurrence of rainfall for all floods at a particular grid point. If flash flood rain-

fall only occurs at one grid point, then that grid point will have a frequency of one, but if three

flash floods have rainfall at a grid point, then the frequency is three, and so on. Flash flood area

is computed by summing the number of raining pixels within the largest contiguous area of ac-

cumulated rainfall exceeding the 75th percentile and multiplying by the grid-spacing (4 x 4 km).

Duration is calculated by summing the number of hours over which rainfall occurred within a flood

report. Rain accumulation is the sum of rainfall over the entire duration of a flood and is either

expressed as area-averaged rainfall or the rainfall per storm, with the latter being the total rainfall

accumulation from all storms at a grid point divided by the flood-producing storm frequency at that

same grid point. The maximum rain rate is the maximum rainfall per hour (mm h−1) that occurred

at any point in time during the flood-producing storm. When calculating the percent change per

Kelvin (% K−1) of these quantities, percent differences between the CTRL and PGW quantities

were taken, and divided by the degree of future warming per storm, rather than using the average
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change in the warming to get a more accurate representation of changes within individual floods.

Note that values in Table 4.1 and Figure 4.12–Figure 4.15 are only calculated for a subset of the

entire sample where the difference between Stage-IV observed and CTRL simulated area-average

rainfall is less than 25%. This results in 354 out of the 584 flash flood-producing storms and is

utilized to provide more confidence in the statistics computed.

In addition to calculating flash flood-producing storm rainfall quantities, the runoff associated

with each storm was calculated, due to the role of runoff in generating floods (Davis, 2001). Here,

hourly surface plus subsurface runoff output from the Noah MP land surface model at each grid

point is utilized, as in R. Rasmussen et al. (2014), over the whole duration of the flood-producing

storm. The subsurface runoff was corrected to be the residual of all water balance terms (precipita-

tion, evapotranspiration, surface runoff, snow water equivalent, soil moisture, and canopy water),

due to Noah MP not computing it correctly (Personal communication, Kyoko Ikeda). Unlike the

flash flood-producing storm rainfall, runoff over the entire domain (±5◦) was analyzed, due to

flash flood rainfall leading to complex downstream responses in runoff that depend on watershed

configuration, land-use, and topography (Davis, 2001).

While using a temporal and/or spatial lag to analyze runoff is preferred in some hydrologic

studies, the focus of this study is on the flash flood-producing storm, so the immediate hydrologic

response to the intense rainfall produced by these storms is of interest. Therefore, the focus is on

the immediate storm-generated runoff. Given the short temporal nature of flash flood-producing

storms, the addition of other water balance terms in addition to runoff is not included in this study

since computing the water balance requires longer time-frames (months to years; Padrón et al.,

2017) and the full scope of wet and dry periods, which does not apply to flash flood-producing

storms. The runoff examined in this study is thus utilized as a proxy for understanding the hydro-

logic response to intense flash flood-producing storm rainfall.

67



4.3 Results

Flash flood-producing storms in the future show a similar location and frequency over the

CONUS as flash flood-producing storms in the current climate (Figure 4.9). Not only does this en-

sure that the PGW simulations are capturing a similar occurrence of flash flood-producing storms

as the CTRL simulations, but the spatial distribution also compares well to that observed by Stage-

IV in the flood-producing storm climatology from Chapter 2. The similar spatial distribution of

flash flood-producing storms in the PGW simulations is expected based on the use of spectral nudg-

ing and the PGW method (see Section 4.2a–d), that reproduces historical events in a future climate.

A noticeable change in the location of flash flood-producing storms is not expected based on this

methodology, which does not incorporate large-scale synoptic changes in a future, warmer climate.

While this is a limitation of the present study, results in Figure 4.9 demonstrate that a similar lo-

cation and distribution of flash flood-producing storms occur in the CTRL and PGW simulations,

which might or might not change significantly in a future climate if changes in synoptic patterns

were represented in this study.

Figure 4.9: Occurrence of flash flood-producing storms in the a) CTRL simulations and b) PGW simula-

tions, where darker colors indicate a higher occurrence of flash flood rainfall. Areas without shading do

not indicate a lack of flash flood-producing storms in that region, but rather that the top 25% of flash flood-

producing storms do not occur in that region. Note that the distribution of storms is similar in the CTRL and

PGW simulations.

Accumulated rainfall in flash flood-producing storms increases over most of the CONUS in the

future, with an average increase of 20.9% and the 95% confidence interval (CI) after bootstrapping
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ranging from 18.7–23.1% (Table 4.1). Increases are notable in the lower Mississippi Valley and

Mid-Atlantic, where rainfall increases over 50 mm per storm (Figure 4.10). Both regions are

impacted by floods from land-falling tropical cyclones (Ashley & Ashley, 2008b; Saharia et al.,

2017a; Schumacher & Johnson, 2006; B. K. Smith & Smith, 2015), so future increases in tropical

cyclone rain rates (Gutmann et al., 2018) could explain some of the signal of increased rainfall.

Additionally, the lower Mississippi basin and surrounding Midwest region receive frequent flash

floods due to MCSs (Ashley & Ashley, 2008b; Kunkel et al., 2012; Schumacher & Johnson, 2006).

Prein et al. (2017c) showed that MCS frequency and precipitation rates increase over the CONUS

in a future climate, thus providing another source of increased future flash flood rainfall in this

region. More localized increases in future flash flood-producing rainfall occur in the Southwest

and suggest a stronger Southwest monsoon, since this is the primary flash flood-producing storm

mechanism in this region (Ashley & Ashley, 2008b; Saharia et al., 2017b).

Figure 4.10: Amount of rainfall per flash flood-producing storm (mm storm−1) for 584 storms in a) CTRL

simulations, b) PGW simulations, and c) the PGW-CTRL difference where blue (red) represents an increase

(decreases) in future rainfall per storm.

Given that flash floods are primarily driven by convective systems (Davis, 2001; Maddox et al.,

1979), increased rainfall in future flash flood-producing storms could be linked to the increased

frequency of strong convection in a future, warmer climate due to increased moisture, convective

available potential energy (CAPE), and convective inhibition (CIN) over the CONUS (Chen et al.,

2020; K. L. Rasmussen et al., 2017). This was examined in two flash flood-producing storms–one

that had a 49% decrease in future rainfall, and another that had a 99% increase in future rainfall (not
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shown). In both storms, CAPE and CIN increased in the future, but CAPE (CIN) increased more

(less) in the flash flood that had increased future rainfall, whereas CIN increased more in the flash

flood that had decreased future rainfall. Due to the nearly CONUS-wide increases in future rainfall

(Figure 4.10), this suggests that future increases in CAPE exceed increases in CIN, supporting

stronger flash flood-producing storms in a future climate. Decreased rainfall in future flash flood-

producing storms in Figure 4.10 could be due to future increases in CIN suppressing some of the

weaker storms, or it could be due to a slight shift in location of the flash flood-producing rainfall

(see Section 4.2.2).

Figure 4.11: As in Figure 4.10 , but for flash flood runoff (mm storm−1).

Despite localized areas of decreased future flash flood rainfall, flash flood runoff increases

nearly everywhere over the CONUS (Figure 4.11). On average, runoff increases by 48.9% in the

future, with the 95% CI between 34.8–66.0% (Table 4.1). Increases in future runoff are particularly

noticeable along the coasts and lower Mississippi Valley, with increases over 30 mm per storm.

Such large increases in runoff could be due to increased precipitation excess in a future climate,

whereby rainfall exceeds soil moisture storage capacity. Additionally, changes in future seasonal

evapotranspiration and soil moisture could influence future changes in storm-generated runoff, but

a hydrologic model is needed in order to accurately quantify these changes. Thus, it can only be

said with some confidence that increased precipitation excess due to more accumulated flash flood

rainfall might contribute to increased future storm-generated runoff.
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In addition to contributions from increased future rainfall, future increased runoff could be due

to more precipitation falling as rain rather than snow in a warmer climate (R. Rasmussen et al.,

2014), which would impact northern and mountainous regions of the CONUS where snowpack is

substantial (Berghuijs et al., 2016). Musselman et al. (2018) specifically examined future changes

to rain-on-snow flood risk over western North America and found that this risk increases 20–200%

mainly due to increases in rainfall rather than snowmelt, particularly over the Sierra Nevada, Cana-

dian Rocky, and Colorado Rocky Mountains. Such results are consistent with increased runoff over

the Sierra Nevada Mountains (Figure 4.11) but does not explain changes in the rest of the moun-

tainous West, due to a limited sample size. It is likely that the rain-on-snow events studied by

Musselman et al. (2018) are categorized as slow-rise floods, as found in Chapter 2, whereas the

few flash floods in the mountainous West in this study are likely a result of upslope convection

(Ashley & Ashley, 2008b) and the Southwest monsoon (Ashley & Ashley, 2008b; Saharia et al.,

2017b). Thus, the main explanation for increased runoff in a future climate over the CONUS

is likely associated with precipitation excess from future increases in flash flood rainfall, despite

slight shifts in rainfall location. It is possible other land-surface and hydrologic components con-

tribute to this change as well, depending on soil-type, soil moisture, and topography. This result

provides additional evidence that not only are the simulations able to capture flash floods in a future

climate (floods are by definition, due to runoff), but suggests that these flash floods might become

more intense in the future due to increases in both rainfall and runoff over most of the CONUS.

Regionally, there are variations in how future increases in rainfall from flash flood-producing

storms translates to changes in runoff. The eastern CONUS (east of -87◦W, which is roughly east of

Illinois) experiences a median future rainfall increase of 17.5% and median future runoff increase

of 17.6%, with a narrow 95% CI after bootstrapping, as shown by the narrow notches (Figure 4.12).

These median changes in future flash flood rainfall and runoff are fairly similar, but future runoff

changes show a greater range from approximately -45% to 60% (i.e., the whiskers in Fig. 12),

while future rainfall changes have a narrower range from approximately -15% to 55%. The central

CONUS (-103◦to -87◦W, which is roughly from Texas to Illinois), has a median future rainfall
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Figure 4.12: The percent future change in a) area-averaged flash flood rainfall and b) runoff, separated by

region. West is west of -103◦W (or west of Texas), Central is from -103◦to -87◦W (roughly from Texas to

Illinois), and East is east of -87◦W (roughly east of Illinois). Boxes show the interquartile range (IQR; first

(Q1) through third (Q3) quartile, or 25th–75th percentile), whiskers denote the “minimum” (Q1–1.5*IQR)

and “maximum” (Q3 + 1.5*IQR), and diamonds indicate outliers. Notched lines in the middle of the box

indicate the median value, with the size of the notches showing the 95% confidence interval. A positive

percent change (i.e., above the dashed horizontal line at zero) indicates a future increase in rainfall or runoff.

increase of 20.5%, with the median future runoff change of 30% exceeding this rainfall change.

While these values are robust as shown by the narrow CI, the range of both rainfall and runoff are

large in the central CONUS, spanning from -40% to 75% and -60% to 125%, respectively. The

western CONUS (west of -103◦W, or west of Texas) has the lowest future rainfall increase, with

a median of 16.6%. However, as shown by the inverted notch, which is due to having too few

samples (n=10), this median value is anywhere between -5 to 20%. Runoff changes in the western

CONUS similarly display an inverted notch, with a median increase of 22.7% and the 95% CI

ranging from 0 to 30%. Despite differing uncertainties and ranges among the different regions,

all regions show a positive skew in future flash flood rainfall and runoff changes, suggesting that

flash floods in all regions of the CONUS might intensify in a future climate. However, the degree

to which they intensify and the mechanisms causing these changes is unexplored and remains an

avenue for future work.
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Figure 4.13: As in Figure 4.12, except for the change in runoff efficiency (runoff/precipitation), where

values above the dashed line at 1 indicate a future increase in runoff efficiency (increases in runoff exceed

increases in precipitation), values between 0 and 1 indicate a future decrease in runoff efficiency (increases

in precipitation exceed increases in runoff), and values below 0 indicate a decrease in either future runoff or

precipitation .

The future change in the efficiency of runoff generation in each region is shown in Figure 4.13

by dividing the future change in runoff (Figure 4.12b) by the future change in precipitation (Fig-

ure 4.12a). Values above 1 indicate an increase in storm-generated runoff efficiency, values be-

tween 0 and 1 indicate a decrease in runoff efficiency (i.e., precipitation increases exceed runoff),

and values below 0 indicate a future decrease in either runoff or precipitation. The western and east-

ern CONUS display a median runoff efficiency of 0.92 and 0.82, respectively, indicating runoff is

less efficient in a future climate. Runoff efficiency ranges from -0.5 to 1.5 in the western CONUS,

while in the eastern CONUS, values range from approximately -2 to 4. The central CONUS,

in contrast, shows a median future runoff efficiency of 1.23, indicating that the future increase

in runoff exceeds the future increase in precipitation. However, all regions display average runoff

values above 1, consistent with Table 4.1 and Figure 4.10–Figure 4.11, where the future increase in

runoff exceeds the future increase in precipitation in flash flood-producing storms. Such results are

in contrast to previous studies that show decreases in runoff efficiency with temperature (Nowak

et al., 2012; Woodhouse & Pederson, 2018), but as suggested by Lehner et al. (2017), temperature
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is a secondary influence on runoff efficiency and precipitation is the first, the latter of which likely

explains most of the change in flash flood runoff efficiency in a future climate. Other mechanisms

responsible for future increases in flash flood storm-generated runoff exceeding precipitation could

be due to variations in soil type, topography, and soil moisture, which are beyond the scope of the

study to explore but could be examined using a hydrologic model.

More intense future flash floods in the CONUS are also observed through changes in the max-

imum hourly flash flood rain rates (Figure 4.14). The entire distribution of maximum hourly rain

rates shifts to more intense rain rates from the CTRL to PGW simulations, suggesting that rain

rates producing flash floods may intensify in the future. The maximum hourly rain rates increase

on average by 27.1%, with a 95% CI ranging from 24.0–30.2% (Table 4.1). When maximum rain

rates are scaled per degree of warming, they display a positive skew (Figure 4.14b), indicating

that the majority of maximum rain rates in flash flood-producing storms increases per degree of

warming in a future climate. On average, this increase is 10.5% K−1, with the 95% CI between

7.6–14.0% (Table 4.1). However, the median increase is 7.5% K−1, which is closer to the increase

in future rain rates predicted by Clausius-Clapeyron theory and future projections of hourly precip-

itation extremes (defined as the 95% to 99.99%) over the United Kingdom (Kendon et al., 2014),

European Alps (Ban et al., 2015), and CONUS (Prein et al., 2017a). Note that unlike Ban et al.

(2015), however, the present study examines the future change in maximum hourly rain rates dur-

ing the entire duration of flash flood-producing storms, rather than using strictly all-hours (Ban et

al., 2015). Therefore, cautioned must be used when comparing the % K−1 in maximum hourly rain

rates in this study against others, especially those who consider changes in extreme percentiles of

hourly precipitation (Ban et al., 2015; Kendon et al., 2014; Prein et al., 2017a)..

While the median future change in maximum hourly rain rates in flash flood-producing storms

is consistent with Clausius-Clapeyron theory and previous work, the average 10.5% K−1 increase

in maximum hourly rain rates exceeds that predicted by Clausius-Clapeyron theory. Such a result

could be due to the dynamics operating in more intense cases of convective flash flood-producing

storms that provide additional latent heat release to intensify rain rates beyond Clausius-Clapeyron
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Figure 4.14: Probability distribution function of a) maximum hourly rain rates (mm h−1) in CTRL (blue)

and PGW (red) flash flood-producing storms, b) the percent change per Kelvin (% change K−1) in maximum

hourly rain rates of PGW flash-flood producing storms compared to CTRL. The dotted line is located at 0

to distinguish between the future percent increase and decrease per Kelvin.

theory (Trenberth, 1999; Trenberth et al., 2003). This hypothesis is supported by findings from

Tan et al. (2015), who found that historical increases in tropical precipitation were due to changes

in the frequency of deep organized convection likely associated with changes in dynamics. A more

detailed investigation of how storm dynamics modulate future changes in flash flood-producing

storm rainfall in a warmer future climate will follow this study in order to better understand this

process.

Other changes in flash flood-producing storm characteristics examined include the area of the

precipitating system. The total storm area decreases slightly, by -0.94% on average in a future

climate (Table 4.1; Figure 4.15), though when scaled by temperature, there is minimal increase of

2.6% K−1, on average (Figure 4.15b). This discrepancy between the slight percent decrease in area

and increase when scaled by temperature is due to each quantity being calculated for individually

for each storm, then the mean being taken. That is, for each storm, the percent difference in area

is calculated and the mean is taken (values in Table 4.1), while the percent change per degree of

warming is computed as the percent difference in area divided by the domain average temperature

change for each storm.

While temperature increases in almost all future flash flood-producing storms (Figure 4.16) a

few storms experience a temperature decrease in the future, as well as a decrease in area, leading to
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Figure 4.15: As in Figure 4.14, except for the area (km2) of flash flood-producing storms.

Figure 4.16: The future change in temperature (K) versus the future change in area (%) in flash flood-

producing storms, where the vertical (horizontal) line denotes zero to show where future increases in tem-

perature (area) occur.

an increase in the average percent change per degree of warming in area of flash flood-producing

storms. However, due to some storms decreasing in area but experiencing a warmer temperature in

the future, the 95% CI ranges from negative values (-0.77% K−1) to positive (7.1% K−1). Changes

in area are therefore variable in a future climate, with some storms increasing in area and others de-

creasing. Thus, the dominant future change in flash flood-producing storms is increased maximum

hourly rain rates, total accumulated rainfall, and total runoff over the entire CONUS, suggesting

that more intense future flash flood-producing storms are possible.
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4.4 Conclusions

High-resolution convection-permitting simulations over the CONUS are used to examine how

584 historical flash flood-producing storms will change in a future, warmer climate. The flash

flood-producing storms examined occurred from 2002–2013 over the CONUS and are based on

NCEI storm reports, streamflow measurements, and Stage-IV rainfall data, thus providing a holistic

view of the meteorological systems and their associated rainfall that produced a notable hydrologic

response (Chapter 2). The rainfall in both CTRL and PGW simulations compared well to Stage-

IV rainfall observations in these historical flash floods (Figure 4.4–Figure 4.7), and those that

did not were excluded from analysis. Based on the accurate depiction of flash flood rainfall in the

simulations, and the ability of the PGW method to reproduce similar synoptic conditions associated

with flash floods in the future, it was demonstrated that flash flood-producing storms are likely

being well simulated in a future, warmer climate.

Future increases in flash flood rainfall and runoff provide additional confidence that this

methodology captures flash floods in the future, especially since runoff is necessary to produce

flooding. Changes in future flash flood rainfall and runoff display regional differences over the

CONUS, due to different flash flood-producing storm types (Chapter 2), topography, and soil char-

acteristics (Davis, 2001; Saharia et al., 2017a). Yet the overall increase in future rainfall and runoff

over all regions suggest that flash floods may become more intense in a future climate. This fu-

ture CONUS-wide increase in storm-generated runoff is 49%, which exceeds the average future

21% increase in flash flood accumulated rainfall, implying that runoff efficiency increases in a fu-

ture climate. Though some locations exhibit decreased runoff efficiency in a future climate, most

notably the western and eastern CONUS in respect to their median values, the average change

is a net increase in runoff efficiency. Though increased storm-generated runoff is likely due to

more flash flood accumulated rainfall in a future climate, other factors such as seasonal changes in

evapotranspiration and soil moisture could play a role as well and is an avenue for future work.

The future increase in flash flood accumulated rainfall is tied to the intensification of maximum

hourly rain rates, which increases by 7.5% K−1 (median) and 10.5% K−1 (average). Though the
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median % K−1 in maximum hourly rain rates is consistent with the theoretical Clausius-Clapeyron

increase of 7% K−1, some individual flash flood-producing storms exceed this rate, which could

be due to additional latent heat release within intense convective storms, as suggested by Trenberth

(1999) and Trenberth et al. (2003), and is an area of future work. These more intense future

maximum rain rates, which increase in all flash flood-producing storms, could also contribute to

increased future storm-generated runoff via enhanced precipitation excess whereby intense rain

rates exceed soil moisture capacity.

Other changes to flash flood-producing storm characteristics were examined, including storm

area, which showed minimal change. Thus, the main changes to future flash flood-producing

storms are more intense maximum rain rates, more runoff, and higher rainfall accumulation, with

the latter shown in Figure 4.17. This is the composite CTRL and PGW rainfall accumulation

of all 584 flash floods. Figure 4.17 shows little change in the area of rainfall in the future, but

an increased maximum rainfall accumulation from approximately 50 to 60 mm. This increase in

future flash flood rainfall of approximately 21%, along with increases in future maximum hourly

rain rates of 27% and runoff of nearly 50% (Table 4.1 ), suggest that communities across the U.S.

might need to prepare for more intense future flash floods. Such information is critical for policy

makers, city planners, and water managers to utilize in order to create more resilient cities and

update crumbling water infrastructure (Vano et al., 2019) that can withstand the effects of climate

change.
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Figure 4.17: Composite area-averaged rainfall accumulations in all 584 flash flood-producing storms aver-

aged in CTRL simulations (left) and PGW simulations (right). The x and y-axes are arbitrary and provide

the size of the rainfall (km).
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Chapter 5

Future Changes in the Hydrologic Cycle Associated

with Flood-Producing Storms in California

5.1 Introduction

The duality of California’s Mediterranean climate from wet winters to dry summers poses a

challenge in managing water resources, especially when combined with an ever-growing popula-

tion (M. D. Dettinger et al., 2011a). While the wet winters in California provide most of the state’s

water resources, they can also lead to floods and natural disasters. For example, the Oroville Dam

catastrophe in February 2017 was caused by anomalous winter precipitation, near saturated soils,

and partial melting of snowpack that contributed to excessive runoff (an entire year’s worth in

January and February 2017; White et al., 2019). The anomalous precipitation in winter 2017 in

California was due to an especially active season of atmospheric rivers (ARs)–the main precipi-

tation and flood-producing systems along the United States West Coast that cause $1.1 billion in

damage annually in the West (Corringham et al., 2019).

ARs are narrow corridors of enhanced water vapor plumes in the warm sector of extratropical

cyclones coming off the Pacific Ocean (Neiman et al., 2008). They are defined in a variety of

ways, based upon their scale and intensity. Neiman et al. (2008) defined them as narrow plumes

of integrated water vapor (IWV) exceeding 2 cm and over 2000 km long and less than 1000 km

wide. They are also defined by integrated water vapor transport (IVT), with one common form of

this equation given by Gao et al. (2015):

IV T =

√

(
1

g

∫

500

1000

qudp)2 + (
1

g

∫

500

1000

qvdp)2 (5.1)

where g is the gravitational acceleration, q is the specific humidity, and u and v are the zonal

and meridional winds, respectively. This variable quantifies the amount of water vapor transport
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in the lower troposphere, where a majority of the moisture resides in ARs (Neiman et al., 2008).

Typically, IVT values exceeding 250 kg m−1 s−1 are used to indicate ARs (F. M. Ralph et al., 2010,

2019; Rutz et al., 2014; Young et al., 2017), sometimes in conjunction with a spatial requirement

that this IVT threshold covers a contiguous region over 2000 km long (Rutz et al., 2014). While

there are a variety of ways in which ARs are defined, using an IVT threshold (whether absolute or

relative) is a common method, though using different forms of this definition can yield a range in

the detection of these atmospheric systems (Shields et al., 2018).

ARs are associated with heavy rainfall along the West Coast due to the shallow, moist neutral

air in extratropical cyclones impinging upon mountainous terrain which results in strong forcing

for orographic rainfall, particularly in the cool-season from October through March (Neiman et al.,

2008). In California, ARs contribute 20–50% of California’s annual streamflow and precipitation,

with only a few storms necessary to produce this contribution (M. D. Dettinger et al., 2011a). One-

third to one-half of all precipitation in California falls in 5–10 days, highlighting the importance

of ARs in delivering crucial precipitation to the state (M. D. Dettinger et al., 2011a). This also

includes snowfall, as ARs contribute 40% of the total snow water equivalent (SWE) in California,

particularly in the Sierra Nevada Mountains (Guan et al., 2010; Neiman et al., 2008).

In addition to making important contributions to rainfall and snowpack in California, ARs also

contribute to flooding and landslides. F. Ralph et al. (2006) found that AR conditions were present

in all seven floods on California’s Russian River from 1997–2006 and contributed to those floods

due to associated heavy orographic rainfall. In December 2010, ARs produced over 670 mm of

rain in the San Bernardino Mountains outside of Los Angeles and led to floods in California as

well as Washington (F. Ralph & Dettinger, 2012). Young et al. (2017) specifically examined the

relationship between ARs and floods, flash floods, and debris flows in California based on storm

reports and a climatology of land-falling ARs from (Rutz et al., 2014). They found that floods

and debris flow were associated with ARs during the cool-season in Northern California and flash

floods not associated with ARs during the warm-season in Southern California. Along the West
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Coast, the top 11 out of 20 counties with the highest proportion of flood damage due to ARs are

located in California (Corringham et al., 2019).

Given the impact ARs have on California’s precipitation, floods, and water resources, current

research has investigated how ARs might change in a future climate. The frequency of ARs along

the West Coast is projected to increase anywhere from 2.5 days per year (M. Dettinger, 2011b),

to double the number of AR days per season (Gao et al., 2015), to 35% in the mean number

of AR days (Hagos et al., 2016). M. Dettinger (2011b) showed that IWV increased in future

ARs and storms were 1.8◦C warmer, possibly explaining the increased number of AR days. The

findings of Gao et al. (2015) demonstrate that increased AR frequency in the future is mainly due

to thermodynamic rather than dynamic effects, supporting the results of M. Dettinger (2011b). Due

to the changing thermodynamic effects on ARs in a future climate, future AR extreme precipitation

is projected to increase by 100–200% in the fall and winter along the West Coast (Gao et al., 2015),

and upwards of 200% in a case study of a flood-producing AR in the Pacific Northwest due to more

orographic enhancement in a future climate (Mahoney et al., 2018). These thermodynamic changes

in a future climate also affect the future hydrology in California’s Sierra Nevada Mountains, with

a projected decline in snowpack of 67% and increased frequency of days with runoff above 20

mm nearly tripling (Huang et al., 2018). This decrease in snowpack in a future warmer climate is

due to more precipitation falling as rain rather than snow (Das et al., 2011). A future change from

snow to rain leads to a projected increase in the magnitude and frequency of floods in the Sierra

Nevada Mountains when using downscaled temperature and precipitation from GCMs to drive a

Variable Infiltration Capacity (VIC) model (Das et al., 2011). Davenport et al. (2020) found that

historical rainfall-driven floods in the western CONUS produce larger streamflow magnitudes than

snowmelt-drive floods, suggesting a heightened flood risk as snow changes to rain with future

warming, particularly at mid-elevation sites that receive a mix of rain and snowfall-driven floods.

Thus, ARs impacting the West Coast in a future warmer climate are predicted to be more frequent

and intense, producing more rainfall, less snowpack, and more runoff, suggesting an enhanced

future flood risk.
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While these previous studies highlight many important changes to ARs and hydrology in the

Sierra Nevada Mountains in a future, warmer climate, most of these studies utilized global climate

models (GCMs) to simulate future changes. GCMs are helpful for understanding the large-scale

changes to future ARs, including their frequency, but due to their coarse resolution, they cannot

accurately simulate precipitation processes and storm dynamics over complex terrain. This is a

serious limitation for investigating changes to AR precipitation because AR precipitation is oro-

graphically enhanced and requires scales on the order of several kilometers to accurately depict the

topographic effects on atmospheric flows (R. Rasmussen et al., 2011), which improves simulated

precipitation up to 40–60% in nine historical ARs when increasing model resolution from 27 to 3

km (Huang et al., 2020). Though some studies like Das et al. (2011) used downscaled precipita-

tion and temperature data from GCMs, the 12-km spatial resolution is still too coarse to properly

depict precipitation and snowfall characteristics over mountainous terrain due to the topography

resolution (R. Rasmussen et al., 2011) and use of a convective parameterization to simulate cloud

and mesoscale dynamics. Mahoney et al. (2018) is one of the few studies to investigate changes to

a land-falling AR event and its associated rainfall using high-resolution simulations of a future cli-

mate under a pseudo-global warming (PGW) framework. This is a useful demonstration of a case

study, but studying how a broad spectrum of AR events change using high-resolution simulations

is necessary to gain confidence in future projected changes.

The present study seeks to address these limitations and build upon the understanding of how

ARs will change in a future climate by using high-resolution convection-permitting simulations

that more accurately resolve complex terrain and precipitation processes along the West Coast.

Specifically, this study investigates changes to cool-season precipitation and flood-producing

storms associated with ARs in California in a future, warmer climate. An examination into the

precipitation, SWE, and runoff changes in California’s cool-season and flood-producing storms is

necessary to gain a detailed understanding of how California’s water resources may change in a

future warmer climate.
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5.2 Data and Methods

5.2.1 Convection-permitting simulations

To examine California’s cool-season precipitation and floods in a future climate, 4-km

convection-permitting simulations run by scientists at the National Center for Atmospheric Re-

search (NCAR) are utilized (Liu et al., 2017). These simulations (hereafter called WRF-CONUS)

were run with the Weather Research and Forecasting (WRF) model V3.4.1 over a 1360x1016 grid

point domain covering the CONUS and parts of Canada and Mexico. The horizontal resolution

is 4-km and there are 51 stretched vertical levels up to 50 hPa. The WRF-CONUS parameteri-

zations include the Thompson aerosol-aware microphysics (Thompson & Eidhammer, 2014), the

Yonsei University (YSU) planetary boundary scheme (Hong et al., 2006), the rapid radiative trans-

fer model (RRTMG) (Iacono et al., 2008), and the Noah-MP land-surface model (Niu et al., 2011),

which was improved for these simulations (Liu et al., 2017). For the purposes of this study, only

simulations over California are considered (Figure 5.1).

Figure 5.1: The study domain over California and its elevation to highlight the complex terrain. Also shown

are boxes around three different regions in California–Northern California (purple), Central California (red),

and Southern California (pink).
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The WRF-CONUS simulations were forced by 6 hourly ERA-Interim reanalysis data. Two sets

of simulations were run over this time-period–a current (CTRL) simulation that reproduced the

present climate, and a future climate simulated using a pseudo-global warming (PGW) approach.

The PGW approach adds a climate delta signal to the ERA-Interim data, as given by the following

equation:

WRFinput = ERA− Interim+∆CMIP5RCP8.5 (5.2)

where ∆CMIP5RCP8.5 is the 19-model ensemble monthly mean change between the current

and future climate under the RCP 8.5 emissions scenario:

∆CMIP5RCP8.5 = CMIP52071−2100 − CMIP51976−2005 (5.3)

The PGW simulations perturb the horizontal wind, geopotential, temperature, specific humid-

ity, sea surface temperature, soil temperature, sea level pressure, and sea ice. Large-scale spectral

nudging was applied to these simulations above the planetary boundary layer on horizontal scales

greater than 2,000 km in order to minimize long-term climate drift (Feser et al., 2011). Nudg-

ing also allows for specific synoptic weather events to be reproduced, but sub-synoptic scales can

freely evolve, thus allowing for an investigation of how storms will change in a future climate (Liu

et al., 2017).

The PGW approach applied to convection-permitting simulations has been utilized in numer-

ous studies investigating how storm processes will change in a future climate. Heavy precipitation

in the CONUS (Dai et al., 2017; Mahoney et al., 2018; Prein et al., 2017a), the European Alps (Ban

et al., 2015), and the United Kingdom (Kendon et al., 2014) have been studied using this method.

Case studies of historical floods have also been examined from this perspective in the South-Central

U.S. (Lackmann, 2013) and Pacific Northwest (Mahoney et al., 2018) to better understand how cer-

tain flood “ingredients” (Doswell et al., 1996) will change in the future. The WRF-CONUS sim-

ulations have recently been used to understand how the convective population (K. L. Rasmussen

et al., 2017), mesoscale convective systems (Prein et al., 2017b, 2017c), hurricanes (Gutmann et
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al., 2018), rain-on-snow events (Musselman et al., 2018), and flash flood-producing storms (Chap-

ter 4) will change in a future climate. These simulations compare well with observations of the

diurnal cycle of convection (K. L. Rasmussen et al., 2017), and outperform other gridded rainfall

datasets, particularly over the mountainous West (Beck et al., 2019). This is especially critical for

understanding future changes to cool-season rainfall and floods in California, most of which are

orographically enhanced. The large-scale nudging used in the simulations also provides confidence

that flood-producing storms are being represented in the future climate, since cool-season floods

in California are largely driven by synoptic-scale ARs (M. D. Dettinger et al., 2011a; Saharia et

al., 2017a), and the nudging reproduces these synoptic conditions in flood-producing storms, as

shown in Chapter 4 in the case of the 2008 Arkansas flash flood.

However, there are limitations to the WRF-CONUS simulations. Due to the use of large-scale

nudging and taking ensemble mean monthly differences, future changes in large-scale dynamics,

including changes in storm-track, are weak and unable to be explored. Within the context of ARs,

this weak large-scale dynamical change means that changes in future moisture flux are likely due

to future increases in moisture rather than stronger winds, since the PGW simulations focus more

on how the future thermodynamic change will affect similar weather patterns in the future (Liu et

al., 2017). Yet, because the mesoscale is allowed to freely evolve, detailed changes in precipitation

from a variety of weather systems can be assessed on fine horizontal resolutions that omit the need

for a convective parameterization. Due to this high-resolution and the computational constraint of

running the WRF-CONUS simulations, the climate change uncertainty cannot be addressed from

these simulations using multi-member ensembles. Taking the 19-model ensemble monthly mean

from CMIP5 simulations was done in order to partially address this limitation, rather than using

a single model run as in (R. Rasmussen et al., 2014, 2011) While these limitations are notable,

the purpose of the WRF-CONUS simulations to understand how today’s weather might change

in a warmer and moister future climate is well-suited to understand detailed precipitation changes

associated with ARs in California.
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5.2.2 Cool-season climatology

A majority of California’s annual precipitation is concentrated in the cool-season from Octo-

ber through March, due to enhanced baroclinic cyclogenesis in the Pacific Ocean and a prevalence

of land-falling ARs during this time-period (M. D. Dettinger et al., 2011a; Neiman et al., 2008).

Therefore, most of California’s water resources and also floods emanate from cool-season precip-

itation (M. D. Dettinger et al., 2011a). To understand how California’s precipitation will change

in a future climate, the cool-season (October through April) hydrologic components are examined

in the WRF-CONUS CTRL and PGW simulations, similar to R. Rasmussen et al. (2014). Future

changes in precipitation are examined using the hourly CTRL and PGW data, while changes in

snow water equivalent (SWE), and total (surface + subsurface) runoff are examined using monthly

totals. All quantities are presented in terms of cool-season averages and provide a holistic under-

standing of how California’s water resources are changing in a warmer, future climate, and not just

the precipitation delivered.

5.2.3 Cool-season floods

A majority of the cool-season precipitation in California is associated with flooding, particu-

larly when delivered by ARs (F. Ralph et al., 2006; Young et al., 2017). In addition, as ARs make

landfall on the West Coast, complex interactions with the topography and associated mesoscale

processes are important factors in determining the intensity and hydrological impact of each event

(Lorente-Plazas et al., 2018; Neiman et al., 2008). Thus, to understand how high-impact pre-

cipitation affecting California will change in a future climate, we focus specifically on flood-

producing storms. The flood-producing storm climatology created in Chapter 2 is utilized to

identify cool-season (October through April) flash and slow-rise flood-producing storms in Cal-

ifornia from 2002–2013. This climatology merges flood reports from the NCEI Storm Events

Database with streamflow-indicated floods from Shen et al. (2017) and their associated rainfall

characteristics from the Stage-IV precipitation dataset (Lin & Mitchell, 2005). To isolate the likely

flood-contributing rainfall associated with each flood, the largest contiguous object with accumu-
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lated rainfall at or above the 75th percentile within a ±5◦ latitude/longitude grid box from the flood

centroid was identified. Flash floods in the flood-climatology from Chapter 2 are shorter duration,

high intensity events usually associated with convection, while slow-rise floods are longer dura-

tion, moderate intensity events associated with larger-scale synoptic events. Young et al. (2017)

showed that a majority of flash and slow-rise floods in California during the cool-season are asso-

ciated with ARs. Thus, the cool-season floods in California identified from Chapter 2 are likely

associated with ARs.

69 flood-producing storms are identified in California from 2002–2013. The date and location

of floods from the Chapter 2 climatology are used to subset the hourly CTRL and PGW precip-

itation data, again only using the largest contiguous area with rainfall accumulations meeting or

exceeding the 75th percentile within the flood domain (±5◦). These heavy rainfall objects are

computed separately in the CTRL and PGW simulations to take into account that the amount and

location of heavy rainfall within each flood domain could change slightly in a future, warmer cli-

mate. However, the accumulated rainfall (as well as SWE, temperature, and runoff) are computed

using the same dates from Chapter 2 in the CTRL and PGW simulations. While this is a possi-

ble limitation of the study, due to the possibility of rainfall within a flood event being longer or

shorter in duration in a future climate, the use of spectral nudging ensures similar synoptic sit-

uations and durations in the PGW simulations. Given that flood events associated with ARs are

synoptically driven, it was expected that the CTRL flood location, rainfall structure, and duration

would compare well with observations and to PGW simulations.

To test this expectation, each of the 69 floods in the CTRL simulations are compared to Stage-

IV observations and PGW simulations. Between CTRL simulations and Stage-IV, if the area-

averaged rainfall difference exceeds 50% within a flood, a manual comparison occurs. This manual

comparison is conducted using observed daily archived precipitation data over California from the

Advanced Hydrologic Prediction Center (https://water.weather.gov/precip/). In

the Western CONUS, the daily archived precipitation data is derived from the Parameter-elevation

Regressions on Independent Slopes Model (PRISM; Daly et al., 1994) dataset, due to issues in
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Stage-IV coverage over the mountainous West. Based on a qualitative comparison of CTRL sim-

ulated precipitation with PRISM precipitation, 24 floods are omitted, leaving 27 (18) flash (slow-

rise) flood-producing storms for a total of 45 cool-season floods in California.

Among these 45 cool-season floods, the similarity between rainfall amount and structure in

CTRL and PGW simulations is quantified using the structural similarity index (SSIM) from Wang

et al. (2004)

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
(5.4)

where x, y is the pixel location, µ is the mean pixel intensity, σ is the variance of intensity,

and c1 and c2 are constants to avoid instability when the other terms in the denominator are close

to zero. SSIM is often used in the image-processing community to compare the difference in two

images luminance, contrast, and structural differences. In this study, SSIM is utilized to compute

differences in accumulated rainfall amount and structure between each flood in the CTRL and

PGW simulations like in Chapter 4, where this metric is computed for 584 flash flood-producing

storms over the CONUS and found good agreement between both the observations and CTRL

simulation, and the CTRL and PGW simulations. This metric quantifies the similarity of the

rainfall structure between CTRL and PGW simulations over the same time period and location for

each of the 45 floods in California to ensure that a similar flood occurs in the future.

Computing the SSIM between the CTRL and PGW accumulated rainfall for all 45 floods in

California results in a mean value of 0.94, with values ranging from 0.88–0.99 (Figure 5.2). A

value of 1 indicates exact similarity, so a mean value of 0.94 suggests that the CTRL and PGW

precipitation is remarkably similar in floods-producing storms. Even for the flood with the lowest

SSIM of 0.88, the rainfall structure and location is similar (Figure 5.3). Though exact agreement

is not expected between CTRL and PGW flood precipitation due to a different thermodynamic

environment in PGW simulations, the high SSIM values are likely due to the PGW simulations’

ability to reproduce the synoptic environment in the CTRL simulations.

(Maddox et al., 1980, 1979) showed that similar synoptic environments are associated with

floods, including ARs, which are, by definition, synoptically-driven. Therefore, while remarkable,
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Figure 5.2: Probability density function of the structural similarity index from Wang et al. (2004) used to

compute the structural differences in rainfall accumulation among 45 cool-season floods in California in

CTRL vs. PGW simulations. The mean value is indicated by the dashed vertical line.

Figure 5.3: The accumulated rainfall in a) CTRL simulations and b) PGW simulations for a slow-rise flood

that occurred from 0000–2200 UTC 20 January 2010. This flood had the lowest structural similarity index

among all 45 cool-season floods in California of 0.88.

it is not surprising that the PGW simulated rainfall in floods likely associated with ARs in Cali-

fornia is similar to the CTRL simulations, based on the simulation design and the types of floods
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examined. These results provide confidence that flood-producing storms in the current climate are

being reproduced in the PGW simulations in terms of location, timing, and structural similarity of

precipitation. However, future changes in soil-moisture, land-use, and streamflow are not assessed

in this study, which could modulate the occurrence of floods in a future climate. Therefore, it

cannot be said with certainty that storms associated with floods in the current climate also produce

floods in the future.

Work by Young et al. (2017) showed that nearly 80% of floods and debris flow were associated

with ARs in California. The Rutz et al. (2014) AR database using Modern Era Retrospective

Analysis (MERRA; Rienecker et al., 2011) reanalysis data from 1980–2019 was utilized to confirm

that the flood-producing storms in this study were associated with AR conditions. If the start date

of flood-producing storm was less than or equal to two days from the end date of an AR event from

Rutz et al. (2014), then that storm was classified as being associated with an AR. Based on this

definition, all 45 flood-producing storms were associated with ARs. Given the association with

AR conditions, it is likely that these flood-producing storms result in floods in the future.

In addition to precipitation, changes in SWE and runoff are examined using the CTRL and

PGW hourly data among the 45 floods. Integrated water vapor transport (IVT) is also compared

in CTRL and PGW flood-producing storms using Eqn. (1), since this quantity is often used to

define ARs (Gao et al., 2015; F. M. Ralph et al., 2019; Rutz et al., 2014). IVT has a particularly

important link to precipitation, as it is strongly related to precipitation over complex terrain (Junker

et al., 2008; Neiman et al., 2013, 2002; F. Ralph et al., 2013). Therefore, an understanding of how

IVT changes in future California floods associated with ARs is crucial to explain how rainfall in

these flood-producing storms might change.

5.3 Results

5.3.1 Cool-season climatology

Average cool-season precipitation over California increases almost everywhere in a future cli-

mate (Figure 5.4), especially over the complex terrain of the Coastal Range and Sierra Nevada
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Mountains (refer to Figure 5.1 for topography). Precipitation increases from 40–120 mm in most

of the state, with increases of up to 180 mm over the Sierra Nevada Mountains. Localized areas

of decreased precipitation occur on the leeside of the Southern Coastal Range, but these decreases

are minimal (40 mm decrease) and occur in a climatologically dry area. The statewide increase

in future precipitation is 49 mm (11%). Such an increase in future precipitation during Califor-

nia’s cool-season is not unexpected, as water vapor increases in a warmer climate according to the

Clausius-Clapeyron equation (Trenberth et al., 2003). The greatest future increase in precipitation

over complex terrain is also not surprising, as orography enhances forcing via mechanical lifting

for precipitation.

Figure 5.4: Average cool-season (October–April) precipitation over California in a) CTRL simulations, b)

PGW simulations, and c) PGW-CTRL difference, where blue indicates increased PGW precipitation and

red indicates a decrease.

Future changes in cool-season SWE show the opposite change compared to precipitation, with

an average decrease of 57.5 mm (47.5%; Figure 5.5). Decreased SWE is greatest over the Sierra

Nevada Mountains, which receive the climatological maximum snowfall in California (Huang et

al., 2018). These decreases are up to 360 mm over the mountains, and no locations display an

increase in average cool-season SWE. Such a result is particularly concerning, as California relies

on most of its water resources from seasonal snowpack accumulations (M. D. Dettinger et al.,

92



2011a). Changes in snow have already been observed in the Sierra Nevada Mountains, with an

increase in the observed mean snow line over the last 15 years (Hatchett et al., 2017). Future

decreases in snow have also been shown in the Colorado Rockies and high-elevation locations

in the Pacific Northwest, with future warming causing a shift from rain to snow (Mahoney et al.,

2018; R. Rasmussen et al., 2014). Furthermore, Huang et al. (2018) showed that for the 2016–2017

season, maximum SWE decreases by 67% under RCP8.5 using a 9-km downscaled simulation of

the future climate. Given that these results span a longer time frame than Huang et al. (2018),

include all of California, and properly resolve orographic precipitation processes (R. Rasmussen

et al., 2014), the 47.5% average decrease in California’s cool-season SWE should be seriously

considered.

Figure 5.5: As in Figure 5.4„ but for snow water equivalent (SWE).

The above changes in future cool-season precipitation and SWE due to warming contribute to

changes in future cool-season runoff (Figure 5.6). On average, cool-season runoff increases 51.8

mm (27.1%), with a majority of California experiencing increased runoff, except for some local-

ized areas in southern California that experience slight decreases in runoff less than 50 mm. In-

creased runoff is greatest over the Sierra Nevada Mountains, due to the greatest increase (decrease)

in precipitation (SWE) here, with average increased runoff up to 450 mm. This is consistent with
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R. Rasmussen et al. (2014) and Schwartz et al. (2017) who found more precipitation falling as

rain rather snow in a future climate, which led to increased winter runoff in the Colorado Rockies

(R. Rasmussen et al., 2014), and earlier snowmelt and runoff in the Sierra Nevadas (Schwartz et

al., 2017). Huang et al. (2018) also found that runoff increases under RCP8.5 in a future simulation

of the 2016–2017 wet year in the Sierra Nevada Mountains, with days of runoff exceeding 20 mm

nearly tripling. The future increases in cool-season runoff in California due to increased precipita-

tion and decreased SWE not only suggest a shift in the water balance, but also an enhanced future

flood risk, which will be explored further in Section 5.3.2.

Figure 5.6: but for runoff.

To further understand the nuances of future changes in cool-season precipitation, SWE, and

runoff, the dependence on elevation in California is explored (Figure 5.7). Consistent with Fig-

ure 5.4–Figure 5.6, future precipitation increases at all elevations, up to 200 mm. SWE decreases

at all elevations in the future, as seen in Figure 5.5, with a maximum decrease of nearly 800 mm

between 1500–2000 m in elevation, and smaller decreases in SWE above and below this elevation.

This large decrease in SWE at mid-elevations is consistent with projected future changes in the

2016–2017 1 April SWE in the Sierra Nevada Mountains, during which SWE between 1500–2500

m almost disappears, and high-elevation (> 2500 m) SWE is halved (Huang et al., 2018). The
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maximum decrease in SWE at mid-elevations is likely due to higher freezing levels in a warmer

climate that converts snow to rain (Mahoney et al., 2018; R. Rasmussen et al., 2014). Interestingly,

R. Rasmussen et al. (2014) found that at the highest elevations in the Colorado Rockies, temper-

atures were still cold enough to support increased snow in the future, which is not the case in

California. This could be due to most of the cool-season precipitation in California being delivered

by ARs, which tend to be associated with warmer than normal conditions and thus, high snowlines

(M. D. Dettinger et al., 2011a; Neiman et al., 2008). Due to the overall increase in precipitation

and decrease in SWE, future runoff increases at and above mid-elevations (1500 m), where snow

is likely falling as rain in a future warmer climate. This is consistent with future increased runoff

at mid and high-elevations in the Sierra Nevada Mountains for the 2016–2017 season (Huang et

al., 2018), and increased runoff in the spring in the Colorado Rockies (R. Rasmussen et al., 2014).

Such a result suggests an increased flood risk at mid-elevations as snow changes to rain in a fu-

ture climate, since rainfall-driven events have higher streamflow magnitudes than snowmelt-driven

events (Davenport et al., 2020).

The seasonality of precipitation, SWE, and runoff are explored for the cool-season in Cali-

fornia to examine if there were any shifts in the seasonality of these components, and thus, the

water balance. Future precipitation and runoff increase through the entire cool-season (October

through the end of April), with maximum increases in January–March ranging from 15–20%, and

20–40%, respectively (Figure 5.8). SWE decreases in the future from October through April, with

the greatest decreases of over 60% in the early-season (October–December). Not much SWE ex-

ists in California in October (the statewide average is 4 mm in CTRL simulations), so the future

decrease is only a few mm averaged over the state, despite the large percentage decrease. However,

the large future decrease of nearly 70–80% in November and December SWE is likely robust, as

California climatologically experiences large gains in SWE during these months (Neiman et al.,

2008).

For most of the cool-season in California, there does not appear to be a future shift in the

timing of precipitation, SWE, or runoff, but simply increased (decreased) precipitation and runoff
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Figure 5.7: PGW–CTRL difference in cool-season precipitation, runoff, and SWE shown in Fig-

ure 5.4–Figure 5.6,as a function of altitude over California.

(SWE). The only exception occurs on the fringes of the cool-season, where precipitation and runoff

slightly decrease in the future in December and April. The decrease in precipitation and runoff in

April could indicate earlier snowmelt, especially since SWE decreases more in April than the

previous months. Such a result would be consistent with Huang et al. (2018) who found that early-

season gains in Sierra Nevada runoff (January in February) in a future climate came at the expense

of decreased late-season runoff (April–June). The present study only explores the cool-season,

however, so any changes in the seasonality beyond this timeframe cannot be stated. Yet, these

results are consistent with future changes in water balance components in the Colorado Rockies

(R. Rasmussen et al., 2014) and Sierra Nevada Mountains during the 2016–2017 season (Huang

et al., 2018)–namely the future increases (decreases) in precipitation and runoff during the middle

(edges) of the cool-season, and largest decreases in SWE on the edges of the cool-season in Cal-
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Figure 5.8: Seasonality from October–May of percent future change in precipitation (turquoise), SWE

(purple), and runoff (green). The dashed line at zero indicates no change, while values above (below)

the line indicate a future percent increase (decrease). Note that the percent change is computed as PGW-

CTRL/CTRL *100.

ifornia. This provides confidence in the expected future changes in the water balance and water

resources in California in a warmer climate.

5.3.2 Cool-season flood-producing storms

Future cool-season flood-producing storms in California show an increase in precipitation ev-

erywhere (Figure 5.9), similar to changes in overall cool-season precipitation (Figure 5.4). How-

ever, the future percent increase in flood-producing storm precipitation exceeds the cool-season

precipitation, with increases of 25.4% (7.1 mm) in northern California (NorCal), 25.8% (5.3

mm) in central California (CenCal), and 21.7% (3.3 mm) in southern California (SoCal; Ta-

ble 5.1–Table 5.2). These increases are less than the projected future precipitation increases in

ARs simulated by Mahoney et al. (2018) and Gao et al. (2015), who found increased precipita-

tion up to 200%. These differences could be due to Mahoney et al. (2018) only considering one

land-falling AR case in the Pacific Northwest, which are different in nature than land-falling ARs

in California (Neiman et al., 2008). Additionally, Gao et al. (2015) concentrated on future changes

to land-falling ARs on the West Coast and their extreme (> 95th percentile) precipitation using
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GCMs, rather than the entire distribution of precipitation using a convection-permitting model, as

is considered in this study. Using future ensemble changes in CMIP5 members rather than just the

mean change, as is considered in the present study, is another reason why the projected increase in

precipitation in the current study is possibly less than that in Gao et al. (2015).

Figure 5.9: As in Figure 5.4 but for average precipitation in 45 cool-season flood-producing storms in

California between 2002–2013.

Table 5.1: Future percent change in precipitation, snow water equivalent (SWE), and runoff in 45 flood-

producing storms in California from 2002–2013. The future percent change is PGW-CTRL/CTRL *100 in

different California regions (North, Central, South).

North Central South

Average precipitation (%) 25.4 25.9 21.7

SWE (%) -68.3 -32.0 -89.6

Runoff (%) 34.4 28.9 15.3

Future changes in SWE among California flood-producing storms, which has not been exam-

ined in much detail before, display an overall decrease (Figure 5.10). This decrease is largest in

SoCal of -89.6% (Table 5.1), but SoCal does not receive much SWE in a current climate (Fig-
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Table 5.2: As in Table 5.1 but for the raw future change (PGW–CTRL) in temperature, precipitation, SWE,

and runoff.

North Central South

Temperature (K) 3.8 3.8 3.6

Average precipitation (mm) 7.1 5.3 3.0

SWE (mm) -4.0 -1.7 -0.3

Runoff (mm) 4.4 2.2 1.2

ure 5.10b), so the absolute decrease of 0.3 mm in SWE in a future climate is minimal (Table 5.2).

However, the future decrease in NorCal SWE of -68.3% (-4.4 mm) is notable, as it receives 50–130

mm of SWE on average from cool-season flood events in the CTRL simulations. Interestingly,

CenCal exhibits the least future decrease in SWE in a future climate, with a -32% (-1.7 mm) av-

erage decrease. This region contains some of the highest mountains, and the highest SWE in the

CTRL simulations, with large areas of SWE exceeding 100 mm (Figure 5.10a). The reason for

the lesser decrease in SWE in CenCal is because some areas in the Sierra Nevadas exhibit a future

increase in SWE, up to 20–30%. This is along the highest terrain of the Sierra Nevadas (Fig-

ure 5.1), and the increase is due to future temperatures in this region staying below freezing (< 273

K; Figure 5.12), thus allowing for frozen precipitation to continue despite a warmer climate. Some

mid-elevation (1500–2500 m) locations are also below freezing in the future, but these places show

a 0–25 mm decrease in SWE. The reason for the future increases in SWE at the high elevations that

are below freezing in the future climate, but not mid-elevations is unclear, but results are consistent

with R. Rasmussen et al. (2014), and could be due to mid-elevations sites receiving a mix of rain

and snow, depending on the individual flood-producing storm characteristics.

The future increase in precipitation and decrease in SWE in flood-producing storms in Califor-

nia results in increased future runoff over the entire state (Figure 5.11), similar to the cool-season

climatology. Runoff increases range from 15.3% (1.2 mm) in SoCal to 34.4% (4.4 mm) in Nor-

Cal, with the greatest increases along complex terrain. The increased runoff is consistent with

future changes in the Sierra Nevada Mountains (Huang et al., 2018) and the Colorado Rockies

99



Figure 5.10: As in Figure 5.5, but for average SWE in 45 cool-season flood-producing storms in California

between 2002–2013.

(R. Rasmussen et al., 2014), due to the change from rain to snow, and overall increased precipita-

tion. Given that ARs are associated with anomalously warm conditions in the present climate that

exacerbate rain-on-snow flood risks (Neiman et al., 2008), and future temperatures in cool-season

flood-producing storms increase by approximately 4 K (Table 5.2), future warming likely enhances

rain-on-snow flood risk (Musselman et al., 2018) or purely rainfall-driven flood risk (Davenport

et al., 2020), and contributes to increased runoff. Thus, cool-season flood-producing storms in

California in a future climate appear to be more intense due to increased precipitation and runoff,

and decreased SWE, consistent with future projections of floods in the Sierra Nevada Mountains

that show increased streamflow magnitudes due to more frequent storms and precipitation falling

as rain rather than snow (Das et al., 2011).

To understand why precipitation and runoff increase in future cool-season flood-producing

storms in California, future changes to IVT are examined. IVT is not only used to indicate AR

occurrence (F. M. Ralph et al., 2010, 2019; Rutz et al., 2014; Young et al., 2017) but is also

strongly related to orographic precipitation (Junker et al., 2008; Neiman et al., 2013, 2002; F. Ralph

et al., 2013). In the CTRL simulations, average IVT during flood-producing storms in California

is 250 kg m−1 s−1, with a defined IVT plume in the lower half exceeding values of 290 kg m−1
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Figure 5.11: As in Figure 5.6, but for average runoff in 45 cool-season flood-producing storms in California

between 2002–2013.

Figure 5.12: PGW-CTRL differences in precipitation (red dots) and SWE (blue dots) 45 flood-producing

storms in California as a function of altitude. Turquoise (dark blue) colored-dots indicate SWE changes in

storms where the temperature is below (above) freezing (273 K) in the PGW simulations.
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s−1 (Figure 5.13). Given that the IVT threshold for AR identification is at or equal to 250 kg

m−1 s−1 (F. M. Ralph et al., 2010, 2019; Rutz et al., 2014; Young et al., 2017), this confirms

the identification of 45 flood-producing storms being associated with ARs based on the Rutz et

al. (2014) database. In the future, the average IVT increases by 100 kg m−1 s−1 to 350 kg m−1

s−1 (Figure 5.13). M. Dettinger (2011b) similarly found that future ARs become more intense,

with increases in IWV. Gao et al. (2015) discovered that this thermodynamic (water vapor) effect

dominates over the dynamical (wind) effect in explaining the 50–600% increase in future AR

days along western North America. This thermodynamic effect of increased water vapor, which is

simulated using the PGW methodology in this study, likely explains much of why IVT increases

in a future climate in association with flood-producing storms. Therefore, stronger future ARs

associated with cool-season floods in California is consistent with prior work, with the present

study additionally showing that the stronger ARs are associated with increased precipitation and

runoff due to enhanced water vapor transport in California flood-producing storms.

Figure 5.13: As in Figure 5.11, but for integrated water vapor transport (IVT).

5.4 Conclusions

High-resolution convection-permitting simulations are utilized to understand future changes to

California’s precipitation, SWE, and runoff in 45 AR flood-producing events as well as the entire

cool-season. Given the ability of the PGW simulations to reproduce the precipitation structure and

amount in these flood-producing storms over the same duration and location as CTRL simulations,
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there is confidence that storms producing floods in the current climate also occur in the future,

likely resulting in a flood due to their association with AR conditions. While studies have previ-

ously investigated future changes to ARs impacting the West Coast, including a flood caused by an

AR (Mahoney et al., 2018), this is the first study to examine changes in a large number of flood-

producing storms and the cool-season’s hydrologic components using a convection-permitting re-

gional climate model framework. Such information is critical to understand how California’s water

resources will change in a future climate, and the use of high-resolution simulations are necessary

for accurately depicting the complex orographic processes and storm dynamics leading to such

changes in a future, warmer climate.

Future changes in California’s cool-season flood-producing storms associated with ARs are

similar to changes in the cool-season climatology of precipitation, SWE, and runoff. This result

suggests that changes in future AR flood-producing storms will significantly affect California’s

water resources, given that a majority of the state’s water resources are due to cool-season pre-

cipitation from ARs (M. D. Dettinger et al., 2011a; Neiman et al., 2008). Flood-producing storm

precipitation increases 22–26% in the future likely due to increased water vapor via the Clausius-

Clapeyron relationship (Trenberth et al., 2003) and increased average IVT of 100 kg m−1 s−1.

Thus, the ARs associated with floods will likely become more intense in a future climate, leading

to enhanced precipitation. However, due to the approximately 4◦ C warmer temperatures in these

storms (Table 5.2), flood-producing storm SWE decreases by 32–90% in the future, mostly over

the Sierra Nevada Mountains. Only at the highest elevations (i.e., above 3000 m) does SWE in-

crease in the future, due to temperatures staying below freezing. The overall increase (decrease) in

flood-producing precipitation (SWE) results in increased future runoff between 15–34%.

Increases in future precipitation and runoff suggests that flood-producing storms will become

more intense in a future climate in California. Decreases in future SWE imply decreased available

water resources available for California, given that this provides approximately 60% of the state’s

developed water (Huang et al., 2018). While extending this analysis through the entire year would

allow for a more accurate determination of changes in future SWE (especially snowmelt during
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May and June) and water resources, the results of the present study have serious implications for

California. More intense future flood-producing storms and less future water resources in Cal-

ifornia are two detrimental impacts of climate change that must be taken into account in future

water management strategies. Vano et al. (2019) specifically highlighted the need of water man-

agers to understand how flood-producing storms will change in the future, and this study directly

addresses those needs. Thus, such results should be considered in water management plans in

California in order to effectively capture the excessive precipitation and runoff projected in future

flood-producing storms, especially since the main current water source–snowpack–might not be

able to provide for the state’s ever-growing population in a warmer climate.
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Chapter 6

Flash Flood-Producing Storms in a Current and

Future Climate in the Mississippi River Basin

6.1 Introduction

In the continental United States (CONUS), floods are the second deadliest weather-related nat-

ural disaster (Ashley & Ashley, 2008b) and accounted for over $123.5 billion in adjusted losses

between 1980–2018 (A. B. Smith, 2019). Deadly flash flooding in Texas and Arkansas from 9–11

June 2010 resulted in over $10 million in damage along the Guadalupe River in Texas and 20 fatal-

ities at the Albert Pike Recreational Area in western Arkansas (Schumacher et al., 2013). This dev-

astating flood was due to a mesoscale convective vortex (MCV) associated with a series of heavy

rainfall-producing mesoscale convective systems (MCSs; R. A. Houze Jr, 2004; Schumacher et

al., 2013). Such high intensity flash flood-producing storms are common to the Mississippi River

Basin (MRB), which are the most frequent and have the highest average rainfall accumulation of

any region in the United States (Chapter 2). This region has thus been identified as a flash flood

hotspot (Saharia et al., 2017a), with flash floods occurring year-round (Saharia et al., 2017a). The

deadliest of these flash floods in the MRB occur mainly due to fronts and MCSs (Ashley & Ashley,

2008b), particularly in the warm season (Ashley & Ashley, 2008b; Saharia et al., 2017a; Schu-

macher & Johnson, 2006). The risk posed by warm-season flooding in the MRB is exacerbated by

the poor predictability of extreme rainfall events (Herman & Schumacher, 2018a; Sukovich et al.,

2014) due to issues representing moist convection in operational models (J. M. Fritsch & Carbone,

2004). Given the frequency and intensity with which flash floods impact the MRB, it is critical

better understand the factors causing these events in order to improve the predictability of such

events in order to protect human life.
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To help improve flash flood forecasting, Doswell et al. (1996) produced a seminal paper on the

ingredients necessary for flash floods to occur, as summarized by the following equation:

P = R̄D (6.1)

where P is precipitation, R̄ is the average rainfall rate, and D is the rainfall duration. This

equation shows that for heavy precipitation and flash flooding to occur, high rain rates must be

sustained over a long duration. Expanding 6.1 based on terms related to R̄ and D:

P = EwqLs

(
∣

∣C−1

s

∣

∣

)

(6.2)

where E is precipitation efficiency, w is vertical motion, q is moisture, Ls is the system size, and

Cs is the system motion vector. Most storms do not have all of these ingredients maximized, but

MCSs often have many, making them major flood-producers in the Midwest and the MRB (Ash-

ley & Ashley, 2008b; J. Fritsch et al., 1986; Kunkel et al., 2012; Schumacher & Johnson, 2006).

MCSs typically occur in environments with a deep saturated layer, high relative humidity, moder-

ate convective available potential energy (CAPE), little convective inhibition (CIN; Schumacher &

Johnson, 2009), and sometimes exhibit back-building–the repeated formation of convective cells

upstream of their predecessors (Schumacher & Johnson, 2005). Similarly, tropical cyclones are

large systems with high moisture content that can sometimes move slowly, depending on the syn-

optic conditions. These same ingredients in tropical cyclones lead to flooding that affects the MRB

in summer and fall (Ashley & Ashley, 2008b; Schumacher & Johnson, 2006; Villarini et al., 2014).

Convective airmass thunderstorms that are generated to due to strong daytime surface heating in

the summer also lead to flooding in the MRB (Ashley & Ashley, 2008b; Kunkel et al., 2012),

but they tend to be smaller, more isolated, and more transient than other types of flood-producing

storms in the MRB.

An understanding of the storm dynamics associated with flash floods in the MRB in the current

climate is helpful, but it is also critical to investigate how a changing climate could affect storm
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behavior and precipitation in the future. This subject is even less well-understood than the storm

dynamics leading to flooding in the MRB region in the present climate. Previous studies have

explored aspects of future floods in the MRB using hydrologic models and regional and global cli-

mate models (RCMs and GCMs, respectively). Using a GCM to drive a global river routing model,

Hirabayashi et al. (2013) showed that the MRB will have less frequent future floods, but there was

a large spread in the frequency of the 100 year-return period from 5–3000 years. Similarly, Van der

Wiel et al. (2018) found little to no decreasing trend in the occurrence of flood events along the

lower Mississippi River at various return intervals in a future climate using a GCM coupled to

a river routing model. Interestingly, the decreasing frequency of future flood events is despite a

projected increase in future precipitation, which Van der Wiel et al. (2018) attributes to decreases

in future snowmelt being more important than non-frozen precipitation changes. In contrast to

Hirabayashi et al. (2013) and Van der Wiel et al. (2018), Jha et al. (2004) found a 50% projected

increase in streamflow in the upper MRB in a future climate. Jha et al. (2004) used a regional cli-

mate model to drive a hydrologic model and Soil and Water Assessment Tool (SWAT), which at 50

km horizontal resolution, is higher resolution than the GCMs used in Hirabayashi et al. (2013) and

Van der Wiel et al. (2018). The increased future streamflow in the upper MRB was attributed to the

51% increase in runoff due to more intense extreme precipitation in a future climate (Van der Wiel

et al., 2018). This is corroborated by Frans et al. (2013), who used a hydrologic model in the up-

per MRB to show that increased precipitation from 1918–2007 was the main reason for increased

runoff and streamflow, rather than other factors like changes in land-use.

Despite the conflicting results of the prior studies, none use high-resolution convection-

permitting models that more accurately simulate precipitation and storm characteristics by explic-

itly resolving convection that obviates the need for a convective parameterization. Given the com-

plex storm dynamics and morphology that lead to the wide variety of storms producing floods, it is

necessary to use such high-resolution simulations to understand future changes in flood-producing

storms in the MRB. Recently, studies have used high-resolution convection-permitting climate

simulations over the CONUS to examine changes in precipitation in a future climate. Such simula-
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tions more accurately depict the diurnal cycle, structure, and intensity of precipitation (especially

convectively-driven) on regional scales compared to coarser GCMs (Kendon et al., 2017, 2012;

Prein et al., 2017b; K. L. Rasmussen et al., 2017). These simulations show that in a future warmer

climate, precipitation in convective storms (Prein et al., 2017b, 2017c; K. L. Rasmussen et al.,

2017), heavy rainfall events (Dai et al., 2017; Prein et al., 2017a), and hurricanes (Gutmann et al.,

2018) will become more intense. In 584 flash flood-producing storms specifically, work in Chapter

4 used high-resolution climate simulations to show that the accumulated flash-flood rainfall over

the whole CONUS increases by 21%, on average, in a future warmer climate. Notably, the greatest

future increase in the rainfall per storm was located in the MRB, where rainfall increased up to 50

mm per storm.

Motivated by the results from Chapter 4, the goal of the present study is to understand the de-

tailed changes in precipitation characteristics and storm dynamics in flash flood-producing storms

in the MRB in a future warmer climate. Specifically, the role that flash flood-producing storm

intensity changes have on modulating future precipitation changes will be examined by separating

strongly and weakly vertically forced precipitating systems. This examination may help better pre-

pare the flood-prone region of the MRB for the impacts of climate change on flash flood-producing

storms of varying intensities. Additionally, understanding how storm dynamics in flood-producing

storms may change and modulate future precipitation behavior in a warmer climate may provide a

greater understanding of how convection might change in a future warmer climate in general.

6.2 Data and Methods

6.2.1 Convection-permitting simulations

High-resolution convection-permitting simulations run by scientists at the National Center for

Atmospheric Research (NCAR) are utilized to analyze flash floods in the Mississippi River Basin

(MRB) in a current and future climate. Though Liu et al. (2017) describes these simulations in

detail, here, a brief overview of the simulations is discussed. The simulations were run using the

Weather Research and Forecasting (WRF) model V3.4.1 over a 1360 x 1016 grid point domain
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covering North America, centered on the CONUS. Due to the domain covered, these simulations

will hereafter be referred to as the WRF-CONUS simulations. The horizontal resolution is 4-km

and the vertical resolution is comprised of 51 levels up to 50 hPa, with the highest resolution in

the boundary layer. The parameterization schemes used in the simulations include the Thomp-

son aerosol-aware microphysics (Thompson & Eidhammer, 2014), the Yonsei University (YSU)

planetary boundary scheme (Hong et al., 2006), the rapid radiative transfer model (RRTMG) (Ia-

cono et al., 2008), and the Noah-MP land-surface model (Niu et al., 2011) which was specifically

improved for these simulations. On horizontal scales greater than 2,000 km above the boundary

layer, spectral nudging was applied in order to avoid long-term climate drift (Feser et al., 2011)

and to minimize deviations from the forcing data. However, on horizontal scales less than 2,000

km and within the boundary level, the flow was allowed to freely evolve, thus enabling changes in

sub-synoptic scale weather to occur.

The WRF-CONUS simulations were comprised of two sets of simulations–one of the current

climate and the other representing the future climate. The current climate simulations (CTRL)

were forced with ERA-Interim (ERA-I) reanalysis data every 6 h over a continuous 13-year period

from 2000–2013. The future simulations were also forced every 6 h by ERA-I over the same

13-year period, except a “pseudo-global warming” (PGW) signal was added to represent a future

warmer climate, as given by the following:

WRFinput = ERA− Interim+∆CMIP5RCP8.5 (6.3)

where ∆CMIP5RCP8.5 is the climate delta signal, which is the 95-year multi-model ensemble-

mean monthly change in CMIP5 under the RCP8.5 emission scenario:

∆CMIP5RCP8.5 = CMIP52071−2100 − CMIP51976−2005 (6.4)

The perturbed fields in the PGW simulations include horizontal wind, geopotential, tempera-

ture, specific humidity, sea surface temperature, soil temperature, sea level pressure, and sea ice.
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Over the CONUS, this PGW approach results in a +3–6◦ C warming and increase in water va-

por mixing ratio of ∼20–40%, consistent with the Clausius-Clapeyron theory (Liu et al., 2017;

Trenberth et al., 2003). This PGW approach has been similarly utilized in future regional climate

change studies all over the world (Ban et al., 2015; Dai et al., 2017; Gutmann et al., 2018; Liu et

al., 2017; Prein et al., 2015, 2017b, 2017c, 2017a; K. L. Rasmussen et al., 2017; R. Rasmussen et

al., 2014, 2011; Schär et al., 1996), including case studies of floods in a future climate (Lackmann,

2013; Mahoney et al., 2018).

The Liu et al. (2017) simulations are particularly well-suited to study changes to flood-

producing storms in a future climate over the CONUS. In the CTRL simulations, precipitation

totals over the mountainous West outperform 25 other gridded precipitation datasets and show the

best precipitation variability compared to uncorrected datasets (Beck et al., 2019). Results from

Chapter 4 also showed that the CTRL precipitation compares well to that observed by the Stage-

IV precipitation dataset (Lin & Mitchell, 2005) within 584 of the most intense historical flash

flood-producing storms over the CONUS. A structural similarity index (SSIM; Wang et al., 2004)

quantified the structural differences in rainfall accumulation within these flash flood-producing

storms between Stage-IV and CTRL, as well as CTRL and PGW (see Chapter 4). The mean SSIM

between Stage-IV and CTRL CONUS flash flood-producing storms was 0.88, and between CTRL

and PGW the mean SSIM was 0.89. A SSIM value of 1 indicates exact similarity, so mean values

of 0.88 and 0.89 between Stage-IV and CTRL as well as CTRL and PGW simulations indicate that

rainfall accumulation structure and amount is similar within the same floods, both compared to

observations and simulations in a future, warmer climate. The adequate representation of rainfall

in both CTRL and PGW simulations is likely due to the spectral nudging used in the simulations,

which reproduces the synoptic environment associated with floods in the current and future cli-

mate, as shown in Chapter 4. Reproducing the synoptic environment is particularly important in

flash floods, as they tend to be associated with specific synoptic patterns as Maddox et al. (1980,

1979) highlighted. The only major difference between the CTRL and PGW simulations of flash

floods is increased moisture in the PGW simulations, which is expected due to warmer temper-
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atures. Thus, there is confidence that the WRF-CONUS simulations adequately represent flood

rainfall in both the current and future climate under similar future synoptic conditions.

However, the WRF-CONUS simulations cannot explore all aspects of a future climate. Due to

their high-resolution and the computational constraint this poses, uncertainty from a generation of

multi-member ensembles cannot be assessed, unlike some GCMs (K. L. Rasmussen et al., 2017).

Such a limitation was mitigated in part by taking the mean of a 19-member ensemble from the

CMIP5 simulations used to force the PGW simulations, rather than use a single model run as in

(R. Rasmussen et al., 2014, 2011). Additionally, while the use of spectral nudging in the WRF-

CONUS simulations is beneficial for reproducing specific weather events, it does not allow for

substantial future changes in large-scale synoptic dynamics. This large-scale dynamical change

is more uncertain than the thermodynamic change in a future climate, which is why the WRF-

CONUS simulations do not attempt to simulate this (Liu et al., 2017). Instead, the primary focus

and utility of the WRF-CONUS simulations is to understand how today’s weather would change in

a warmer, moister future environment. Therefore, these simulations are well suited to understand

how historical flash flood-producing storms will change in a warmer, moister climate in the MRB.

6.2.2 Flash flood cases

Historical flash flood-producing storms in the MRB are identified based on the Chapter 2 cli-

matology of flood-producing storms over the CONUS from 2002–2013. This climatology merges

National Center for Environmental Information (NCEI) storm reports with flooded stream gauges

(Shen et al., 2017) and Stage-IV precipitation data (Lin & Mitchell, 2005) to analyze the rain-

fall characteristics associated with flood-producing storms that had a notable hydrologic response.

Stage-IV precipitation is analyzed over a ±5◦ latitude/longitude domain from the flood centroid

over the whole duration of the flood (plus a buffer of several hours). To isolate the likely flood-

contributing rainfall, only the largest contiguous object with rainfall accumulations that met or

exceeded the 75th percentile is utilized for each flood.
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Using the above methodology, Chapter 2 identified 3436 flash flood-producing storms (includ-

ing the hybrid category of floods) over the CONUS. Any flash flood report that occurred in states

directly along the Mississippi River–Minnesota, Wisconsin, Iowa, Illinois, Missouri, Kentucky,

Tennessee, Arkansas, Mississippi, and Louisiana–are utilized in the current study. However, flash

flood rainfall associated with the flood reports sometimes extends into bordering states, which are

also included in the analysis. Not including the entire MRB in the present study is due to the

different character of flood-producing storms, especially in the western part of the basin (i.e., the

Missouri River Basin), in which floods generated by rain-on-snow/snowmelt comprise a large por-

tion of floods (Chapter 2). Based on these criteria, 1182 flash flood-producing storms in the MRB

are identified (Figure 6.1). These flash floods are well distributed in the MRB, occurring both in the

northern and southern portion of the basin. They mainly occur in the warm-season from April–July

(Figure 6.2), consistent with previous work, and are thus likely associated with convective storms,

like MCSs (Maddox et al., 1979; Schumacher & Johnson, 2006).

To ensure that only cases well-represented in the WRF-CONUS simulations are utilized, flash

floods in which the rainfall difference between Stage-IV and CTRL exceeded 30% are excluded.

This results in 484 flash flood-producing storms in the MRB in which CTRL and PGW rainfall

differences are examined. Prior work in Chapter 4 included many of these flash flood cases in a

study of flash flood-producing storms over the entire CONUS and showed that the SSIM of rainfall

between Stage-IV and CTRL and CTRL and PGW was high. Therefore, using the same time

and location of flood rainfall as the observations results in well-represented flash flood-producing

storms in the MRB in both the CTRL and PGW simulations. However, while the flash flood-

producing storm rainfall compares well between CTRL and PGW simulations and it is likely this

rainfall will result in a flood in the future, it cannot be said with certainty, as future changes in land-

use, soil moisture content, and streamflow were not examined and could influence the occurrence

of a flash flood in the future. Such a caveat is important to consider and could only be specifically

addressed by coupling the simulations with a more detailed hydrologic model, which will occur in

future work.
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Figure 6.1: Location of 484 flash flood-producing storms (white circles) in the Mississippi River Basin

from 2002–2013 identified by Chapter 2 from a combination of NCEI storm reports, flooded stream gauges

from Shen et al. (2017), and Stage-IV precipitation data. The Mississippi River and its major tributaries are

indicated by the thick black lines, while shading shows elevation.

6.2.3 Identification of tropical cyclone-related floods

A non-negligible source of flooding in the MRB is due to land-falling tropical cyclones (TCs),

especially in the lower MRB near the Gulf of Mexico (Ashley & Ashley, 2008b; Schumacher &

Johnson, 2006). Therefore, among the 484 flash floods included in this study, all are examined

to see if a TC contributed to the flood. Note that the Chapter 2 climatology from which the flash

floods in this study are based excludes coastal flood reports due to the non-meteorological factors

that could contribute to those flood types (i.e., high-tide, on-shore wind, etc.). The Chapter 2

dataset also excludes tropical cyclone reports, since those were not directly associated with floods

and could be impactful due to high wind and not purely heavy rainfall and flooding. Thus, the TC

influence is only considered in respect to flash floods.
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Figure 6.2: The seasonality of flash flood-producing storms shown in Figure 6.1.

The Extended Best Track dataset, which contains 6 hourly data of Atlantic TC pressure, winds,

and location coordinates (Demuth et al., 2006), is utilized to identify floods with a TC influence.

Specifically, any flood in which the 34 kt wind radii of a TC overlaps with the flood domain (±

5◦ latitude/longitude) and occurs within 24 h of the TC entering the flood domain is classified as

having a TC influence. An example of this identification is shown in Figure 6.3, which shows

Hurricane Katrina’s 34 kt wind radii squarely in the flood domain of a particular flash flood. Using

these criteria, 25 MRB flash floods are associated with 11 unique TCs–Isidore (2002), Bill (2003),

Ivan (2004), Katrina (2005), Rita (2005), Humberto (2007), Gustav (2008), Ike (2008), Lee (2011),

Isaac (2012), and Andrea (2013). However, after a manual inspection of the overlap between the

34 kt wind radii and the flood domain, three TCs (Ike, Lee, and Andrea) are removed, due to barely

being located in the flood domain. This leaves 19 MRB flash floods associated with 8 unique TCs

(Table 6.1), with a majority of the flash floods associated with Hurricane Gustav (2008), followed

by Isidore (2003), and Bill (2003).

To ensure that the TCs were well-represented in the WRF-CONUS simulations, the 8 TCs in

Table 6.1 are compared to observations and between CTRL and PGW simulations. The TC track

and the minimum pressure from the Best Track dataset is plotted over the CTRL surface pressure

and reflectivity to ensure that CTRL simulations produced a TC-looking structure at the right
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Figure 6.3: Example of the methodology used to classify a flash flood-producing storm as having a tropical

storm influence. In this case, the domain of a flash flood-producing storm is outlined by the red box, while

the 34-kt wind radii (storm center) of Hurricane Katrina (2005) are shown by the turquoise ellipses (black

dots). Any flash flood-producing storm, such as this example, where the 34-kt wind radii intersects the flood

domain <24 h prior to the flood was classified as having a tropical influence.

location and intensity. The CTRL reflectivity and pressure is then compared to that in the PGW

simulations for each TC to ensure the TCs are captured in the future simulations. Most of the 8 TCs

are well captured in the CTRL and PGW simulations, except for Bill (2003), Katrina (2005), and

Humberto (2007), which were questionable (Table 1). However, when comparing the CTRL and

PGW rainfall in the flash floods associated with these 3 TCs, they are similar enough to include

in the analysis. These results are consistent with Gutmann et al. (2018) who used to the WRF-

CONUS simulations to specifically study future changes to 22 land falling TCs. They included all

TCs in Table 6.1 except for Bill, Katrina, and Humberto, based on not being well represented in

the simulations. However, the criteria in Gutmann et al. (2018) were stricter since they specifically

focused on changes to TCs, whereas the present study allows some leeway in the representation of

TCs since the main focus is on flooding. In general, these 8 TCs are adequately represented in the
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Table 6.1: Names and years of hurricanes that were associated with flash flood events in the Mississippi

River Basin from the Chapter 2 climatology. The number of unique flood events associated with the hur-

ricane is shown, as well as an indication if the CTRL simulations of the hurricane compared well to both

observations from the Extended Best Track dataset and PGW simulations.

Hurricane name Year # of flood episodes Well -simulated?

Isidore 2002 3 yes

Bill 2003 3 no

Ivan 2004 1 yes

Katrina 2005 1 yes

Rita 2005 1 yes

Humberto 2007 1 ok

Gustav 2008 7 yes

Isaac 2012 2 yes

WRF-CONUS simulations, especially in regard to the flash flood rainfall associated with the TCs,

which is the main interest of the study.

6.2.4 Categorization of flash flood convective strength

To further understand changes in flash flood-producing storms in the MRB in a future climate,

storms were categorized by convective strength. This was motivated by the “ingredients-based

approach” of forecasting flash floods by (Doswell et al., 1996). Recall, that among other factors

being equal, stronger vertical velocity results in heavier rainfall (Eqn.6.1-6.2). This led to the

hypothesis that flash flood-producing storms in the MRB, which are largely convective in nature

(Figure 6.2), will produce different rainfall amounts in a future climate based on their convective

strength. In this case, convective strength is defined by the average vertical velocity (w̄) over a flash

flood-producing storm’s lifetime and heavy rainfall area (see Section 6.2.2) in CTRL simulations.

Vertical velocity was averaged over the entire storm’s lifetime, like R̄ in 6.1, in order to quantify

the overall convective strength of the storm. This provides just one metric for categorizing the

convective strength of flash flood-producing storms, and thus one aspect of quantifying the role of

storm dynamics in modulating future changes in rainfall. However, it is recognized that there are
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other dynamical metrics that are related to convective strength and precipitation potential, such as

low-level vertical wind shear (Nielsen & Schumacher, 2018).

After calculating w̄ in the 484 flash flood-producing storms in the MRB , three different w̄

categories are created based on percentiles of the w̄ distribution in the CTRL simulations. The

weak w̄ flash floods include 125 flash floods below the 25th percentile (0.03 m s−1) of w̄ (Fig.

4), moderate includes 224 flash floods between the 25th–75th percentile (0.03–0.06 m s−1), and

strong w̄ flash floods are the 135 floods with w̄ over the 75th percentile (0.06 m s−1). Note that the

relatively low values of w̄ are due to spatial and temporal averaging.

Weak flash flood-producing storms have a summertime maximum, smaller updraft and down-

draft areas, a smaller area of heavy rainfall, and higher maximum instantaneous rain rates in both

the CTRL and PGW simulations. These general characteristics imply that weakly vertically forced

flash flood-producing storms are likely isolated summertime convective systems, though a full

radar analysis would be needed to confirm this result. Strong flash flood-producing storms display

a springtime maximum, larger updraft and downdraft areas, a larger area of heavy rainfall, and

lower maximum instantaneous rain rates in the CTRL and PGW simulations compared to weak and

moderate storms, though moderate storm characteristics are more similar to strong storms. Addi-

tionally, moderate storms include 10 out of 19 floods associated with TCs, while 8 out of 19 strong

flash floods are associated with TCs. In general, these storm characteristics suggest that moder-

ately and strongly vertically forced flash flood-producing storms are due to larger, more organized

convection. While a more detailed analysis of the relationship between future changes in vertical

velocity and rainfall in storms is needed, examining the broad changes within the heavy rainfall

region of flash flood-producing storms provides a foundation for understanding these changes.

Using these categories of flash flood-producing storm intensity, future changes in rainfall are

addressed to understand how different storm dynamics might change in a future climate and how

this plays a role in modulating future changes in rainfall, which has not been examined before.

Such an examination is motivated by future increases in rainfall exceeding the theoretical Clausius-

Clapeyron rate of increase of 7% K−1 (Trenberth et al., 2003), which (Trenberth, 1999) hypoth-
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Figure 6.4: Distribution of the spatially and temporally averaged vertical velocity (w) within the heavy

rainfall region of flash flood-producing storms in the Mississippi River Basin. Weakly forced flash flood

producing storms have their average w < 0.03 m s−1, moderately forced >0.03 m s−1 and <0.06 m s−1, and

strongly forced storms >0.06 m s−1.

esized could be possible in intense convective storms with additional latent heat release. An ob-

served increase in hourly maximum rainrates above the Clausius-Clapeyron rate of increase in

some flash flood-producing storms over the CONUS in a future warmer climate is seen in Chap-

ter 4. The reason for this increase and dependence on convective strength thus warrants further

investigation.

6.3 Results

6.3.1 Future changes in all flash flood-producing storms

In a future climate, the location of rainfall associated with flash flood-producing storms in the

MRB does not change noticeably (Figure 6.5). The flash flood rainfall is slightly more concentrated

in Missouri and Arkansas in the PGW simulations, but over most of the basin, there is no obvious

change. Such a result is likely due the similar synoptic conditions in the PGW simulations, which

results in similar flash flood-producing storms in the future in terms of duration, location, and
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rainfall structure as mentioned in Section 6.2.2. However, changes in rainfall characteristics do

occur in the MRB flash flood-producing storms in a future climate, due to the warmer and moister

environment.

Figure 6.5: Distribution of the occurrence of flash flood-producing storm precipitation in the a) CTRL

simulations and b) the PGW simulations.

The amount of rainfall per storm increases over most of the MRB, especially in the lower part of

the basin near the Gulf of Mexico. Here, flash flood rainfall increases up to 50 mm per storm in the

PGW simulations (Figure 6.6). This result is consistent with large increases in future precipitable

water amounts in the Gulf of Mexico (K. L. Rasmussen et al., 2017). As will be shown later, some

of this increased rainfall in the lower MRB is attributable to TCs. Elsewhere, flash flood rainfall

increases exceed 20 mm per storm, though areas of slight decrease are observed. Some of these

decreases are due to less rainfall from flash floods in a future climate, while another contribution is

due to slight shifts in the heavy rainfall area associated with flash floods in the PGW simulations.
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Overall, the dominant signal is increased flash flood rainfall, which increases by 16.6% (5.7% K−1

of warming) in the future (Table 6.2).

Figure 6.6: Rainfall per flash flood-producing storm (mm storm−1) in the a) CTRL simulations, b) PGW

simulations, and c) PGW-CTRL difference, where blue (red) indicates a future increase (decrease) in mm

storm−1.

Consistent with future increased flash flood rainfall is an increase in flash flood runoff, which

increases by 31.8% in the PGW simulations (Table 6.2). These increases generally follow the

spatial patterns of increased future flash flood rainfall, with the greatest future increase in the lower

MRB where future runoff increases up to 40 mm per storm (Figure 6.7). Similarly, the locations

of future decreased flash flood rainfall, such as western Wisconsin and central Minnesota, also

exhibit decreased flash flood runoff. The average increase in future runoff exceeding the average

increase in future rainfall in flash flood-producing storms implies more efficient runoff generation,

as found in Chapter 4, which could be due to more intense rainfall rates that promote more runoff

via the precipitation excess mechanism. Other factors, such as changes in evaporation and soil

moisture could influence this result as well, but a detailed hydrologic model would be needed to
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Table 6.2: Mean values of rainfall characteristics for all 484 flash flood-producing storms in the Mississippi

River basin for CTRL and PGW simulations, the future difference (PGW-CTRL), future percent difference

(% change), and future percent difference per degree of warming (% change K−1). Also shown is the %

change K−1for storms with the highest and lowest area-average rainfall accumulation (top 25% and lowest

25%, respectively; last two columns).

CTRL PGW PGW-CTRL
%

change

% change

K−1

% change K−1

(top 25%)

% change K−1

(lower 25%)

Area

averaged

rainfall (mm)

34.1 40.2 6.1 16.6 5.7 6 1.4

Average rain

rate (mm/h)
2.4 2.9 0.4 16.3 5.6 6 1.2

Max rain rate

(mm/h)
72 86.7 14.7 26.9 8 9.6 6.3

Duration (h) 17.8 17.8 0 0 0 0 0

Area (km2) 1.5*105 1.4*105 -9753 -4 0.22 -0.1 0.6

Runoff (mm) 1.7 2.2 0.5 31.8 ––– ––– –––

investigate such changes. Generally, an increase in both flash flood-producing storm rainfall and

runoff suggest more intense flood-producing storms and hydrologic response in a future climate

over most of the MRB.

When separating out the flash flood rainfall contributed by TCs, most of the rainfall occurs in

the lower MRB (Figure 6.8). The occurrence of the flash flood rainfall from TCs is similar in the

CTRL and PGW simulations, except for slight shifts. This is particularly noticeable in the western

shift of flash flood rainfall over Arkansas, which is due to the shift of Hurricane Gustav in the

PGW simulations–the dominant TC signal associated with seven different flash floods (Table 6.1).

This shift in Hurricane Gustav in the PGW simulations is also evident in the future change in

mm storm−1, with a dipole of increasing (decreasing) rainfall over western (eastern) Arkansas

(Figure 6.9). However, the change in rainfall due to Gustav in the PGW simulations is not just a

pure shift, as there is a 27.6% increase in flash flood rainfall associated with Gustav in the future

(not shown), consistent with Gutmann et al.’s (2018) findings that that Gustav’s rain rate increased

by 21 mm h−1 in the future. An increase in future flash flood rainfall is also observed in all other
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Figure 6.7: As in Figure 6.6, but for runoff per storm.

TCs, with area average rainfall increasing in the PGW simulations from 2.2%–36.8%. Thus, while

Hurricane Gustav exhibits a large signal of both increased rainfall and shift in rainfall in the future

in the MRB, even after removing Gustav, area-average rainfall in TCs still increases by 17.8% on

average, suggesting this is a robust future change.

While this TC signal is evident in the signal of change for all flash floods in the MRB (Fig-

ure 6.6), particularly the rainfall produced by Gustav in Arkansas, the TC signal is dampened when

averaged with all flash floods in the MRB. This suggests that other types of storms in the MRB

dominate the contribution to flash flood rainfall, likely due to warm-season convection as suggested

in Figure 6.2. Such a result is evident when comparing changes in future maximum hourly rain

rates, which increase at a higher rate of 26.9% (8.0% K−1 ) in all flash flood-producing storms

in the MRB (Table 6.2) compared to the 18.9% (7.2 % K−1) increase in flash floods associated

with TCs (Table 6.3). Maximum hourly rain rates increase at an even higher rate of 9.6% K−1 in

the flash flood-producing storms with higher area-average rainfall (i.e., second to last column in

Table 6.2). However, flash floods associated with TCs exhibit a greater future increase in area-
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Figure 6.8: As in Figure 6.5, but only for flash flood-producing storms with a tropical storm influence.

Figure 6.9: As in Figure 6.6, but only for flash flood-producing storms with a tropical storm influence.
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average rainfall of 27.4% (8.5% K−1) compared to all flash flood-producing storms in the MRB

that increase by 16.6% (5.7% K−1) . The different rate of change in rainfall characteristics be-

tween TC-related flash floods and all flash flood-producing storms in the MRB suggest that while

the increase in TC-related flash flood area-average rainfall is larger and perhaps more robust in the

future, changes in other flash flood-producing storms still dominant the spatial changes in flash

flood rainfall (Figure 6.6) and intensify at greater rates than TC-related flash floods. This result

suggests that different types of flash flood-producing storms, and likely, their intensity, play a role

in influencing future changes in rainfall characteristics, as will be explored further in Section 6.3.2.

Table 6.3: As in Table 6.2, but only for flash flood-producing storms associated with the hurricanes listed

in Table 6.1 (n=19).

CTRL PGW PGW-CTRL % change % change K−1

Area

averaged

rainfall (mm)

78 99.4 21.4 27.4 8.5

Average rain

rate (mm/h)
4.2 5.3 1.1 26.1 8.5

Max rain rate

(mm/h)
114.3 135.9 21.6 18.9 7.2

Duration (h) 20.4 20.4 0 0 0

Area (km2) 1.8*105 1.8*105 -1116 -0.6 0.75

Changes in flash flood rainfall area and duration were also examined, both of which showed

little future change (Table 6.2). Flash flood rainfall area showed a 4% future decrease, with flash

floods with the most (top 25%) area-averaged rainfall displaying a 0.1% future decrease and those

with the least rainfall showing a 0.6% increase. Similarly, TC-related flash flood area only slightly

decreased by 0.6% in the future, consistent with the findings from Gutmann et al. (2018) that

future TC area showed little future change. The lack of duration change among all MRB flash

flood-producing storms is partially due to the methodology, which examines floods over the same

dates in the CTRL and PGW simulations. This a potential limitation of this study, but as previously
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demonstrated, a lack of change in flash flood duration could also be due to the ability of the PGW

simulations to reproduce a similar flash flood in the future.

6.3.2 Future changes in flash flood-producing storms by convective strength

Changes between CTRL and PGW simulations among the different w̄ categories of flash flood-

producing storms show that the mean w̄ decreases in all categories in the future (Figure 6.10).

Values of w̄ are lowest in the CTRL and PGW simulations in the weak storms and also exhibit the

greatest percent future decrease of -33% (Table 6.4). Conversely, strong storms display the highest

w̄ in both CTRL and PGW simulations with the least future decrease of -2.4% (Table 6.4), despite

showing a larger range in future w̄ values. This large variability could be due to using the CTRL w̄

to define the vertical velocity category and comparing how storms in the CTRL-defined category

change in the PGW simulations. Moderate storms have moderate w̄ values and a future decrease

between weak and strong storms. Thus, the greatest (least) future decrease in w̄ is in weak (strong)

flash flood-producing storms.

Figure 6.10: Boxplots of average vertical velocity (w) in weak (blue), moderate (purple), and strong (red)

flash flood-producing storms. Boxes with lighter (darker) shades indicate storms in the CTRL (PGW) sim-

ulations.
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Table 6.4: Percent future change (PGW–CTRL/CTRL*100) in storm characteristics among three different

categories of average (temporal and spatial) vertical velocity (w) in flash flood-producing storms in the Mis-

sissippi River basin. Weak storms have average vertical velocities <0.03 ms−1, 0.03 ms−1<moderate<0.06

ms−1 and strong >0.06 ms−1. Values in parentheses show the future % change per degree of warming and

bold numbers indicate the maximum value for each variable.

Weak w % (% K−1) Moderate w % (% K−1) Strong w % (% K−1)

Area average

rain
13 (3.9) 17.5 (4.5) 18.4 (5.8)

Volumetric rain 8.2 (3.9) 12.2 (3.8) 7.1 (2.6)

Max rain rate 22.5 (6.5) 25 (6.5) 29.1 (8.6)

Area -6 (-1.3) -2.8 (-0.7) -4.9 (-1.2)

Average w -33 (-6.2) -11.4 (-2.8) -2.4 (0.03)

Table 6.5: As in Table 6.4, except for changes in updraft and downdraft characteristics.

Weak w % (% K−1) Moderate w % (% K−1) Strong w % (% K−1)

Maximum updraft (m s−1) 17.9 (3.3) 27.1 (7.4) 19.9 (6.5)

Average updraft (m s−1) 1.9 (0.6) 3.9 (1.0) 5.5 (1.3)

Average downdraft (m s−1) 3.7 (0.9) 4.0 (1.0) 4.5 (1.5)

Updraft area (km2) -1.1 (0.6) -1.1 (1.0) 3.6 (1.3)

Downdraft area (km2) 0.2 (0.9) 0.2 (1.0) 0.3 (1.4)

To explain future changes in the average w̄ updraft (> 1 m s−1) and downdraft (< -1 m s−1)

characteristics are examined (Table 6.5). In a warmer climate, the maximum instantaneous updrafts

increase in all categories of w̄ (Figure 6.11). In strong storms, maximum updrafts are the strongest

in both the CTRL and PGW simulations at 25.5 m s−1 and 29.8 m s−1, respectively. However,

moderate storms exhibit the largest future increase of 27.1% in maximum updrafts in the future.

The increase in maximum updrafts in these flash flood-producing storms is consistent with the

projected increase in future CAPE in convective storms (Hoogewind et al., 2017; Prein et al.,

2017c; K. L. Rasmussen et al., 2017), since CAPE is proportional to the theoretical maximum

updraft velocity. Results from Prein et al. (2017c) support these results, finding that MCSs exhibit

stronger maximum updrafts above 2 km in a future climate over the CONUS.
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Figure 6.11: As in Figure 6.10, but for maximum instantaneous vertical velocity.

Changes in updrafts and downdrafts averaged over the duration of each flood-producing storm

and the heavy rainfall region (the largest contiguous region with rainfall accumulations > 75th per-

centile) confirm that flash flood-producing storms could intensify in the future in the MRB (Fig-

ure 6.12). However, this intensification depends on the category of flash flood-producing storm.

Average updraft magnitudes only increase by 1.9% in the future in weak flash flood-producing

storms, while they increase by 5.5% in strong flash flood-producing storms (Table 6.5). It is possi-

ble that the larger increase in updraft magnitude in strong flash flood-producing storms is related to

an increase in updraft area in the future, which increases by 3.6%, yet decreases by -1.1% in both

weak and moderate flash flood-producing storms (Table 6.5). Both Prein et al. (2017c) and Trapp

et al. (2019) similarly found an increase in future updraft area in MCSs and hail-producing storms,

respectively, while Grabowski and Prein (2019) showed stronger updrafts in the future compared

to the current climate. While the results from the present study are consistent with previous studies,

changes in future updrafts within range of vertically forced flash flood-producing storms has not

been documented.

Supporting the future increase in updraft magnitudes in flash flood-producing storms in the

MRB are stronger downdrafts within these storms as well (Figure 6.12). Interestingly, weak, mod-
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Figure 6.12: As in Figure 6.10, except for spatially and temporally averaged updrafts (defined as w > 1 m

s−1, above the dashed line) and downdrafts (w < -1 m s−1, below the dashed line).

erate, and strong flash flood-producing storms display similar CTRL and PGW average downdrafts

ranging from -1.33 m s−1 to -1.42 m s−1, though downdraft magnitudes strengthen most in the fu-

ture in strong flash flood-producing storms by 4.5% (Table 6.5). The change in downdraft area does

not seem to play as much of a role in explaining the change in downdraft magnitude, as it increases

only slightly from 0.2 to 0.3% in all categories of flash flood-producing storms (Table 6.5). This

is in contrast to Prein et al. (2017c), who found a broadening of downdrafts among MCSs, though

they support the finding of stronger downdrafts in a future climate. The strengthening of average

downdrafts, average updrafts, and maximum updrafts in flash flood-producing storms, especially

in strong storms, suggests more intense dynamics operating in a future, warmer climate.

Future rainfall characteristics also exhibit changes as a function of storm w̄, with weak storms

exhibiting the least area-average rainfall in the CTRL and PGW simulations (Figure 6.13) along

with the lowest percent future increase of 13% and lowest scaling rate of 3.9% K−1 (Table 6.4).

Strong flash flood-producing storms display the highest CTRL and PGW area-average rainfall and

greatest future increase of 18.4 % (5.8% K−1), likely due to their stronger vertical forcing (Fig-

ure 6.11–Figure 6.12)–an ingredient promoting heavy rainfall (Doswell et al., 1996; Eqn. 6.2).

However, all flash flood-producing storms display an overall increase in future area-average rain-
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Figure 6.13: As in Figure 6.10, but for area-averaged rainfall.

fall, likely due to the more favorable thermodynamic environment in the PGW simulations that

contains more moisture, which is another ingredient necessary to produce more rainfall (Doswell

et al., 1996; Eqn. 6.2).

Figure 6.14: As in Figure 6.10, but for volumetric rainfall.

Changes in volumetric rainfall and area by w̄ category differ from future trends in w̄ and area-

average rainfall. While strong storms have the largest volumetric rain in the CTRL and PGW
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simulations, the greatest future increase of 12.2% occurs in moderate storms (Figure 6.14). Simi-

lar scaling rates in volumetric rainfall are observed in weak and moderate storms of 3.9% K−1 and

3.8% K−1, respectively, which is higher than the 2.6% K−1 increase in strong storms. The future

changes in volumetric rainfall are likely due to changes in area, since volumetric rainfall, by defi-

nition, is the amount of total rainfall multiplied by area divided by the storm duration. Therefore,

since area shows the least future decrease in moderate storms of -2.8%, this is likely the reason

for greater increase in volumetric rainfall compared to weak and strong storms (Table 6.4). This is

despite similar storm area in moderate and strong storms (not shown).

Figure 6.15: PDF of the future (PGW-CTRL) change in a) average vertical velocity (w; m s−1) and b)

area-average rainfall (%) in weak (blue), moderate (purple), and strong (red) flash flood-producing storms.

The dashed line at zero distinguishes a future increase/decrease in (w) and rain, with anything to the right

of the zero line indicating a future increase. Colored dashed lines indicate the median of the distribution.

The future changes in w̄ and rainfall among the different w̄ categories of flash flood-producing

storms are summarized in Figure 6.15. The future change in w̄ (m s−1) and area-average rainfall
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(%) is shown in terms of PDFs for each w category, where positive values indicate a future increase

in w̄ or rainfall. The weak storms display a narrow PDF of w̄ with a negative skew, and a median

value (dashed line) below zero. This indicates that although the weak flash flood-producing storms

do not experience much absolute change in future w̄, the median shows a future decrease of 0.005

m s−1. As shown in Figure 6.11–Figure 6.12 and Table 6.5 this is likely due to a greater future

increase downdraft magnitude compared to updraft magnitude, and a decrease in updraft area.

Strong storms, on the other hand, display a broad PDF, indicating both large changes in future

w̄ ranging from ± 0.1 m s−1, with a median decrease of 0.002 m s−1. However, most of the

distribution is centered around zero, likely due to stronger future downdrafts being balanced by

stronger future updrafts. Moderate storms exhibit a PDF between values of the weak and strong

storms, with a median decrease of 0.005 m s−1. These distributions in future w̄ indicate that

weak storms mostly experience a decrease in future w̄, while strong storms experience little to

a slight decrease in future w̄. These overall changes in future vertical velocity are likely related

to future increases in CAPE and CIN that suppress weak convection and promote more frequent

strong convection in a future climate over the CONUS (Hoogewind et al., 2017; Prein et al., 2017c;

K. L. Rasmussen et al., 2017) and globally (Chen et al., 2020).

Future changes in rainfall show an increase among all w̄ categories (Figure 6.15b), similar to

results in Figure 6.13. A noticeable positive skew in future rainfall change is displayed by all

w̄ categories, but strong storms exhibit the largest positive skew and median increase in future

rainfall of 18.4%. Therefore, while future rainfall increases in all flash flood-producing storms

in the MRB, it increases the most in strong flash flood-producing storms that exhibit the greatest

future increase in updraft magnitude, updraft area, and downdraft magnitude that result in the least

future decrease in w̄. These results suggest that in a warmer and moister future climate, strong

convective storms might dynamically intensify more than weak storms, which could lead to a

thermodynamic feedback in which more latent heating occurs to produce more rainfall and higher

rain rates above that predicted by Clausius-Clapeyron theory, as suggested by Trenberth (1999)

and Trenberth et al. (2003). Such a finding has not been documented before within the context of
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varying storm intensities, especially in flood-producing storms, where future changes in dynamics

play a non-nelgible role in modulating future rainfall behavior.

6.4 Conclusions

This study examines changes in 484 flash flood-producing storms in the MRB in a future cli-

mate using high-resolution convection-permitting simulations (Liu et al., 2017) that adequately

reproduce the rainfall structure, timing, and location of historical flash flood events in CTRL and

PGW simulations. While storms in the current climate are associated with flash floods and are

likely associated with flash floods in the future due to increases in rainfall, this cannot be said with

certainty, as future changes in soil moisture, land-use, and streamflow could all influence flood

occurrence in the future. Thus, the focus of the study is on the storms producing the flash floods,

rather than the floods themselves. The flash flood-producing storms in the MRB are mostly due

to warm-season convection, but a small proportion (19/484) storms are associated with TCs. The

change in future rainfall specifically in floods associated with TCs is separated from the rest of the

flash floods, which mainly are confined to the lower MRB.

Flash flood-producing storms in a future climate display a widespread increase in area-average

precipitation and runoff, with an average increase of 17% and 32%, respectively. Some of this

increase is due to the future increase in flash flood rainfall associated with TCs, which increases

at a rate of 27%–higher than the increase in all flash flood-producing storms in the MRB. The

overall increase in flash flood rainfall associated with TCs is consistent with Gutmann et al.

(2018) who showed that among 22 land-falling hurricanes, the main future change is the 24%

projected increase in maximum rain rate. The future increase in flash flood rainfall associated

with TCs is mainly due to contributions from Hurricane Gustav (2008), which is associated with

7 out of 19 flash floods. While future rainfall increased in Hurricane Gustav, the main signal is

a westward shift in rainfall associated with the hurricane, leading to a dipole of future rainfall

increase/decrease over Arkansas. This dipole is evident in the future rainfall change among all

flash flood-producing storms, but the signal is diminished, suggesting that the predominant change
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in flash flood-producing storm rainfall in the MRB comes from other types of flood-producing

storms, like warm-season convection.

Given the convective nature of flash flood-producing storms in the MRB and work by Doswell

et al. (1996) who showed that heavy rainfall depends on vertical velocity, the influence of ver-

tical velocity on changes in future rainfall is examined. This is achieved by categorizing flash

flood-producing storms as “weak”, “moderate”, or “strong” based on percentiles of spatially and

temporally averaged vertical velocity (w̄). While all flash flood-producing storms exhibit increased

future area-average rainfall amounts likely due to a more favorable future thermodynamic environ-

ment, strong flash flood-producing storms (w̄ > 0.06 ms−1) display the greatest future increase,

and weak storms (w̄ < 0.03 ms−1) the least. The strong flash flood-producing storms also exhibit

the least decrease in future w̄, decreasing slightly on average (-2.4%), associated with the greatest

future increase in average updraft magnitude and updraft area to compensate stronger downdrafts.

Weak storms, on the other hand, displayed the largest future decrease in w̄ of -33%, likely due to

a greater future increase in downdrafts compared to updrafts and decrease in updraft area. These

results qualitatively suggest that changes in storm dynamics (w̄) might modulate future changes

in rainfall amounts in convective storms in the MRB. However, more future work is necessary to

explore these results, in order to more fully understand changes in storm dynamics and thermody-

namics (i.e., changes in CAPE, CIN, vertical wind shear, etc.).

Overall, results suggest that flash flood-producing storms might be more intense in a future,

warmer climate over the MRB–a flash flood hotspot in the CONUS (Saharia et al., 2017a). The in-

creases in rainfall are due to TCs and warm-season convection, as well synoptically-driven systems

like fronts, which were not specifically investigated in this study but are a source of heavy rainfall

in the cool-season in this region (Kunkel et al., 2012). Stronger flash flood-producing storms in

the MRB display a greater future increase in rainfall in this region and exhibit stronger updrafts

and downdraft magnitudes in the future. Stronger storm dynamics in more intense convective

storms associated with a greater increase in future rainfall amounts suggests a feedback between

future changes in storm dynamics and thermodynamics. Such a relationship was hypothesized by
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Trenberth (1999) and Trenberth et al. (2003) and could explain future changes in rainfall and rain

rates that exceed that predicted by Clausius-Clapeyron theory, particularly in stronger convective

storms. This link between future changes in storm dynamics and its relationship to rainfall changes

has not been previously examined within the context of flash flood-producing storms of varying

storm intensities. However, this contributes to an important understanding of the range in behav-

ior a warmer, moister climate can have on future convective storm behavior within the context of

destructive flood-producing storms. Such insight could improve the prediction and preparation of

these climate change impacts to create more resilient communities.
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Chapter 7

Conclusions

The objective of this dissertation is to understand precipitation and runoff characteristics within

flood-producing storms in a current and future climate in the CONUS. This research fills the ex-

isting knowledge gap between projected future changes in fluvial floods worldwide (Hirabayashi

et al., 2013) and changes in regional precipitation extremes (Ban et al., 2015; Kendon et al., 2014;

Prein et al., 2017a) to test the claim that more intense future rainfall will lead to more intense future

floods. An integrated hydrometeorological perspective is utilized to understand the characteristics

of different types of flood-producing storms in the current climate over the CONUS and analyze

how they might change in a future, warmer climate using high-resolution convection-permitting

climate simulations from Liu et al. (2017). This research is the first of its kind to examine these

hydrometeorological changes in hundreds of historical flood-producing storms over the CONUS

in a future climate, thus providing a more comprehensive picture of possible future changes. Work

from this dissertation shows that flood-producing storms display a wide range of precipitation char-

acteristics in the current climate due to the variety of storm types causing these systems (Chapter

2). Despite these different characteristics, however, most flood-producing storms produce more

simulated rainfall and runoff in a future, warmer climate in the CONUS (Chapter 4), particularly

in flood hotspots in the Mississippi River Basin (Chapter 5) and California (Chapter 6). Specific

findings from this dissertation are summarized here:

1. Flash flood-producing storms tend to occur in the warm-season in the Mississippi River

Basin, with short duration and high-intensity rainfall.

2. Slow-rise flood-producing storms preferentially occur in the cool-season in the Ohio River

Valley and Pacific Northwest, with long-duration and low-intensity rainfall.
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3. Hybrid flood-producing storms, which have characteristics of both flash and slow-rise flood-

producing storms, occur in the spring and summer concentrated in the central CONUS and

Northeast, with moderate duration and intensity rainfall.

4. Sub-basin scale flood rainfall-streamflow correlations are spatially variable but tend to be

strong and positive in areas of topographic relief and urban centers. The presence of dams

muddles this relationship.

5. The average future change in the most intense 584 flash flood-producing storms from

2002–2013 over the CONUS show a 21% increase in precipitation and 50% increase in

runoff.

(a) The greater future increase in runoff shows that runoff efficiency increases in flash

flood-producing storms.

(b) It is hypothesized that the large increase in future runoff is related to the increase in

maximum hourly rain rates that is consistent with Clausius-Clapeyron theory.

6. In 45 cool-season flood-producing storms associated with atmospheric rivers in California,

future precipitation increases by 21–26% and SWE decreases by 32–90% (except at the

highest elevations in the Sierra Nevada Mountains).

(a) Changes in precipitation and SWE lead to a future increase in runoff of 15–34%.

(b) The integrated water vapor transport associated with these storms increases from 250

kg m−1 s−1 to 350 kg m−1 s−1 in the future, suggesting more intense atmospheric river

conditions that specifically lead to flooding.

7. In 484 flash flood-producing storms in the Mississippi River Basin, rainfall increases by 17%

and runoff increases by 32%, on average, in a future, warmer climate.

(a) Some of the increase in rainfall is due to tropical cyclone-related flooding, but this

is not the dominant signal, suggesting that other types of storms (like warm-season

convection), are largely responsible for this change.
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(b) Storms with the strongest average vertical velocity in the current climate exhibit the

greatest (least) future increase in rainfall (vertical velocity), despite nearly all storms

exhibiting greater future rainfall.

This research advances the understanding of the hydrologic cycle in a future climate us-

ing convection-permitting simulations that capture the detailed characteristics of flood-producing

storms, but more research is necessary to further improve this understanding. More hydrologic

analysis is needed in addition to examining changes in runoff, in order to quantify the full scope

of impacts from flood-producing storms. The dynamic and thermodynamic processes operating in

individual flood-producing storms is also an avenue for future research, in order to better quantify

how these processes might change and alter rainfall-production in a future climate. Specifically,

the role of storm dynamics in modulating future rainfall is an important, unanswered question that

will be explored using high-resolution WRF simulations. Results from flood-producing storms in

the Mississippi River Basin and Trenberth (1999) suggests that this could provide critical insights

for understanding storm behavior in a future climate.

Overall, this dissertation presents a more comprehensive picture of how the hydrologic cy-

cle could change in a future warmer climate by identifying and analyzing hydrometeorological

changes to flood-producing storms. While changes to mean (Allen & Ingram, 2002; Held & So-

den, 2006) and extreme precipitation (Ban et al., 2015; Dai et al., 2017; Kendon et al., 2014;

Prein et al., 2017a) have been extensively documented using GCMs and more recently, regional

convection-permitting simulations, this work is novel by examining precipitation changes coupled

with runoff changes in storms that specifically produce floods. Though previous work has exam-

ined flood-producing storms in a future climate using the PGW approach, this has been conducted

from a case-study perspective (Lackmann, 2013; Mahoney et al., 2018), so this dissertation ex-

pands upon prior work to analyze future changes in hundreds of flood-producing storms over the

CONUS. Such an analysis provides a more robust indication of the possible changes in a variety

of flood-producing storms in a future, warmer climate. Results suggest that these flood-producing

storms could intensify in the future, producing more precipitation that is more intense, resulting
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in increased runoff. These results have major implications for water managers and policy-makers

and should be considered when planning for the impacts of climate change in the CONUS in order

to create more resilient communities.
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