
Dissertation

On automorphism groups of p-groups

Submitted by

Joshua Maglione

Department of Mathematics

In partial fulfillment of the requirements

For the Degree of Doctor of Philosophy

Colorado State University

Fort Collins, Colorado

Summer 2017

Doctoral Committee:

Advisor: James B. Wilson

Alexander Hulpke
Tim Penttila
Kate Ross



Copyright by Joshua Maglione 2017

All Rights Reserved



Abstract

On automorphism groups of p-groups

We provide the necessary framework to use filters in computational settings, in particular

for finitely generated nilpotent groups. The main motivation for this is to construct automor-

phisms of the group from derivations and Lie automorphisms of an associated Lie algebra.

The main application of our work is a parallelizable algorithm to compute Aut(G), for finite

p-groups G of exponent p. This algorithm comes as a consequence of several structure theo-

rems on filters; one, which allows for parallelism, is a theorem about general decompositions

of groups (e.g. central decompositions) and their automorphisms.
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Chapter 1

INTRODUCTION

The study of symmetries arises throughout the sciences to capture structure, compress

information, and extrapolate patterns. Highly symmetric objects, such as those coming from

systems of equations, are often recorded by small amounts of information making it difficult

to recognize the groups of symmetries. For example a high-dimensional grid of numbers,

known as a tensor, can be altered by an unknown change of coordinates. The resulting grid

seems to give no clear method to retrieve the hidden transformation. Finding that unknown

transformation is known as the tensor equivalence problem, and through a correspondence

of Baer it is also a problem of group isomorphism. The work of Pultr and Herdrlin, c.f.

[22], connects graph isomorphism to group isomorphism. A recent breakthrough in graph

isomorphism by Babai suggests that improvements to graph isomorphism may have to come

from improvements to group isomorphism [1].

The isomorphism problem for groups is closely tied with the automorphism problem

which requires an efficient construction of the automorphism group: the group of isomor-

phisms from the group to itself. There are classes of groups for which we have highly

efficient algorithms [2, 3, 8, 19] and even complete classifications [15, 12, 24, 27]. Unfor-

tunately, the complexity of current algorithms for computing automorphism groups from

arbitrary groups is not much better than naively testing all functions from one generating

set to another. In particular, nilpotent groups are the largest thorn. This is not an insult

to current algorithms—they are quite powerful and are the culmination of our best ideas

[11, 13, 26]. This is instead a testament to how little we know about the automorphism

groups of arbitrary nilpotent groups.
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Algorithms to compute automorphism groups of nilpotent groups rely on induction and

characteristic subgroups (i.e. subgroups fixed by every automorphism), see [13, 25] for more

details. The algorithm constructs characteristic subgroups Ni in a series

G = N1 ≥ N2 ≥ · · · ≥ Nc ≥ Nc+1 = 1,

such that each Nk/Nk+1 is a finite vector space. For the base case of the induction, we

have the automorphism group of the vector space N1/N2: GL(d, p). The induction step

then is to construct the automorphism group of the next layer, say N1/Nk+1, by finding

all automorphisms of N1/Nk that lift to automorphisms of N1/Nk+1. Of course even for

modest-sized d and p, |GL(d, p)| ≈ pd
2

becomes intractable to search through.

One way to combat this issue is to find additional characteristic subgroups, which con-

strain the number of possible automorphisms and hence decreases the complexity. However,

the p-groups of class 2 (i.e. where [G,G] ≤ Z(G)), the groups notorious for being the hardest

class to compute automorphism groups, have few known characteristic subgroups. Indeed,

the only classically known characteristic subgroups generally arise as verbal or marginal sub-

groups. Wilson [32] provides new ways to find and construct characteristic subgroups, and

he organizes these subgroups into filters, generalizing Lazard’s N -series [18].

Definition 1.0.1. A filter is a function φ : M → 2G from a commutative pre-ordered

monoid M into the normal subgroups of G satisfying, for all s, t ∈M ,

[φs, φt] ≤ φs+t s � t =⇒ φs ≥ φt.

An important side of filters is their associated M -graded Lie ring L(φ). Because filters are

not limited to the monoid N, this allows filters to be refined, and hence keep the connection
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to Lie theory. At the inception of filters, few examples were known that were not just

standard characteristic series. In [20], we recursively refine filters using the adjoint algebra

associated to the graded product on L(φ). We apply this to the maximal unipotent subgroups

of the classical groups over finite fields of odd charactersitic. If the initial length of the

exponent-p filter is d, then the fully-refined filters have length Θ(d2) In the resulting M -

graded Lie algebra, the homogeneous components are at most 2-dimensional—compared to

the the initial N-graded Lie algebra with homogeneous components of dimension O(d), see

Section 7.1 for an extended example.

The quadratic growth of filters for maximal unipotent subgroups is not restricted just

to these groups. In [21], we construct 2,000 sections (i.e. subgroups of quotients) of these

unipotent subgroups, and we found that most of these filters grew quadratically as well.

With J.B. Wilson, we surveyed 500,000,000 groups of order 210 whose exponent-p series has

exactly two nontrivial subgroups, see [4]. For about 40% of the groups surveyed, we were

able to construct a characteristic composition series, so the associated Lie algebra has only

1-dimensional homogeneous components. In 97% of the groups surveyed, we were able to

come up with at least one characteristic refinement, and in about 80%, the associated Lie

algebra had homogeneous components of dimension no larger than 2.

These surveys were only recently possible because of [21], where we provide an efficient

algorithm to refine filters whose monoids are totally-ordered. In the majority of examples

we encounter, we are finding a wealth of characteristic subgroups due to an analysis of the

graded product on L(φ). New ideas have immerged recently, and building off of work in [8],

Brooksbank, O’Brien, and Wilson apply geometric and combinatorial methods to construct

more characteristic subgroups and constrain the possible automorphisms. All of these new

findings decrease the complexity of the search space in the algorithm of [13], but the other
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side of the filter, the associated Lie algebra L(φ), is not being used. We propose a different

approach to compute the automorphisms of a p-group, which requires a detailed and technical

study of filters.

1.1. Main results

The main goal is to create a new algorithm to construct automorphisms of a finite p-

group. Because the monoid of a filter records only the commutation structure in the group,

we produce algorithms for groups of exponent p. We will say an algorithm is naively parallel1

if an increase in processors has a proportional decrease in the running time. We prove the

following theorem.

Theorem A. If G is a finite p-group of exponent p, then there exists a parallelizable

algorithm that returns Aut(G) and is naively parallelizable in the lenth of a filter.

We accomplish Theorem A by constructing a characteristic filter φ : M → 2G. That is,

every H ∈ im(φ) is a charactersitic subgroup of G, and these always exist. When we are able

to refine the filter, we decrease the runtime both by decreasing the potential automorphisms

that arise and by increasing the number of processors.

The algorithm for Theorem A involves computing the graded derivation algebra of L(φ),

the associated Lie algebra of the filter φ : M → 2G. From a particular Lie ideal of derivations,

we induce bijections of G and either correct them to automorphisms or decide that no such

correction exists. In order for a derivation of L(φ) to induce a bijection of G requires

significant work.

The definition for a filter is not restrictive enough, and, for example, it is possible that

φ : M → 2G is nontrivial but L(φ) = 0. In fact, this can be done for every filter if we change

1Naively parallel is a technical term and not a reflection of the difficulty of the task.
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the monoid, and this is one of the first big hurdles to overcome. To construct L(φ), we define

the boundary filter ∂φ : M → 2G where φs = 〈φs+t | t 6= 0〉. Thus, we set L0(φ) = 0 and for

s 6= 0, Ls(φ) = φs/∂φs. A subgroup H ∈ im(φ) is inert if for all s ∈M , there exists t ∈M−0

such that H = φs = φs+t. If H ∈ im(φ) is inert, then for all s ∈M , where φs = H, ∂φs = φs.

In this case, H makes no contribution to the Lie algebra. If every subgroup in im(φ) is inert,

then L(φ) = 0. Therefore, there is no structure we can abstract from Der(L(φ)). Although

this is an extreme example, it illustrates a problem inert subgroups pose.

The first step, then, to constructing an algorithm for Theorem A requires us to deal with

inert subgroups. In the following theorem, we can always refresh filters so that they contain

no inert subgroups. If the filter is defined in a compatible way with the monoid, then we

can redefine the filter over the given monoid. Otherwise, we refine the filter over Nd.

Theorem B. If φ : M → 2G is a filter of a nilpotent group G, then there exists a filter

φ̂ : M ′ → 2G such that im(φ) ⊆ im
(
φ̂
)

where φ̂ has no inert subgroups.

The construction of such a filter with no inert subgroups is simple to describe, and it

employs a two-step process. The first is similar to the process of generating filters, c.f. [32],

and the second step is a closure operation to force the order-reversing property of filters.

Removing all the inert subgroups of φ implies that L(φ) maps onto ∂φ0 (Theorem 5.0.5),

provided every subgroup of G is finitely generated. Now there are essentially two properties

we need to get automorphisms of G from derivations of L(φ). The first is a bijection between

L(φ) and G. The second is that every basis of L(φ), respecting the graded direct sum

decomposition, induces a generating set G with suitable properties for filters.

A common theme for using groups effectively in computational settings is to have a

structured generating set for the group. Some examples include bases and strong generating
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sets for permutation groups [29, Chapter 4], (special) polycyclic generating sequences for

solvable groups [10][30, Chapter 9], and power-commutator presentations for p-groups [17,

23]. These generating sets are all based on a series in the group, so, influenced by these

generating sets, we define an appropriate generating set in the context of filters.

To do this, we use the lattice structure of im(φ) to get combinatorial properties. However,

the set im(φ) might not be a lattice, so let Lat(φ) denote the intersection and product closure

of im(φ).

Definition 1.1.1. A generating set X ⊆ G is filtered by φ if

(1) for all s ∈M , 〈φs ∩X〉 = φs and

(2) ∩X : Lat(φ)→ Lat(φ)∩X is a lattice isomorphism with inverse 〈·〉 : Lat(φ)∩X →

Lat(φ).

Moreover, X is faithfully filtered by φ if X is filtered by φ and if for each x ∈ X, there

exists a unique s ∈M such that x ∈ φs−∂φs. Essentially, there is exactly one homogeneous

component Ls(φ) such that x ∈ Ls(φ), which is critical to get a bijection between L(φ) and

∂φ0.

Theorem C. If X is faithfully filtered by φ, then there exists a bijection between L(φ)

and ∂φ0 that induces a bijection between the set of bases of L(φ), respecting the graded direct

sum decomposition, and the set of polycyclic generating sequences of ∂φ0 that are filtered by

φ.

To each characteristic filter φ : M → 2G (i.e. every H ∈ im(φ) is characteristic in G), we

associate a new filter ∆φ : M → 2Aut(G) where

∆φs = {α ∈ Aut(G) | ∀t ∈M,∀x ∈ φt, x−1xα ∈ φs+t}.
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This filter is first defined in [31]. When X is faithfully filtered by φ : M → 2G and there

exists U ⊂M such that 〈φu | u ∈ U〉 is a decomposition of φs, then

(1) φs/〈∂φu | u ∈ U〉 ∼=
⊕
u∈U

Lu(φ).

Because of the direct decomposition in (1), this splitting gets transferred to ∆φ. The next

theorem is an important component of the algorithm in Theorem A as it is one of the key

ideas to obtaining a parallelizable algorithm.

Theorem D. Suppose φ : M → 2G is a characteristic filter and X ⊆ G is faithfully

filtered by φ. If there exists U ⊂ M such that for all s ∈ U , 〈φt | t ∈ U〉 6= 〈φt | t ∈ U − s〉,

then

〈∆φu | u ∈ U〉/〈∂∆φu | u ∈ U〉 ∼=
⊕
u∈U

Lu(φ).

1.2. Overview

Section 2 details preliminary definitions and theorems needed for the rest of the paper.

We discuss topics concerning lattices, polycyclic and nilpotent groups, and filters. We also

include examples of fitlers, some of which illustrate justification for future definitions. In

Section 3, we give a brief overview of the algorithms for deciding isomorphism of groups.

We also discuss the current algorithms for filters and provide some evidence that multilinear

algebra techniques and filters find more characteristic subgroups than we previously knew.

In Sections 4 and 5 we define properties necessary for filters to construct an algorithm

for Theorem A. This involves defining when a generating set is filtered by φ : M → 2G and

studying the structure this condition imposes on the filter. For example, the lattice generated

by im(φ) must be a distributive lattice if there exists a generating set that is filtered by φ.

In Section 5, we also tackle the issue of inertia. We give alternate characterizations of inert
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subgroups that get used throughout the paper, and we provide a process to remove inert

subgroups from a given filter. Thus, proving Theorem B.

Even with all the work from Sections 4 and 5, we still cannot construct automorphisms

of G from derivations of L(φ)—let alone bijections of G. In Section 6, we define what it

means for a generating set to be faithfully filtered by φ, and we prove that such a generating

set constrains the structure of φ. For example, if x ∈ X and x ∈ φs − ∂φs, then x ∈ φt

implies that ∂φt ≥ φs. Moreover, the existence of such a generating set, one faithfully filtered

by φ, implies that L(φ) and ∂φ0 are in bijection, provided every subgroup of G is finitely

generated, which proves Theorem C.

In Section 7, we work through two extended examples: the upper unitriangular matrix

group UT (5, K) and a group from [13]. Finally in Section 8, we prove structure theorems

related to the derivation algebra of L(φ). We provide a polynomial-time algorithm to con-

struct a basis of an important subalgebra used to construct automorphisms of G. At the end,

we prove Theorem A by developing a parallelizable algorithm to construct automorphisms

of G from the derivation algebra of L(φ).

The algorithm for Theorem A is based off of a few technical theorems, but the basic idea

of the algorithm is simple. Because we assume G has exponent p, all potential homomor-

phisms α need to satisfy [gα, hα] = [g, h]α. Our algorithm is based on Noetherian induction

and corrects a given bijection α to an automorphism, up to a certain tolerance. We then

iterate the algorithm to either produce a homomorphism, and thus an automorphism, or we

determine no such automorphism exists.

We end with questions that arose from this work in Section 9.
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Chapter 2

PRELIMINARIES

We give a brief overview of definitions and theorems that will be used throughout. First,

we state some assumptions used throughout the paper.

2.1. Notation and assumptions

We use notation from [28] for groups. We let 2X denote the set of subsets of X. Further-

more, N will denote the set of nonnegative integers.

Throughout, G is a group. For x, y ∈ G, set

[x, y] = x−1xy = x−1y−1xy.

For subsets X, Y ⊆ G, set [X, Y ] = 〈[x, y] : x ∈ X, y ∈ Y 〉, and for X1, ..., Xn ⊆ G, set

[X1] = X1 and [X1, ..., Xn] = [[X1, ..., Xn−1], Xn].

A commutative monoid 〈M,+, 0〉 is pre-ordered by a pre-order � if s � t and s′ � t′

imply that s+s′ � t+t′. Throughout, we will use + for the (commutative) monoid operation,

0 for the additive identity in M , and � for the partial order on M . For s, t ∈M , we let s ‖ t

denote the case when s and t are incomparable under �. We assume that 0 is the minimal

element of M . That is, for all s ∈M , 0 � s. Thus, our monoids are conical.

Definition 2.1.1. A commutative monoid M is conical if s + t = 0 implies s = t = 0,

for all s, t ∈M .

Lemma 2.1.2. Suppose M is a commutative, pre-ordered monoid. If 0 is the minimal

element of M , then M is conical.

Proof. Suppose s+ t = 0. Since 0 � s, it follows that t = 0 + t � s+ t = 0. �

9



2.2. Partially-ordered sets and lattices

We draw notation and definitions from [6].

Definition 2.2.1. A partial order � on a set M is reflexive, anti-symmetric, and tran-

sitive.

Given partially-ordered sets (S,≤) and (T,�), a map f : S → T is isotone if for all

x, y ∈ S,

x ≤ y =⇒ f(x) � f(y).

Definition 2.2.2. An order isomorphism f : S → T is a isotone bijection whose inverse

is also isotone.

Lattices play an important role in our study of filters. All of our lattices are sublattices

of either the power set of a pre-ordered monoid or the normal subgroups of a group. Both

of these lattices are well-studied, so we do not state the general definition for a lattice on

an arbitrary partially ordered set. Therefore, ∩ and ∪ are understood to be either set or

subgroup intersection and union (join).

Definition 2.2.3. A partially ordered set L is a lattice if for all X, Y ∈ L both X∩Y ∈ L

and X ∪ Y ∈ L.

Definition 2.2.4. A partially ordered set L is a complete lattice if for all X ⊆ L both⋂
x∈X x ∈ L and

⋃
x∈X x ∈ L.

For lattices L and M , f : L→M is a lattice homomorphism if for all X, Y ∈ L

f(X ∩ Y ) = f(X) ∩ f(Y ) and f(X ∪ Y ) = f(X) ∪ f(Y ).
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Similarly define a complete lattice homomorphism over arbitrary intersections and unions.

Lattices L and M are isomorphic if they are isomorphic as partially-ordered sets.

Theorem 2.2.5 ([6, Theorem 2.9]). Lattices L and M are isomorphic if, and only if,

there exists a bijection f : L→M such that for all X, Y ∈ L,

f(X ∪ Y ) = f(X) ∪ f(Y ).

2.3. Nilpotent groups

For a group G, the lower central series of G is defined recursively with γ1 = G and

γi+1 = [γi, G]. This yields a descending series of normal subgroups

G = γ1 ≥ γ2 ≥ · · · .

Definition 2.3.1. A group G is nilpotent if there exists c ∈ N such that γc+1 = 1.

If G is nilpotent, the nilpotency class of G is the smallest c ∈ N such that γc+1 = 1.

Equivalently, G is nilpotent class ≤ c if, and only if,

[G, . . . , G︸ ︷︷ ︸
c+1

] = 1.

Groups of prime power order, p-groups, are prototypical examples of finite nilpotent

groups.

Theorem 2.3.2 ([28, Theorem 5.2.4]). Suppose G is a finite group. Then G is nilpotent

if, and only if, G is the direct product of its Sylow subgroups.
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Similar to the lower central series we define a more specialized central series for p-groups

G: the exponent p-central series of G is defined by η1 = G, and ηi+1 = [ηi, G]ηpi . If G is a

p-group, the p-class of G is the smallest c ∈ N such that ηc+1 = 1. For all finite p-groups,

the p-class is no smaller than the nilpotency class.

The subgroups that consistent of the lower and exponent-p central series are invariant

under automorphisms.

Lemma 2.3.3. If N ≤ G is invariant under automorphisms and ϕ : G → H is an

isomorphism, then Nϕ is independent of ϕ.

Proof. The coset of isomorphisms from G to H are given by Aut(G)ϕ. If α ∈ Aut(G),

then Nα = N . Thus, the image of N under αϕ is independent of choice of isomorphism. �

Definition 2.3.4. A subgroup H ≤ G is characteristic if for all α ∈ Aut(G), Hα = H.

2.4. Polycyclic groups

We state some definitions and theorems about polycyclic groups from [30, Chapter 9].

Definition 2.4.1. A G group is polycyclic if there exists subgroups

(2) G = G1 ≥ G2 ≥ · · ·Gn ≥ Gn+1 = 1,

where each Gi/Gi+1 is cyclic.

The series in (2) is called a polycyclic series. Moreover, there exists ai ∈ Gi such that

〈Gi+1ai〉 = Gi/Gi+1.
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Definition 2.4.2. The sequence A = (a1, . . . , an) is a polycyclic generating sequence

(pcgs) if the following is a polycyclic generating sequence

G = 〈a1, . . . , an〉 > 〈a2, . . . , an〉 > · · · > 〈an〉 > 1.

Note that the order matters for a pcgs A. We will call a set {a1, . . . , an} a polycyclic

generating set if, under some relabeling, it is a pcgs. We will not need to construct the

composition series from a pcgs, so we will use pcgs to mean a polycyclic generating set.

Proposition 2.4.3 ([30, Chapter 9, Proposition 3.9]). A group is polycyclic if, and only

if, it is solvable and all subgroups are finitely generated.

For each i where Gi/Gi+1 is finite, let mi = [Gi : Gi+1]. Define the set Ei = {0, . . . ,mi−

1}, and if Gi/Gi+1 is infinite, let Ei = Z.

Proposition 2.4.4 ([30, p. 395]). If A = (a1, . . . , an) is a pcgs for G, then for every

g ∈ G there exists unique ei ∈ Ei such that

g = ae11 · · · aenn .

2.5. Filters

A classic approach to analyze p-group structure is to look at a descending central series

like the exponent-p central series. For example, the group of 4 × 4 upper unitriangular

matrices over a finite field K has the following series

G =


1 ∗ ∗ ∗

1 ∗ ∗
1 ∗

1

 ≥


1 0 ∗ ∗
1 0 ∗

1 0
1

 ≥


1 0 0 ∗
1 0 0

1 0
1

 ≥ 1.
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The lower central series satisfies the following relation for all i, j ∈ Z+, [γi, γj] ≤ γi+j. Using

this fact, we can define a product on the vector space L = γ1/γ2⊕γ2/γ3⊕γ3 ∼= K3⊕K2⊕K

given by commutation in the group, which makes L a Lie K-algebra. If we set Li = γi/γi+1,

then [Li, Lj] ≤ Li+j. Hence, L is known as a graded Lie algebra.

Definition 2.5.1. A ring R is M -graded, for some monoid M , if R =
⊕

s∈M Rs and if

for all s, t ∈ R, RsRt ⊆ Rs+t. Each Rs are called homogeneous components of R.

Continuing with the above example, we know of another characteristic subgroup between

G and G′, so we want to update our series

G =


1 ∗ ∗ ∗

1 ∗ ∗
1 ∗

1

 ≥


1 ∗ ∗ ∗
1 0 ∗

1 ∗
1

 ≥


1 0 ∗ ∗
1 0 ∗

1 0
1

 ≥


1 0 0 ∗
1 0 0

1 0
1

 ≥ 1.

Therefore this splits the first homogeneous component of the Lie algebra to (K⊕K2)⊕K2⊕

K. The product, and hence the grading, is now lost because it is not Z+-graded. In [32],

J.B. Wilson addresses this issue while generalizing Lazard’s N -series from [18].

Definition 2.5.2. A filter is a function φ : M → 2G from a commutative, pre-ordered

monoid into the normal subgroups of G satisfying

(1) ∀s, t ∈M , [φs, φt] ≤ φs+t, and

(2) ∀s, t ∈M , s � t implies φt ≤ φs.

Associated to each filter is a boundary filter.

Definition 2.5.3. Let φ : M → 2G be a filter. Define the boundary filter ∂φ : M → 2G

where

∂φs = 〈φs+t : t ∈M − 0〉.
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For each s ∈ M − 0, set Ls(φ) = φs/∂φs and L0(φ) = 0. Define L(φ) =
⊕

s∈M Ls(φ).

The following theorem can be found in [32]. However, we include a proof for the sake of

completeness.

Theorem 2.5.4 ([32, Theorem 3.1]). If φ : M → 2G is a filter, then L(φ) is a Z[φ0/∂φ0]-

module and an M-graded Lie ring with Lie bracket

[∂φsx, ∂φty] = ∂φs+t[x, y].

Proof. For all s ∈ M , 0 � s. Therefore, for all s, t ∈ M , s � s + t. By the filter

property, for all s, t ∈M , φs ≥ φs+t. Therefore, ∂φs ≤ φs. Since [φ0, φs] ≤ φs, it follows that

each φs E φ0. Furthermore, when s ∈ M − 0, [φs, φs] ≤ φ2s ≤ ∂φs ≤ φs, so Ls = φs/∂φs is

abelian and L(φ) is an abelian group.

We define a product on the homogeneous components. For each s, t ∈ M , let ◦st :

Ls × Lt → Ls+t such that (x, y) 7→ [x, y]. Since φ is a filter, if x ∈ φs and y ∈ φt,

[x, y] ∈ φs+t. Moreover,

[∂φs, φt] =

[ ∏
u∈M−0

φs+u, φt

]
=

∏
u∈M−0

[φs+u, φt] ≤
∏

u∈M−0

φs+t+u = ∂φs+t.

Thus, ◦ is well-defined.

Let x, y ∈ Ls and z ∈ Lt. Then we apply commutator identities from [28, Chapter 5.1],

and since [x, z, y] ∈ φ2s+t ≤ ∂φs+t, it follows that

[x+ y, z] = [xy, z] = [xy, z] = [x, z][x, z, y][y, z] = [x, z][y, z] = [x, z] + [y, z].

By a similar result for [x, y + z], it follows that ◦st is biadditive. Note that if s = t, then ◦ss

is alternating.
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Finally, let s, t, u ∈M and x ∈ Ls, y ∈ Lt, and z ∈ Lu. Modulo ∂φs+t+u,

[x, y−1, z]y ≡ [x, y−1, z] =

[(
[x, y]y

−1
)−1

, z

]
≡
[
z, [x, y]y

−1
]

= [z, [x, y][x, y, y−1]] ≡ [z, [x, y]].

A similar arugment is used to show that [y, z−1, x]z ≡ [x, [y, z]] and [z, x−1, y]x ≡ [y, [z, x]].

Thus, by the Hall-Witt identity,

[x, y, z] + [y, z, x] + [z, x, y] = [x, y, z][y, z, x][z, x, y]

= −[z, [x, y]][x, [y, z]][y, [z, x]]

= −[x, y−1, z]y[y, z−1, x]z[z, x−1, y]x

= 0.

Therefore, extend these products ◦st linearly on L(φ) to make L(φ) a Lie ring.

Since [∂φ0, φs] ≤ ∂φs, it follows that Ls = φs/∂φs is a right Z[φ0/∂φ0]-module, where

φ0/∂φ0 acts via conjugation. �

One of the main uses of filters is to have an algorithmic process for refining known

characteristic series. When inserting a new subgroup into a filter, the filter must be updated.

This process of updating (or generating) a filter is made precise in [32], but we give necessary

details here.

Definition 2.5.5. A function π : X → 2G is a prefilter if it satisfies the following

conditions.

(1) 0 ∈ X ⊆M and 〈X〉 = M ;

(2) if x ∈ X and y ∈M with y ≺ x, then y ∈ X;

16



(3) for all x ∈ X, πx E G;

(4) for all x, y ∈ X, x � y implies πx ≥ πy.

For s ∈ 〈X〉, a partition of s with respect to X is a sequence (s1, . . . , sk) where each

si ∈ X and s =
∑k

i=1 si. Let PX(s) denote the set of partitions of s ∈ 〈X〉 with respect to

X, and if P = (s1, . . . , sk) ∈ PX(s), then set

[πP ] = [πs1 , . . . , πsk ].

For a function π : X → 2G, define a new function π : 〈X〉 → 2G where

(3) πs =
∏

P∈PX(s)

[πP ].

Because each πx E G, the subgroups [πP ] are permutable and the order of the product in (3)

runs through PX(s) does not matter.

Theorem 2.5.6 ([32, Theorem 3.3]). If π is a prefilter, then π is a filter.

2.6. Examples of filters

The definition of a filter is not very restrictive, and in this section, we give some possibly

surprising examples of what constitutes a filter. We also allude to important properties of

filters for the coming sections.

Our first example is not too startling. Although R≥0 ∪ {∞} is usually totally-ordered,

we apply a different ordering: one whose chains have length at most 3. However, the group

we consider has chains of infinite length, so it is possible that the M and im(φ) are not

isomorphic as partially ordered sets.
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Example 2.6.1. Let M = R≥0∪{∞}, where for all s, t ∈M−0, s+t =∞. Furthermore,

let 0 and ∞ be the minimal and maximal elements, and if s, t ∈ R+, then s ‖ t. Set

G =


1 a b

1 a
1

 ∣∣∣∣∣∣ a, b ∈ R

 .

Define a filter φ : M → 2G such that φ0 = G, φ∞ = G′, and

φs =

〈1 s t
1 s

1

 ∣∣∣∣∣∣ t ∈ R

〉
.

Remarkably, φ is injective. In this example, the Hasse diagram yields no useful information.

For example, we see that φ1 ≥ φ2 ≥ φ4 ≥ φ8 ≥ · · · , but this cannot be deduced from the

properties of the filter. Furthermore, the associated Lie ring is isomorphic to
⊕

s∈R+ Z. �

In the next example, we show that the property

(∀s, t ∈M) [φs, φt] ≤ φs+t

does not need to be an equality. This is not the case for, say, the lower central series as

γs+1 := [γs, γ1]. Furthermore, it should come as no surprise that a nilpotent group of finite

class can have a filter containing a chain of infinite length.

Example 2.6.2. We will use the same group G as Example 2.6.1, except over Zp[x].

Since Zp[x] is a Zp-algebra, let B = {1, x, x2, . . . } be an ordered basis. Let M = N2 with the

lexicographical ordering, and define a filter φ : M → 2G where φ0 = G, φ(1,0) = γ2,

φ(0,s) =

〈1 u v
1 u

1

 ∣∣∣∣∣∣ u ∈ B − {1, . . . , xs−1
}
, v ∈ Zp[x]

〉
,
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φ(1,s) =

〈1 0 v
1 0

1

 ∣∣∣∣∣∣ v ∈ B − {1, . . . , xs−1
}
,

〉
,

and φt = 1 otherwise. The condition [φs, φt] ≤ φs+t is always satisfied, and provided φs 6=

1 6= φt, it is always a strict containment. Even though G is class 2, the filter φ has infinite

length and its associated Lie algebra is isomorphic to the abelian Lie algebra
⊕

s∈N Fp. �

In Section 2.1, we assert that 0 is the minimal element of M . In the following example, we

provide some justification for this assumption. If, for example, that no element is a minimal

element, then we cannot properly define an associated Lie ring. We provide a slight twist to

Example 2.6.3 in Example 4.1.2.

Example 2.6.3. Suppose M = N, with the partial order s � t if, and only if, s = t. In

other words, for distinct s, t, s ‖ t, and therefore 0 is not the minimal element of M . Let

G = Z, and define the filter φ : M → 2G such that

φs =


sZ if s is prime,

0 otherwise.

Note that φ is a filter since G is abelian and all distinct s, t ∈M are incomparable. If p

is a prime, then φp 6≥ ∂φp. If s ∈ M is not prime, then φs = 0, and because there exists a

prime larger than s, φs < ∂φs. Therefore, the associated Lie ring,
⊕

s∈M−0 φs/∂φs, does not

make sense as ∂φs is not necessarily contained in φs.

We need not limit ourselves to solvable groups. The next example is a filter of an almost

quasi-simple group. The nonabelian simple composition factor makes no contribution to the

19



associated Lie ring. These subgroups—subgroups not “seen” by the Lie ring—are studied in

detail in Section 5.

Example 2.6.4. Let G = GL(2, 7) and M = N2 with the direct product ordering. Define

a filter φ : M → 2G where

φs =


GL(2, 7) if s ∈ {0, e1, e2},

SL(2, 7) otherwise.

Therefore, L(φ) = Z2 ⊕ Z2.

2.7. Graded derivations

Throughout this subsection, L =
⊕

s∈M Ls is an M -graded Lie ring.

Definition 2.7.1. A map δ ∈ EndZ(L) is a derivation if for all x, y ∈ L,

[xδ, y] + [x, yδ] = [x, y]δ.

The Lie ring of derivations is denoted Der(L).

In the context of graded rings, we want derivations to be compatible with the grading.

A derivation δ ∈ Der(L) is a graded derivation if for all s ∈M ,

x ∈ Ls =⇒ xδ ∈
⊕
t∈M

Ls+t.

Because all of our derivations are graded, we refer to graded derivations just as derivations,

and Der(L) denotes the ring of graded derivations.
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2.8. Filters on operators

This section summarizes filters on operators associated to φ : M → 2G, details of proofs

are found in [31]. Let A be a group, and let G be an A-group with an A-invariant filter

φ : M → 2G, for example A = Aut(G). For α ∈ A and g ∈ G, set

[g, α] := g−1gα.

Let ∆φ : M → 2A where for all s ∈M ,

(4) ∆φs = {α ∈ A : ∀t ∈M, [φt, α] ≤ φs+t}.

Theorem 2.8.1 ([31]). Assume φ : M → 2G is an A-invariant filter. The function

∆φ : M → 2A given by the equation (4) is a filter and there is a natural graded Lie ring

homomorphism D : L(∆φ)→ Der(L(φ)), given by

∂∆φsα 7→ (Dα : ∂φtx 7→ ∂φs+t[x, α]).

We refer to [31] for the proof of Theorem 2.8.1. However, we will prove the following

proposition.

Proposition 2.8.2. Suppose φ : M → 2G is a filter where every ◦ : Ls(φ) × Lt(φ) �

Ls+t(φ) has trivial radicals, and suppose α ∈ ∆φ0. Then Dα is a derivation if, and only if,

α ∈ ∂∆φ0.

The proof of Proposition 2.8.2 comes down to the following technical lemma.
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Lemma 2.8.3. If α ∈ ∆φ0, x ∈ Ls(φ), and y ∈ Lt(φ), then

[[x, α], y] [x, [y, α]] ≡ [[x, y], α] [[y, α], [x, α]] mod ∂φs+t.

Proof. We employ several commutator identities and present a summary of the calcu-

lations, see [28, Chapter 5.1]. We let x−α denote (x−1)α. Modulo ∂φs+t,

[[x, α], y] [x, [y, α]] ≡ x−αxy−1x−1 xα yx−1y−αyxy−1 yα

≡ x−α[x−1, y]x−1 y−α yxy−1 xαyα
[
[y, α]xy

−1

, xα
]

≡ [x−1, y][x, y−1][x, y]α
[
y−α, xy

−1
] [

[y, α], (xα)yx
−1
]

≡ [x, y, α]
[
[y, α], x−1

] [
[y, α], (xα)yx

−1
]

≡ [x, y, α] [[y, α], [x, α]] . �

Lemma 2.8.3 shows that if α ∈ ∆φ0−∂∆φ0 and Dα is a derivation, then for all x ∈ Ls(φ)

and y ∈ Lt(φ), [[x, α], [y, α]] = 0. In order words, Dα maps every x ∈ Ls(φ) to the radical

of ◦ : Ls(φ) × Lt(φ) � Ls+t(φ). Because radicals of ◦ : Ls(φ) × Lt(φ) � Ls+t(φ) yield

characteristic subgroups of φs, φt, and φs+t, the filter φ can be updated to include these

subgroups. Hence, we have proved Proposition 2.8.2.

The next lemma follows from the definition of the map D.

Lemma 2.8.4. The map D : L(∆φ)→ Der(L(φ)) is an injection.

Proof. For α, β ∈ Ls(∆φ), with s 6= 0, suppose Dα = Dβ. Thus, for all x ∈ Lt(φ),

[x, α] ≡ [x, β] mod ∂φs+t,
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so [x, β]−1[x, α] ∈ ∂φs+t. Observe that

[x, β]−1[x, α] = (x−1)βxα = [x, αβ−1]β = [x, αβ−1][[x, αβ−1], β] ∈ ∂φs+t.

However, [[x, αβ−1], β] ∈ ∂φ2s+t ≤ ∂φs+t, so it follows that [x, αβ−1] ∈ ∂φs+t. Thus, αβ−1 ∈

∂∆φs. Hence, α ≡ β mod ∂∆φs. �
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Chapter 3

SUMMARY OF CURRENT ALGORITHMS

For a finite group G, the basic algorithm to compute Aut(G) relies on induction. The

method we describe here is implemented in the computer algebra systems GAP [14] and

Magma [7]. We summarize [11]; for details see [11, 13, 26]. The algorithm starts by

computing the solvable radical of the group R ≤ G, which is the largest solvable normal

subgroup of G, and then constructing a series in R whose factors are elementary abelian

groups, that is finite vector spaces. Thus we have the following series

G ≥ R = R1 ≥ R2 ≥ · · · ≥ Rc ≥ Rc+1 = 1.

For groups where G > R > 1, the strategy is to construct Aut(G/Ri+1) from Aut(G/Ri).

The performance is given in [11, Table 1].

There are two extreme cases with this strategy: R = 1 and R = G. The former has been

carefully analyzed by Babai, Codenotti, Grochow, and Qiao [2, 3]. They prove the following

theorem

Theorem 3.0.1 ([3, Theorem 1]). Suppose G and H are groups with trivial solvable

radical. Then we can decide if G ∼= H in O(|G|c) group operations.

The focus of this proposal is the other extreme: R = G, in particular when G is a

nilpotent group. A group is nilpotent if it is the direct product of its Sylow subgroups.

Therefore, computing the automorphism group of a nilpotent group requires the computation

of the automorphism groups of all of its Sylow subgroups. Hence, we need to compute

automorphism groups of p-groups. The class of p-groups are a notoriously difficult obstacle in
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the automorphism problem which has its own specialized algorithm: first properly developed

in [26] and then refined in [13].

Now we focus on p-groups where |G| = pn. Similar to the generic algorithm described

by Cannon and Holt, the nilpotent-quotient algorithm also computes Aut(G) by induction,

a theme we continue with this work. Details on the basic algorithm and its refinements can

be found in [13]. The algorithm starts by computing the exponent-p central series of G

G = η1 ≥ η2 ≥ · · · ≥ ηc ≥ ηc+1 = 1,

where ηi+1 = [ηi, G]ηpi . The factors of this series are elementary abelian p-groups, so for some

d ∈ Z, Aut(G/η2) ∼= GL(d, p). The algorithm constructs generators for Aut(G/ηi+1) based

on Aut(G/ηi). The difficult part of the algorithm is to compute a stabilizer in Aut(G/ηi)

because this group grows rapidly as n = logp |G| increases.

Because the general problem is so difficult, the highly successful and efficient algorithms

are specialized to specific subclasses of groups, and even these are few in the class of p-groups.

For p-groups where G′ ∼= Zp (so G is class 2), we have a complete classification by Blackburn

[5]. Related to these groups are the epimorphic images of Heisenberg groups. That is, the

group of 3× 3 upper triangular matrices over a finite field, where every element has exactly

one eigenvalue equal to 1. Lewis and Wilson proved the following.

Theorem 3.0.2 ([19, Theorem 1.3]). There exists algorithms that determine

(i) if a group is a epimorphic image of an odd ordered Heisenberg group, and if so

returns it, and

(ii) if two groups, that are epimorphic images of an odd ordered Heisenberg group, are

isomorphic.
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These algorithms are deterministic polynomial-time in log |G|+p and Las Vegas polynomial-

time algorithms in log |G|.

For groups G of class 2 where G′ ∼= Zp×Zp, we do not have a classification, but we have

an efficient test to determine isomorphism.

Theorem 3.0.3 ([8, Theorem 1.1]). There are deterministic, polynomial-time algorithms

that, given p-groups G and H,

(1) decides if G′ ∼= H ′ ∼= Zp × Zp and if exp(G) = exp(H) = p, and

(2) if so, decides if G ∼= H.

It may seem surprising, given the slow pace of isomorphism testing, but this algorithm

solves the isomorphism and automorphism problems even into size of 5256 in under an hour.

All other algorithms require over an hour of CPU time and more than 500 GB of memory

for groups of order 58.

3.1. An example of a bottleneck

At the beginning of the algorithm from [13], a stabilizer in GL(d, p) is computed; note

that |GL(d, p)| ≈ pd
2
. To demonstrate how easily this becomes intractable, consider the

group G = UT (n,K) of n× n upper unitriangular matrices over the (finite) field K

G =


1 ∗

. . .
0 1

 .

Suppose γ3 < N < γ2, so that N is normal in G. Even for small dimensions and moderately

sized fields (e.g. n = 10, |K| = 25), computing the automorphism group of G/N is not

feasible in general.
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3.2. Algorithms with filters

To address the bottleneck in Section 3.1, we can attempt to find characteristic subgroups

to break apart the large vector space. Therefore, we can use the generation formula for

filters in (3) on page 17. It is not computationally feasible to run through all the partitions

of s ∈ M , but because characteristic subgroups can greatly reduce the complexity of com-

puting automorphisms, there is desire to develop efficient algorithms to compute filters from

prefilters.

In the case where M is finitely generated and totally-ordered, there exists an efficient

algorithm to compute the closure of a prefilter and, hence, refine filters. Since M is totally

ordered and finitely generated, there exists a congruence ∼ of Nd such that Nd/∼ ∼= M ,

where Nd is lexicographically ordered. To emphasis when we are assuming a total order, we

will instead use Nd

Theorem 3.2.1 ([21, Theorem 1]). Suppose G is a finite group and φ : Nd → 2G is

a filter. There exists a polynomial-time algorithm that, given φ and H / G that refines φ,

returns a refinement of φ containing H.

Theorem 3.2.1 enables efficient refinements of filters over totally-ordered monoids. There-

fore, if we find a new characteristic subgroup not contained in the image of φ : Nd → 2G we

can refine it and potentially find more.

In [32], Wilson gave potential locations for new characteristic subgroups. It seems likely

that a “generic” p-group G does not have many verbal or marginal subgroups. Examples

of this are exponent p, class 2 p-groups (groups where every element has order p and G′ ≤

Z(G)). This is certainly the trend for groups of order 512; while exponent 2 implies the

group is abelian, there are still 8,785,772 groups of p-class 2 out of the total 10,494,213 [4].
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In cases where we lack characteristic structure, we use the associated Lie ring to find more

characteristic structure. Let φ : M → 2G be a filter and L = L(φ) its associated Lie ring.

The graded product of L gives rise to biadditive maps [, ]st : Ls × Lt� Ls+t. We construct

associated rings for each [, ]st and use ring theory to deduce structure in G. For a biadditive

map ◦ : U ×V � W of abelian groups, define the adjoint ring, centroid, derivation ring, left

scalars, and right scalars as follows

Adj(◦) = {(f, g) ∈ End(U)× End(V )op : ∀u ∈ U,∀v ∈ V, uf ◦ v = u ◦ gv},

Cent(◦) = {(f, g, h) ∈ End(U)× End(V )× End(W ) : ∀u ∈ U,∀v ∈ V, ∀w ∈ W,

uf ◦ v = u ◦ vg = (u ◦ v)h},

Der(◦) = {(f, g, h) ∈ gl(U)× gl(V )× gl(W ) : ∀u ∈ U,∀v ∈ V, ∀w ∈ W,

uf ◦ v + u ◦ vg = (u ◦ v)h},

L(◦) = {(f, g) ∈ End(U)op × End(W )op : ∀u ∈ U,∀v ∈ V, fu ◦ v = g(u ◦ v)},

R(◦) = {(f, g) ∈ End(V )× End(W ) : ∀u ∈ U,∀v ∈ V, u ◦ vf = (u ◦ v)g}.

The first three rings appear in [32], and the last two appear in [31]. In these rings, we

exploit the characteristic structure of the Jacobson radical. Indeed, the Jacobson radical

acts on the homogeneous components and yields characteristic subgroups (for Der(◦) this is

done in the associative enveloping algebra). In a vast majority of the groups we surveyed,

we found characteristic structure, previously unknown by classical methods.

In [21], we looked at a random sample of 2,000 quotients of subgroups (i.e. sections)

of the Sylow 3-subgroups of classical groups with Lie rank 15. We record how many new

subgroups were found, relative to how many we started with. Some groups required as many
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Figure 3.1. We sample 2,000 sections of the Sylow 3-subgroups of groups of
Lie type. We refine filters until all the algebras in Section 3.2 are semisimple.

as 20 iterations of refinement: an intractable task without an efficient algorithm. All these

filter were constructed in under three minutes, and a scatter plot of this data is seen in

Figure 3.1.

In [20], we applied this to the maximal unipotent subgroups of the classical groups of Lie

rank d and found that the length of the filter went from Θ(d) to Θ(d2) in length.

Theorem 3.2.2 ([20, Theorem 1.1]). If U is a maximal unipotent subgroup of a classical

Chevalley group of Lie rank d, then there exists a computable characteristic series of U with

length Θ(d2).

This is exhibited in Figure 3.2 where the extended class of a group is defined to be the

number of nontrivial subgroups in a filter whose rings associated to its bilinear maps are

semisimple. Therefore, the extended class of a group might be defined as the length of the

fully refined filter using the rings described above.
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initial length and the length after refining the filter, using the rings described
above. We surveyed groups with Lie rank between 4 and 10.

3.3. Survey of 500,000,000 groups

The perspective of considering tensors led to the discovery of new characteristic subgroups

invariant under isomorphisms. To determine how this affects filters, J.B. Wilson and the

author constructed 500,000,000 groups of order 1024 where few characteristic subgroups were

known a priori. All the groups constructed were 6-generated, exponent 4, and p-class 2. We

surveyed groups of order 210 by constructing central extensions of Z6
2 by Z4

2.

We found that our methods elucidated previously unknown structure in all but 3% of the

cases. In about 40% of the groups surveyed, we were able to construct a maximal character-

istic series of length 10. It is highly unlikely we constructed the same central extension (as

|HomZ2(Z6
2 ∧ Z6

2,Z4
2)| = 2144), but it is certainly possible we constructed isomorphic central

extensions. Note that there are approximately 50 billion non-isomorphic groups of order 210

of p-class 2 [4]. Although our construction probably favors groups with small automorphism
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groups, this still demonstrates that filters are finding new characteristic subgroups, hidden

to classical methods.
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Figure 3.3. Together with J.B. Wilson, we surveyed 500,000,000 p-class 2
groups of order 210. We refined their filters until all the algebras in Section 3.2
were semisimple. In 97% of groups, we were able to find at least one subgroup
to refine the filter, and in 40% of groups, we found a characteristic composition
series.
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Chapter 4

FILTERS AND LATTICES

We begin by stating definitions that enable the use of filters to get automorphisms of

groups. In particular, these definitions are satisfied by standard characteristic series like the

lower central series. And in the language of [21], full filters over totally-ordered monoids all

satisfy the following definitions. Our main motivation is to develop a generating set that

interacts nicely with filters, and the inspiration comes from permutation groups, specifically

bases and strong generating sets, see [29, Chapter 4]. Unsurprisingly, the lack of a total

order and the full generality of allowing for any commutative, pre-ordered monoid makes

this task a bit challenging.

We begin with a natural condition on generating sets.

Definition 4.0.1. A generating set X ⊆ G is weakly-filtered by φ : M → 2G if for all

s ∈M , 〈φs ∩X〉 = φs.

The next example shows that if X generates G, it may not be weakly-filtered by φ : M →

2G. The solution is then to include more elements until X becomes weakly-filtered.

Example 4.0.2. Consider G = D8 = 〈r, s | r4, s2, [r, s]r−2〉, and let γ : N → 2G be the

lower central series, with γ0 = γ1 = G. The set X = {r, s} is not weakly-filtered by γ.

Although, 〈γ0 ∩X〉 = 〈γ1 ∩X〉 = 〈r, s〉 = G, the problem is that 〈γ2 ∩X〉 = 〈∅〉 = 1 6= γ2.

This is remedied by including r2. Thus, X = {r, s, r2} is weakly-filtered by γ. �

The property of a generating set X being weakly-filtered can be rephrased in the context

of partially-ordered sets. Suppose X ⊆ G is weakly-filtered. Define functions on partially-

ordered sets 2G and 2X ; namely, ∩X : 2G → 2X where H 7→ H ∩ X and 〈·〉 : 2X → 2G
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where Y 7→ 〈Y 〉. These functions are isotone because H,K ∈ 2G with H ⊆ K implies

H ∩X ⊆ K ∩X, and if Y, Z ∈ 2X with Y ⊆ Z, then 〈Y 〉 ≤ 〈Z〉.

Lemma 4.0.3. If X ⊆ G is weakly-filtered by φ, then the restriction of ∩X on im(φ) is

an (order) isomorphism with inverse 〈·〉 : im(φ) ∩X → 2G.

Proof. This follows from the definition of weakly-filtered. �

We need a stronger property for our purposes. The set im(φ) is, in general, not a lattice,

so let Lat(φ) denote the complete meet and join closure of im(φ). That is, any family of meets

and joins are contained in Lat(φ), so Lat(φ) is a complete lattice and im(φ) ⊆ Lat(φ) ⊆

Norm(G) = {H | H E G}. If every subgroup of G is finitely generated (e.g. G is polycyclic),

then we do not need completeness as a family of meets and joins is equivalent to finite meets

and joins. Let Lat(φ) ∩ X denote the image of Lat(φ) in 2X under ∩X. Note that since

Lat(φ) is closed under joins, im(∂φ) ⊆ Lat(φ).

The map ∩X : Lat(φ) → Lat(φ) ∩X is isotone and, by definition, surjective. However,

if H,K ∈ Lat(φ) and H ∩ X ⊆ K ∩ X, then H need not be a subgroup of K, as seen in

Example 4.0.5. Therefore, even as partially-ordered sets Lat(φ) need not be isomorphic to

Lat(φ) ∩X. The strength of the following definition comes when ∩X and 〈·〉 are complete

lattice homomorphisms. This gives us a combinatorial structure on Lat(φ) that we exploit

later.

Definition 4.0.4. A generating set X ⊆ G is filtered by φ if it is weakly-filtered and for

all S ⊆M ,

⋂
s∈S

φs =

〈⋂
s∈S

(φs ∩X)

〉
and

(∏
s∈S

φs

)
∩X =

⋃
s∈S

(φs ∩X).
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If H ∈ Lat(φ) implies that 〈H ∩ X〉 = H, then X may not be filtered by φ. In this

case, it satisfies the first condition on meets, but it may not satisfy the second condition

on joins. Therefore, X being filtered by φ is stronger than X being “weakly-filtered” by

Lat(φ). The following example demonstrates the subtles between generating sets X that are

weakly-filtered and not filtered by φ. It is worth pointing out that the generating set that is

filtered by φ in the next example is a basis for associated Lie ring.

Example 4.0.5. Let G = Z60, and M = N2 be ordered by the direct product ordering.

Define a filter φ : M → 2G where

φs =



G if s = 0,

〈2〉 if s = e1,

〈3〉 if s = e2,

〈10〉 if s = 2e1,

〈15〉 if s = 2e2

0 otherwise.

Set X = {2, 3, 10, 15}, and observe that X is weakly-filtered by φ. In Figure 4.1, we plot

the Hasse diagram of φ and the lattice of Lat(φ). Set H = 〈6〉 and K = 〈30〉. Then

H∩X = ∅ = K∩X, but 〈6〉 = H 6≤ K = 〈30〉. If, instead, we set X = {2, 3, 5, 6, 10, 15, 30},

then for all H ∈ Lat(φ), 〈H ∩X〉 = H. However, X is not filtered by φ as

(φ2e1φ2e2) ∩X = 〈5〉 ∩X = {5, 10, 15, 30}

(φ2e1 ∩X) ∪ (φ2e2 ∩X) = (〈10〉 ∩X) ∪ (〈15〉 ∩X) = {10, 15, 30}.

If X = {6, 10, 15, 30}, then X is filtered by φ. �
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G

〈2〉 〈3〉

〈10〉 〈15〉

0

(a) The Hasse diagram of φ.

G

〈2〉 〈3〉 〈5〉

〈6〉 〈10〉 〈15〉

〈30〉

0

(b) The lattice Lat(φ).

Figure 4.1. Hasse diagrams related to φ from Example 4.0.5.

If X is filtered by φ, then ∩X is not just a lattice homomorphism but an isomorphism,

and therefore, the lattice Lat(φ) inherits properties of the subset lattice Lat(φ) ∩X. Since

subset lattices are distributive, it follows that Lat(φ) is a distributive lattice, and this will

be an important property used throughout.

Proposition 4.0.6. The set X ⊆ G is filtered by φ if, and only if, ∩X : Lat(φ) →

Lat(φ) ∩ X and 〈·〉 : Lat(φ) ∩ X → Lat(φ) are complete lattice isomorphisms. In such a

case, Lat(φ) is a distributive lattice.

Proof. Suppose X is filtered by φ and S ⊆ M . By the definition of meet and since X

is filtered,

(⋂
s∈S

φs

)
∩X =

⋂
s∈S

(φs ∩X) and

(∏
s∈S

φs

)
∩X =

⋃
s∈S

(φs ∩X).

Hence ∩X : Lat(φ)→ Lat(φ) ∩X is a lattice homomorphism. Since X is filtered by φ it is

also weakly-filtered. Therefore,

〈⋃
s∈S

(φs ∩X)

〉
=
∏
s∈S

〈φs ∩X〉 =
∏
s∈S

φs and

〈⋂
s∈S

(φs ∩X)

〉
=
⋂
s∈S

φs.
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Therefore, 〈·〉 : Lat(φ) ∩ X → Lat(φ) is a lattice homomorphism. Both homomorphisms

∩X and 〈·〉 are isotone. Since X is weakly-filtered, 〈·〉 is the inverse of ∩X, and hence,

Lat(φ) ∼= Lat(φ) ∩X.

Conversely, suppose ∩X and 〈·〉 are complete lattice isomorphisms. By construction of

∩X and 〈·〉, X is weakly-filtered by φ. Let S ⊆ M , so
⋂
s∈S φs ∈ Lat(φ). Since 〈·〉 is a

complete lattice homomorphism,

〈(⋂
s∈S

φs

)
∩X

〉
=

〈⋂
s∈S

(φs ∩X)

〉
=
⋂
s∈S

φs.

Furthermore, since ∩X is a complete lattice homomorphism,

(∏
s∈S

φs

)
∩X =

⋃
s∈S

(φs ∩X). �

Now we give an example of a filter where im(φ) is not a lattice. In fact, if Lat(φ) = im(φ),

then this would contradict Proposition 4.0.6 as im(φ) is not distributive. This follows from

the fact that Lat(φ) is modular and that the shape of the Hasse diagram of im(φ) implies

that it is not distributive, c.f. [6, Chapter 5].

1

G′

N1 N2 N3

G

(a) im(φ).

1

G′

N1 N2 N3

N1N2 N2N3N1N3

G

(b) Lat(φ).

Figure 4.2. Hasse diagrams related to φ.
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Example 4.0.7. Let

G =




1 b c u v

I2
a

a
I2


∣∣∣∣∣∣∣∣ a, b, c, u, v ∈ Fp

 ,

and let A denote the element with a = 1 and b = c = u = v = 0. Define B, C, U , and V

similarly. Let N1 = 〈A,G′〉, N2 = 〈B,G′〉, and N3 = 〈C,G′〉. Each Ni is normal in G, so

define a filter φ : N3 → 2G where φ(0,0,0) = G, φ(1,0,0) = N1, φ(0,1,0) = N2, φ(0,0,1) = N3, and

φ(i,j,k) =


G′ if i+ j + k = 2,

G′ if (i, j, k) = (1, 1, 1),

1 otherwise.

The Hasse diagrams for the subgroups in im(φ) and Lat(φ) are in Figure 4.2. If X =

{A,B,C, U, V }, then X is filtered by φ. �

Now we look at filtered generating sets with respect to the boundary filters. We eventually

prove that if X ⊆ G is filtered by φ : M → 2G, then X is filtered by ∂φ. Important steps in

this direction are Proposition 4.0.6 and Lemma 4.0.8.

Lemma 4.0.8. If X ⊆ G is weakly-filtered with respect to φ : M → 2G, then

(1) for all s, t ∈M , 〈(φsφt) ∩X〉 = φsφt, and

(2) X is weakly-filtered by ∂φ.

Proof. 〈(φsφt) ∩X〉 ≥ 〈(φs ∩X) ∪ (φt ∩X)〉 = φsφt, and (2) follows from (1). �

The proof of the following theorem is technical and depends greatly on the fact that the

lattice Lat(φ) is distributive, c.f. Proposition 4.0.6. The distributive condition forces the
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following equality, which may not be true in general,

(5)
∏

u,v∈M−0

(φs+u ∩ φt+v) = ∂φs ∩ ∂φt,

and equation (5) is used throughout the proof of Theorem 4.0.9.

Theorem 4.0.9. If X is filtered by φ : M → 2G, then X is also filtered by ∂φ.

Proof. By Lemma 4.0.8, X is weakly-filtered by ∂φ. We show that ∩X : Lat(∂φ) →

Lat(∂φ)∩X and 〈·〉 : Lat(∂φ)∩X → Lat(∂φ) are lattice homomorphisms. All products and

joins are over M − 0. By definition

(∂φs ∩X) ∩ (∂φt ∩X) =

((∏
u

φs+u

)
∩X

)
∩

((∏
v

φt+v

)
∩X

)
.

Since X is filtered, ∩X is a lattice homomorphism and Lat(φ)∩X is distributive by Propo-

sition 4.0.6. Therefore,

((∏
u

φs+u

)
∩X

)
∩

((∏
v

φt+v

)
∩X

)
=

(⋃
u

(φs+u ∩X)

)
∩

(⋃
v

(φt+v ∩X)

)

=
⋃
u,v

((φs+u ∩ φt+v) ∩X).

Because 〈·〉 is a lattice homomorphism and since for all H ∈ Lat(φ), 〈H ∩X〉 = H,

〈(∂φs ∩X) ∩ (∂φt ∩X)〉 =
∏
u,v

〈(φs+u ∩ φt+v) ∩X〉 =
∏
u,v

(φs+u ∩ φt+v).

By Proposition 4.0.6, Lat(φ) is a distributive lattice, so

〈(∂φs ∩X) ∩ (∂φt ∩X)〉 =
∏
u,v

(φs+u ∩ φt+v) = ∂φs ∩ ∂φt.
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For the second part, by definition (∂φs∂φt) ∩ X =
(∏

u,v φs+uφt+v

)
∩ X. Since ∩X :

Lat(φ)→ Lat∩X is a lattice homomorphism,

(∏
u,v

φs+uφt+v

)
∩X =

⋃
u,v

(φs+uφt+v ∩X)

=
⋃
u

(φs+u ∩X) ∪
⋃
v

(φt+v ∩X)

=

((∏
u

φs+u

)
∩X

)
∪

((∏
v

φt+v

)
∩X

)

= (∂φs ∩X) ∪ (∂φt ∩X). �

4.1. Descending chain condition

Our goal is to construct automorphisms from filters by Noetherian induction from φ0

down to the bottom of the lattice. Since we want our algorithms to terminate, we assume

that every chain in Lat(φ) has finite length.

Definition 4.1.1. A filter φ : M → 2G satisfies the descending chain condition (DCC)

if there does not exist a strictly decreasing infinite chain of subgroups in im(φ).

If a filter φ : M → 2G satisfies DCC, then its lattice Lat(φ) may not satisfy DCC as the

following example demonstrates.

Example 4.1.2. Let G = Z and M = N ∪ {∞} where for all s, t ∈ M − 0, s + t = ∞.

Furthermore, for all assume 0 and ∞ are the minimal and maximal elements and for all

s, t ∈ Z+, s ‖ t. Define a filter φ : M → 2G such that φ0 = G and

φs =


sZ if s is prime,

0 otherwise.
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Then im(φ) = {Z, 0}∪{pZ | p a prime } so all chains have at most three distinct subgroups.

However, Lat(φ) = {nZ | n ∈ N}, which does not satisfy DCC. �

We prove that if a filter satisfies DCC, then it has a unique minimal subgroup as 0 is the

unique minimal element of M .

Lemma 4.1.3. Let φ : M → 2G be a filter satisfying DCC. If H ∈ im(φ) is the minimal

subgroup of some maximal descending series in im(φ), then H =
⋂
s∈M φs.

Proof. There exists s ∈ M such that φs = H. Let t ∈ M . Since t � 0, it follows that

φs+t ≤ φs ∩ φt. By minimality of H, φs+t = H; otherwise, H is not the minimal subgroup of

a maximal descending chain. Hence, H ≤ φt, and the statement follows. �

If H ∈ im(φ) is the minimal subgroup and H 6= 1, then we will instead consider the filter

µ : M → 2G/H , where µs = φs/H. Note that for all s ∈ M , Ls(µ) ∼= Ls(φ). Therefore, we

assume 1 ∈ im(φ). This can be achieved superficially as well. If φ : M → 2G, with 1 /∈ im(φ),

then define a new filter φ̃ : M ∪ {∞} → 2G, where

φ̃s =


φs if s ∈M,

1 if s =∞.

The addition in M ∪ {∞} is standard: if s ∈ M ∪ {∞}, then s +∞ =∞. Of course, if no

minimal subgroup H ∈ im(φ) exists, then this implies that there exists an infinite descending

chain of subgroups in im(φ).

This construction—including 1 in im(φ) in this way—illustrates a potential problem

with filters and their associated Lie rings. Observe that with the above monoid, M ∪ {∞},

if s, t ∈ M , then s + t ∈ M . In order for s + t = ∞, either s = ∞ or t = ∞, and if
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H =
⋂
s∈M φs 6= 1, then H has the property that if φs = H, then ∂φs = H = φs. Therefore,

H makes no contribution to L(φ), which is the subject of the next section.
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Chapter 5

INERT SUBGROUPS OF FILTERS

We start with an example of a property of filters we want to avoid. We show that

L(φ) = 0, even though there exists X ⊆ G that is filtered by φ.

Example 5.0.1. Let G be the Heisenberg group over a field K, so

G =


1 a c

1 b
1

 ∣∣∣∣∣∣ a, b, c ∈ K
 .

Let M = N2 be totally-ordered by the lexicographical ordering, and set Y = {s ∈ M | s �

(1, 0)}. Define a constant function π : Y → 2G where im(π) = {G}, and set φ = π. Thus,

φs =


G s � (1, 0),

Z(G) (1, 0) ≺ s � (2, 0),

1 (2, 0) ≺ s.

We claim that φ and ∂φ have generating sets that are filtered, but L(∂φ) = 0. Observe

that ∂φ : M → 2G is defined by

∂φs =


G s ≺ (1, 0),

Z(G) (1, 0) � s ≺ (2, 0),

1 (2, 0) � s.

Let

X =


1 a 0

1 0
1

 ,
1 0 0

1 b
1

 ,
1 0 c

1 0
1

 ∣∣∣∣∣∣ a, b, c ∈ K
 .
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Thus, X is filtered by φ and, by Theorem 4.0.9, by ∂φ as well. However, for all s ∈ M ,

∂φs = ∂2φs. Therefore L(∂φ) = 0. �

Remark 5.0.2. Observe that N2 with the lex-order is isomorphic, as pre-ordered monoids,

to the set of ordinals {α | α < ω2}, where (a, b) 7→ ω · a+ b. A problem with Example 5.0.1

is that for every group H ∈ im(φ), the set {s ∈ N2 | φs = H} has a unique maximum that is

also a limit ordinal (i.e. an ordinal of the form ω ·a under the isomorphism). Using the filters

from Example 5.0.1, this implies the following: if H ∈ im(∂φ) the set {s ∈ N2 | ∂φs = H}

has no maximal element. For filters over totally-ordered monoids, this is remedied in [21,

Section 3.2].

In Example 5.0.1, the filter ∂φ : M → 2G has the property that L(∂φ) = 0. This is an

extreme example, but this illustrates a property we want to avoid: essentially, a subgroup

H ∈ im(φ) is inert if it makes no contribution in L(φ). We give a more precise definition

below in Definition 5.0.3.

Throughout this section we assume φ : M → 2G satisfies DCC and 1 ∈ im(φ). Define an

ascending chain of subsets of im(φ) as follows. Set B0 = {1}, and for i ≥ 0, define

Bi+1 = {φs | ∃B ⊆ Bi, ∂φs = 〈B〉}.

Therefore,

{1} = B0 ⊆ B1 ⊆ B2 ⊆ · · · .

In some sense, the index of the series measures how far away a subgroup is from the trivial

subgroup by taking boundaries. With this sequence, we are able to precisely define inert

subgroups.
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Definition 5.0.3. A subgroup H ∈ im(φ) is inert if for all n ∈ N, H /∈ Bn.

We now state our main theorems for this section.

Theorem 5.0.4 (Theorem B). If φ : M → 2G is a filter of a nilpotent group G, then

there exists a filter φ̂ : Nd → 2G such that im(φ) ⊆ im
(
φ̂
)

where φ̂ has no inert subgroups.

Theorem 5.0.5. If φ : M → 2G is a filter and every subgroup of G is finitely generated,

then there exists a surjection π : L(φ)→ ∂φ0.

We characterize when filters have no inert subgroups using Noetherian induction. We

find that if φs ∈ Bn, then there must be a subset B ⊆ Bn−1 such that for every φt ∈ B,

∂φt 6= φt. However, if this condition were not true, then we can use induction to replace the

problem subgroups in B with a more appropriate selection. Therefore, φs is inert when there

is no appropiate choice of replacement. The following proposition determines a method of

(possibly transfinite) Noetherian induction on the subgroups in im(φ), which will be used

constantly throughout.

Proposition 5.0.6. Suppose φ : M → 2G is a filter satisfying DCC, and set I = {t ∈

M | ∂φt 6= φt}. The following are equivalent.

(1) For all s ∈M , there exists Is ⊆ I such that ∂φs = 〈φt | t ∈ Is〉.

(2) For all s ∈ M , there exists n ∈ N such that φs ∈ Bn. In particular, if G is finite,

then there exists n ∈ N such that Bn = im(φ).

Proof. (1) =⇒ (2): By the assumption, for every s ∈M , there exists Is ⊆ I such that

∂φs = 〈φt | t ∈ Is〉. If t1 ∈ Is, then

φs ≥ ∂φs ≥ φt1 > ∂φt1 .
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Continue this indefinitely:

φs ≥ ∂φs ≥ φt1 > ∂φt1 ≥ φt2 > ∂φt2 ≥ · · · .

Therefore, we have the following descending series in G

(6) φt1 > φt2 > φt3 > · · · .

Since φ satisfies DCC, the series in (6) must stabilize, say, at φu. By (1), it follows that

φu = 1. Therefore, (1) implies (2).

(2) =⇒ (1): Conversely, suppose for all s ∈ M there exists n ∈ N such that φs ∈ Bn.

Suppose there exists minimal m ∈ N and φs ∈ Bm such that s does not satisfy (1); that is,

for all I ⊆ I, ∂φs 6= 〈φt | t ∈ I〉. Since φs ∈ Bm, there exists B ⊆ Bm−1 such that ∂φs = 〈H |

H ∈ B〉. Therefore, there exists φu ∈ B such that u /∈ I. Let J = {t ∈M | φt = φu}, so for

all t ∈ J , ∂φt = φt = φu. Since φu ∈ B ⊆ Bm−1 and since m is minimal, for each t ∈ J , there

exists It ⊆ I such that

φu = φt = ∂φt = 〈φv | v ∈ It〉.

Replace u in I with It for some t ∈ J , so I = (I − u) ∪ It. Since this holds for all u ∈ I,

there exists Is ⊆ T such that for each t ∈ Is, φt ∈ Bm−1 and ∂φs = 〈φt | t ∈ Is〉. �

If H is inert and I = {s ∈M : φs = H}, then by Proposition 5.0.6, for all s ∈ I, φs = ∂φs.

This is only a necessary condition and is not sufficient, c.f. Examples 4.0.5 and 4.0.7: the

group G ∈ im(φ) is always equal to its boundary but is not inert. Note that all of the

subgroups in the image of the filter ∂φ in Example 5.0.1 are inert, so L(∂φ) = 0. The

following example will be revisited later, and seems like a more typical example of how inert

subgroups can arise.
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Example 5.0.7. Fix an odd prime p and let

G = 〈a, b, c, x, y | [a, b] = x, [a, c] = y, class 2〉,

where all missing power-commutator relations are assumed to be trivial. For each i ∈

{0, 1, . . . , p− 1} define Hi = 〈xyi〉. Each Hi is normal since it is central.

Define a filter φ : Np+1 → 2G where

φs =


γk s = ke1,

Hi−2 s = kei, i ≥ 2,

1 otherwise.

The boundary filter is given by

∂φs =


γk+1 s = ke1,

Hi−2 s = kei, i ≥ 2,

1 otherwise.

Therefore, L(φ) ∼= L(γ) as Zp-vector spaces. Moreover, they have the same Hilbert series. �

In the next section, we prove that we can always remove the inertia from filters, which

enables Noetherian induction, via Proposition 5.0.6, that is used throughout. The chain of

Bn enables induction going up, and the boundaries enables induction going down the filter.

5.1. Refreshing filters

In this section we show that for every filter φ, there exists a filter φ̂ with no inert

subgroups. To do this, we localize to the indices of a particular inert subgroup and redefine

the filter on these indices. We do a two-step process to accomplish this: first, apply the
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generation formula from Theorem 2.5.6, then a closure operation to force the order-reversing

property.

Suppose φ : M → 2G is a filter and H ∈ im(φ) is inert. Throughout this section, we fix

the following notation. Let I = {s ∈M | φs = H}, and let J ⊂ I be defined such that

(1) J is finite,

(2) J contains all the minimal elements of I, and

(3) (M − I) ∪ J generates M .

Because we assume that M is finitely generated, such a subset J always exists.

Define a set of restricted partitions of M as follows: if s ∈M , then

(7) R(s) = {(r1, . . . , rk) | k ∈ N, r1 + · · ·+ rk = s, ri ∈ (M − I) ∪ J}.

For each s ∈M , define

(8) νs =
∏

r∈R(s)

[φr],

where [φr] = [φr1 , . . . , φrk ]. Observe that if s ∈ (M − I) ∪ J , then (s) ∈ R(s). Since φ is a

filter, νs = φs. Furthermore, if s ∈ I, then νs ≤ φs = H.

In general, ν∗ is not order-reversing, so define a function φ̂ : M → 2G such that

(9) φ̂s =
∏
s�t

νt =
∏
s�t

 ∏
r∈R(s)

[φr]

 .

We will prove that φ̂ is a filter where im(φ) ⊆ im
(
φ̂
)

and H is not inert.

It should come as no surprise that the next lemma follows the spirit of Wilson’s Lemma 3.4

[32] by applying the Three Subgroups Lemma, seen in [28, 5.1.10, p. 126]. However, the
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details are different enough to warrant a separate proof. The following proof considers the

different cases that arise from the definition of ν∗.

Lemma 5.1.1. If s, t ∈M , then [νs, νt] ≤ νs+t.

Proof. First, we consider the case when s, t ∈ M − I. If s+ t /∈ I, then the statement

follows as φ is a filter, so if s+t ∈ I, then (s, t) ∈ R(s+t). Therefore, [νs, νt] = [φs, φt] ≤ νs+t.

Suppose now that s, t ∈ I. If s + t /∈ I, then [νs, νt] ≤ [φs, φt] ≤ φs+t = νs+t as φ is a

filter and νu ≤ φu for all u ∈ I. Now consider the case when s + t ∈ I. If s ∈ R(s) and

t ∈ R(t), then (s, t) ∈ R(s + t). From the definition of R(s), in (7), and since s ∈ I, if

(s) ∈ R(s), then s ∈ J . Therefore, νs = φs in this case. Furthermore, if t ∈ R(t), then

(s, t1, . . . , t`) ∈ R(s+ t), and

[φs, [φt]] = [φt, φs] ≤ νs+t.

Therefore, in the case where (s) ∈ R(s),

[νs, νt] = [νt, φs] ≤ νs+t.

Now we proceed by induction on the size of the partition s = (s1, . . . , sk) ∈ R(s). Let

s′ = (s1, . . . , sk−1), and let A = [φs′ ], B = φsk , and C = [φt]. Then

[[φs], [φt]] = [A,B,C].

Since (s, t) ∈ R(s + t), all permutations of (s, t) are also contained in R(s + t). Hence,

(t1, . . . , t`, sk, s1, . . . , sk−1) ∈ R(s+ t). If t′ = (t1, . . . , t`, sk), then by induction

[B,C,A] = [C,B,A] = [φt′ , φs′ ] ≤ νs+t.
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Although −sk may not be contained M , we let s − sk denote s1 + · · · + sk−1. Again, by

induction

[C,A,B] ≤ [νs−sk+t, φsk ] ≤ νs+t.

By the Three Subgroups Lemma,

[[φs], [φt]] = [A,B,C] ≤ [B,C,A][C,A,B] ≤ νs+t.

Therefore, in this case, [νs, νt] ≤ νs+t.

For the final case, suppose s ∈ I and t ∈ M − I. This is similar to the base case above.

If s ∈ R(s), then (s, t) ∈ R(s+ t), so

[[φs], φt] = [φs, φt] ≤ νs+t.

Since νt = φt, it follows that [νs, νt] ≤ νs+t. Therefore, the lemma follows. �

Problems can arise due to the structure of the monoid: particularly, when a subset

S ⊆ M − 0 forms a group under +. An element s ∈ M is cancellative if for all t, u ∈ M ,

s+ t = s+ u implies t = u. For the next theorem we need a weaker version of cancellative.

Definition 5.1.2. An element s ∈ M is semi-cancellative if s + t = s implies t = 0;

otherwise, s is a sink.

Definition 5.1.3. A filter is progressive if φs 6= 1 implies that s is semi-cancellative.

Observe that if s ∈M is cancellative, then s is semi-cancellative, and a filter is progressive

if for all sinks s ∈M , φs = 1. Now we are ready to prove that we can refresh inert subgroups

and construct filters with more vigor.

49



Theorem 5.1.4. Suppose φ : M → 2G is an progressive filter satisfying DCC and that

G is nilpotent. If H ∈ im(φ) is a minimal inert subgroup, then there exists a filter satisfying

DCC where im(φ) ⊆ im
(
φ̂
)

and H is not inert.

Proof. Let s, t ∈M . By Lemma 5.1.1,

[
φ̂s, φ̂t

]
=
∏
s�u

∏
t�v

[νu, νv] ≤
∏
s�u

∏
t�v

νu+v ≤ φ̂s+t.

If s � t, then

φ̂s =
∏
s�u

νu ≥
∏
s�t�v

νv = φ̂t.

Therefore, φ̂ is a filter. For each s ∈ (M − I) ∪ J , νs = φs since φ is a filter and (s) ∈ R(s).

Moreover, φ̂s = νs = φs. Therefore, im(φ) ⊆ im
(
φ̂
)

.

Now we show that H is not inert in φ̂. Let s ∈ J be a maximal element. By definition,

φ̂s = H. Let t ∈ M − 0; we will show that φ̂s+t is not inert and therefore, H is not inert.

Since all semi-cancellative elements in M evaluate to 1 ∈ im(φ), it follows that s 6= s+ t. If

s+t /∈ I, then φ̂s+t = φs+t 6= H by definition. Furthermore, H = φs > φs+t, so by minimality

of H, φ̂s+t is not inert. Suppose, on the other hand, s+t ∈ I. Because G is nilpotent and H is

minimal, φ̂s+t is not inert. Therefore, if φ̂s+t = ∂φ̂s+t, then by Proposition 5.0.6, there exists

Is+t ⊆ I =
{
u ∈M

∣∣∣ ∂φ̂u 6= φ̂u

}
such that ∂φ̂s+t =

〈
φ̂u | u ∈ Is+t

〉
, and if φ̂s+t 6= ∂φ̂s+t,

then s + t ∈ I. Hence, there exists Is ∈ I such that ∂φ̂s = 〈φu | u ∈ Is〉, so H is not

inert. �

Corollary 5.1.5. If φ : M → 2G is a progressive filter satisfying DCC and G is

nilpotent, then there exists a filter φ̂ : M → 2G with no inert subgroups such that im(φ) ⊆

im
(
φ̂
)

.
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5.2. Proof of Theorem B

By Corollary 5.1.5, if the monoid structure is nice enough, then we can fix the immobility

of its inert subgroups. On the other hand if φ is not progressive, we can still fix the filter

but over a different monoid: we move to the free commutative monoid Nd, which eliminates

sinks. Care is needed when constructing a partial order that meshes well the partial order on

M . We let ≺ denote when s � t and s 6= t. Now we are in a position to prove Theorem B.

Proof of Theorem 5.0.4. Since M is finitely generated, there exists d ∈ Z and a

congruence ∼ of Nd such that Nd/∼ ∼= M . Let µ : Nd → M be the induced surjection.

Let �+ be the algebraic partial order on Nd. That is, if s �+ t, then there exists u ∈ Nd

such that s + u = t. Define a ordering �′ on Nd as follows. For s, t ∈ Nd, s �′ t if either

µ(s) ≺ µ(t) or if µ(s) = µ(t), then s �+ t. Since µ is a monoid homomorphism, � a partial

ordering of M , and �+ a partial order of Nd, it follows that �′ is a partial order for Nd.

Define a function
−→
φ : Nd → 2G such that

−→
φ s = φµ(s). Since µ is a monoid homomorphism

respecting the partial orders, it follows that
−→
φ is a filter. Moreover, by construction, im(φ) =

im
(−→
φ
)

. Since every element of Nd is semi-cancellative, it follows that
−→
φ is progressive. Now

apply Corollary 5.1.5 to
−→
φ for the desired result. �

5.3. Finitely generated groups

Throughout, we assume that G is finitely generated, and since we are bringing the as-

sociated Lie ring L(φ) into the picture. Throughout this section we make the following

assumptions on filters φ : M → 2G

(1) φ contains no inert subgroups,

(2) φ has DCC, and

(3) 1 ∈ im(φ).
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Under these assumptions, then, we prove that L(φ) maps onto ∂φ0, a basic requirement

if we are to construct automorphisms from derivations of L(φ). These assumptions force the

composition factors of ∂φ0 to be contained in the composition factors of L(φ). Since L(φ) is

an abelian group and L0 = 0, it follows that ∂φ0 must be solvable.

Lemma 5.3.1. If φ : M → 2G is a filter, then ∂φ0 is solvable.

Proof. Assume via induction that every φs ∈ Bn−1 is solvable. If φs ∈ Bn, then by

definition there exists B ⊆ Bn−1 such that ∂φs = 〈H | H ∈ B〉. By induction, ∂φs is a

product of solvable normal subgroups, ∂φs is solvable. Since φs is an abelian-by-solvable

group, φs is solvable. Since ∂φ0 is a product of solvable normal subgroups, the lemma

follows. �

We refer to [28, Chapter 4] for definitions associated to abelian groups.

Definition 5.3.2. A subset B ⊆ L is a graded basis if

(1) for all b ∈ B, there exists s ∈M such that b ∈ Ls and

(2) for all s ∈M , the subset B ∩ Ls = {b ∈ B | b ∈ Ls} is a basis for Ls.

Lemma 5.3.3. Suppose φ : M → 2G is a filter. If B is a graded basis, then a preimage,

X, is weakly-filtered by φ.

Proof. Suppose φs ∈ Bn − Bn−1. If ∂φs = φs, then by induction 〈φs ∩ X〉 = φs, so

assume φs 6= ∂φs. Since B is a graded basis of L(φ), there exists a unique subset of B that

is a basis for Ls(φ), where s 6= 0. Let Xs be a preimage of this unique subset generating

Ls(φ). Therefore, 〈φs ∩X〉 = 〈Xs ∪ (∂φs ∩X)〉. By induction,

〈∂φs ∩X〉 = 〈〈φu | φu ∈ B〉 ∩X〉 ≥ 〈φu ∩X | φu ∈ B〉 = 〈φu | u ∈ B〉 = ∂φs.
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Hence, for all s ∈M , 〈φs ∩X〉 = φs. �

The above two lemmas basically prove that a pre-image of a graded basis, X, contains a

polycyclic generating set, provided ∂φ0 is polycyclic. We will make this precise in the next

proposition.

Proposition 5.3.4. Suppose φ : M → 2G is a filter where every subgroup of ∂φ0 is

finitely generated. If B is a graded basis, then a preimage X contains a pcgs for ∂φ0.

Proof. By Lemma 5.3.1, ∂φ0 is solvable, and since every subgroup of ∂φ0 is finitely

generated, by Proposition 2.4.3, ∂φ0 is polycyclic.

By Proposition 5.0.6, for all s ∈ M , there exists Is ⊆ I = {t ∈ M | φt 6= ∂φt} such

that ∂φs = 〈φt | t ∈ Is〉. Let Bs = 〈∂φt | t ∈ Is〉. From the filter properties it follows that

∂φs/Bs is abelian. By Lemma 5.3.3, X is weakly-filtered by φ, and by Lemma 4.0.8, X is

weakly-filtered by ∂φ. Therefore, 〈∂φs ∩X〉 = ∂φs, and

〈Bs ∩X〉 ≥ 〈∂φt ∩X | t ∈ Is〉 = Bs.

Define Xs = {x ∈ X | x ∈ ∂φs − Bs}, so 〈Xs〉Bs = ∂φs. Since every x ∈ X comes from a

graded basis B, there exists a subset of X that is a polycyclic generating sequence of ∂φs/Bs.

Since Bs = 〈∂φt | t ∈ Is〉, for each t ∈ Is, there exists It ⊆ I such that ∂φt = 〈φu | u ∈ It〉.

Thus, by induction there exists a pcgs in X for Bs and, hence, for ∂φs. �

By Proposition 5.3.4, there is little work left to do to prove Theorem 5.0.5. We define a

map π : L(φ)→ ∂φ0, since the image of a basis contains a pcgs of ∂φ0, the map is surjective.

Proof of Theorem 5.0.5. Let B be a graded basis of L(φ). Assign some total order

to B so that B is an ordered basis for L(φ). For each x ∈ L(φ) and b ∈ B, there exists unique
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kb such that

x =
∑
b∈B

kbb,

where the sum runs through B in order. For each b ∈ B, let xb ∈ X be the corresponding

preimage of b. Define a function π : L(φ)→ G such that

(10) x =
∑
b∈B

kbb 7→
∏
b∈B

xkbb ,

where the product runs through B in ascending order. By Proposition 5.3.4, {xb | b ∈ B}

contains a pcgs of ∂φ0, so π is surjective. �
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Chapter 6

FAITHFUL FILTERS

In this section, we define some properties we want out of filters to extract information

about automorphisms ofG from derivations and automorphisms of L(φ). Recall the surjecton

π : L(φ) → G from Theorem 5.0.5, c.f. equation (10). The main issue for π : L(φ) → G

not being injective comes down to the fact that (φs − ∂φs)∩ (φt − ∂φt) might be nonempty.

So there exists x ∈ Ls(φ) and y ∈ Lt(φ) that get mapped to the same image in G. This

is problematic in the later sections because we will obtain automorphisms from derivations

δ. If there is such a collision, where g = π(x) = π(y) but x 6= y, then constructing an

automorphism of G from δ requires a choice of where g gets mapped. We address this issue

with the following definitions.

Definition 6.0.1. A filter φ : M → 2G is full if a preimage of a graded basis of L(φ) is

filtered by φ.

Definition 6.0.2. A generating set X ⊆ G is faithful if for each x ∈ X, there exists a

unique s ∈ M such that x ∈ φs − ∂φs. If such a generating set X is also filtered, then X is

faithfully filtered by φ.

We prove the following theorems in this section.

Theorem 6.0.3. Assume φ : M → 2G is faithful and has no inert subgroups and DCC.

If X ⊆ G is filtered by φ, then

(1) φ is full and

(2) every pre-image of every graded basis of L(φ) is filtered by φ.
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Theorem 6.0.4 (Theorem C). If X is faithfully filtered by φ, then there exists a bijection

from L(φ) to ∂φ0 that induces a bijection between the set of graded bases of L(φ) and the set

of pcgs of ∂φ0 that are filtered by φ.

The next lemma is fundamental to the proofs of the above theorems and for the next

section. In essence, if X is faithfully filtered by φ, then the structure of φ is constrained.

Namely, any element x contained in φs ∩φt must also be contained in ∂φs ∩ ∂φt. Otherwise,

x is contained in, say, φs ∩ ∂φt, but since φ has no inert subgroups, ∂φt is generated by

subgroups φu strictly contained in φt. Since X is faithfully filtered, x must be contained in

each ∂φu, and eventually we reach the trivial subgroup as φ satisfies DCC.

Lemma 6.0.5. Suppose φ : M → 2G is a filter, and suppose X ⊆ G is faithfully filtered

by φ. If φs ‖ φt, then φs ∩ φt = ∂φs ∩ ∂φt.

Proof. Since X is filtered, there exists x ∈ (φs ∩ φt) ∩X. Since X is faithful, x ∈ ∂φs

or x ∈ ∂φt. Without loss of generality, suppose x ∈ ∂φt. Suppose, via contradiction, that

x /∈ ∂φs. Since im(φ) contains no inert subgroups, by Proposition 5.0.6, for all u ∈M there

exists Iu ⊆ I = {v ∈ M | ∂φv 6= φv} such that ∂φu = 〈φv | v ∈ Iu〉. In particular, there

exists It ⊆ I such that ∂φt = 〈φv | v ∈ It〉. By Proposition 4.0.6,

∂φt ∩X = 〈φv | v ∈ It〉 ∩X =
⋃
v∈It

(φv ∩X).

Since x ∈ ∂φt ∩ X, there exists u ∈ It, such that x ∈ φu. Since φu is not inert, there

exists Iu ⊆ I such that ∂φu = 〈φv | v ∈ Iu〉 and for all v ∈ Iu, φu > φv. Since X is faithful

and since x ∈ φs − ∂φs, it follows that x ∈ ∂φu. Otherwise x ∈ φs − ∂φs and x ∈ φu − ∂φu,

which cannot happen. Therefore, by the same reasoning as before, there exists v ∈ Iu such

that x ∈ φv. Continue this ad infinitum.
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By Proposition 5.0.6, this stops at B0 = {1}. This implies that x = 1, so x ∈ ∂φs, a

contradiction. Therefore, if x ∈ φs ∩ φt, then x ∈ ∂φs ∩ ∂φt. Since X is filtered,

φs ∩ φt = 〈X ∩ (φs ∩ φt)〉 ≤ ∂φs ∩ ∂φt.

Since φs ≥ ∂φs, the other containment follows. �

From Lemma 6.0.5, we are led to the following definition concerning filters—independent

of generating sets.

Definition 6.0.6. A filter is faithful if for all s, t ∈ M , φs ‖ φt implies that φs ∩ φt =

∂φs ∩ ∂φt.

Note then that if φ is a faithful filter and X is filtered by φ, then X is faithfully filtered

by φ. From the above lemma, faithful filters are highly structured filters. We show that

faithful implies full, provided there exists X that is filtered by φ. The basic argument is that

the image of X in L(φ) will contain a graded basis B of L(φ), and because X is filtered, a

pre-image of B will be filtered as well.

Lemma 6.0.7. Suppose φ : M → 2G is a faithful filter with no inert subgroups and satisfies

DCC. If X ⊆ G is filtered by φ, then φ is full.

Proof. We show thatX induces a graded basis of L(φ). SinceX is faithful, there exists a

function ω : X →M such that if x ∈ X, then x ∈ φω(x)−∂φω(x). Let C = {∂φω(x)x | x ∈ X}.

Since X is filtered by φ, X is filtered by ∂φ by Theorem 4.0.9. Therefore there exists

Xs ⊆ X such that

〈φs ∩X〉 = 〈Xs ∪ (∂φs ∩X)〉 = φs.
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Furthermore, the image of Xs in L(φ) spans Ls(φ). Since X is faithful, this holds for all

s ∈M − 0. Therefore, C spans L(φ).

Let B ⊆ C be a basis for L(φ), and let Y ⊆ X correspond to B. Since Y is a preimage of

a basis B, by Lemma 5.3.3, Y is weakly-filtered by φ.

By definition, (φsφt) ∩ Y ⊇ (φs ∩ Y ) ∪ (φt ∩ Y ). Suppose y ∈ (φsφt) ∩ Y . Then

y ∈ (φsφt) ∩ X = (φs ∩ X) ∪ (φt ∩ X), so y is contained in either φs or φt. Therefore,

y ∈ (φs ∩ Y ) ∪ (φt ∩ Y ), so for all s, t ∈M ,

(11) (φsφt) ∩ Y = (φs ∩ Y ) ∪ (φt ∩ Y ).

For the other equality, note that if φs ≤ φt, then φs ∩ φt = 〈(φs ∩ φt) ∩ Y 〉. Therefore,

we assume φs ‖ φt. By Lemma 6.0.5, φs ∩ φt = ∂φs ∩ ∂φt. Since B0 = {1}, assume that for

all φs, φt ∈ Bn,

φs ∩ φt = 〈(φs ∩ φt) ∩ Y 〉.

Let φs, φt ∈ Bn+1, so there exists S, T ⊆ Bn such that ∂φs = 〈H | H ∈ S〉 and ∂φt =

〈H | H ∈ T 〉. Since φ is filtered, the lattice Lat(φ) is distributive by Proposition 4.0.6. By

equation (11) and induction,

〈(φs ∩ φt) ∩ Y 〉 = 〈∂φs ∩ ∂φt ∩ Y 〉

=
〈
(〈H | H ∈ S〉 ∩ 〈K | K ∈ T 〉) ∩ Y

〉
=
〈
〈H ∩K | H ∈ S,K ∈ T 〉 ∩ Y

〉
= 〈(H ∩K) ∩ Y | H ∈ S,K ∈ T 〉

= 〈H ∩K | H ∈ S,K ∈ T 〉
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= 〈H | H ∈ S〉 ∩ 〈K | K ∈ T 〉

= ∂φs ∩ ∂φt

= φs ∩ φt.

Therefore, Y is filtered by φ. �

6.1. Proof of Theorem 6.0.3

Now we are ready to prove that if X is faithfully filtered by φ : M → 2G, then every

graded basis of L(φ) induces a faithfully filtered generating set of G. This can be turned

into an algorithm to decide if there exists a generating set X that is filtered by the faithful

filter φ.

The following proof uses Noetherian induction, going up the sequence

{1} = B0 ⊆ B1 ⊆ · · · .

This sequence is defined in Section 5. The basic idea is to assume that a pre-image Y of an

arbitrary graded basis of L(φ) is filtered by φ up to some Bn. This is certainly true for B0.

Then for every group φs ∈ Bn+1, ∂φs ∈ Bn. Thus, ∂φs is handled by induction, and all that

is left are quotients φs/∂φs = Ls(φ).

Proof. For (1), apply Lemma 6.0.7. For (2), let B be the graded basis whose pre-image

is filtered by φ (using condition (1)), and suppose B′ is some other graded basis of L(φ). By

Lemma 5.3.3, a pre-image, Y of B′ is weakly-filtered by φ. Suppose that for all B ⊆ Bn,

⋂
H∈B

H =

〈⋂
H∈B

(H ∩X)

〉
and

(∏
H∈B

H

)
∩X =

⋃
H∈B

(H ∩X).
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Let B ⊆ Bn+1, and set ∂B = {∂φu | φu ∈ B} ⊆ Bn.

Then (∏
H∈B

H

)
∩ Y =

(∏
H∈B

H −
∏
K∈∂B

K

)
∩ Y ∪

( ∏
K∈∂B

K

)
∩ Y.

By induction, we only need to show that

(∏
H∈B

H −
∏
K∈∂B

K

)
∩ Y ⊆

∏
H∈B

(H ∩ Y ).

Suppose there exists y ∈ HK∩Y for some H,K ∈ B. Since B′ is a graded basis, there exists

a unique s ∈ M such that y ∈ Ls(φ). Therefore, y ∈ φs − ∂φs. By Lemma 6.0.5, either

y ∈ H, y ∈ K, or y ∈
∏

K∈∂BK. Thus,

(∏
H∈B

H

)
∩ Y =

⋃
H∈B

(H ∩ Y ).

Finally, there exists a subset C ⊆ B such that for all H,K ∈ C, H ‖ K and

⋂
H∈B

H =
⋂
H∈C

H.

By Lemma 6.0.5, if ∂C = {∂φu | φu ∈ C}, then by induction

⋂
H∈B

H =
⋂
H∈C

H =
⋂

H∈∂C

H =

〈 ⋂
H∈∂C

H ∩ Y

〉
=

〈⋂
H∈B

H ∩ Y

〉
.

Therefore, the theorem follows. �

The following example illustrates one instance where a filter cannot have an associated

X that is faithful. In Section 7.1, we show that this issue can naturally arise and one way

to address it. However, it is not known if a method exists in general, see Question 3 in

Section 9.
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Example 6.1.1. Let G be the Heisenberg group over the finite field Fp. Let γ : N→ 2G

be the lower central series, so

G = γ0 = γ1 =


1 ∗ ∗

1 ∗
1

 , γ2 = Z(G) =


1 0 ∗

1 0
1

 ,

and γi = 1 for i ≥ 3. If

X =


1 1 0

1 0
1

 ,
1 0 0

1 1
1

 ,
1 0 1

1 0
1

 ,

then X is faithfully filtered by γ. Moreover, γ is fully faithful.

Let Y = {0, (1, 0), (0, 1)} ⊂ N2, and define π : Y → 2G to be the constant function where

im(π) = {G}. Then the closure, φ = π : N2 → 2G, is realized as

φ(i,j) = γi+j.

Since im(φ) = im(γ) and since X is filtered by γ, X is also filtered by φ. However, X is not

faithful:

G = φ(1,0) = φ(0,1),

Z(G) = φ(2,0) = φ(1,1) = φ(0,2),

1 = φ(3,0) = φ(2,1) = φ(1,2) = φ(0,3) = . . . .

Since G is finite, |L(φ)| = |G/γ2|2|γ2|3. This example applies in more generality to nilpotent

groups of class c. �
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If φ is faithful, ∂φ may not be faithful because there need not exist a faithful generating

set X for ∂φ as illustrated in Example 5.0.1, where the boundary filter contains only inert

subgroups. Essentially, we cannot guarantee that ∂φ has no inert subgroups regardless of

the inertia of φ.

6.2. Proof of Theorem C

To prove Theorem C, we apply Theorem 5.0.5 since we assume φ has no inert subgroups.

Furthermore, we use the fact that elements of a polycyclic group have a unique normal word

with respect to a pcgs. This gives us injectivity.

Proof of Theorem 6.0.4. Let B be a graded basis for L(φ). By Theorem 6.0.3, if X

is a pre-image of B, then X is filtered by φ. From the proof of Theorem 5.0.5, the map the

π : L(φ)→ ∂φ0 given by

x =
∑
b∈B

kbb 7→
∏
b∈B

xkbb

is a surjection.

If X is a pcgs for ∂φ0, then π is injective. Indeed, if

∏
b∈B

xkbb = π

(∑
b∈B

kbb

)
= π

(∑
b∈B

`bb

)
=
∏
b∈B

x`bb ,

then, since X is a pcgs of ∂φ0, for all b ∈ B, kb = `b. Therefore, we prove that X is a pcgs

of ∂φ0.

By Proposition 5.3.4, X contains a pcgs of ∂φ0. Suppose for some x ∈ X, the set X − x

still contains a pcgs for ∂φ0, say {x1, . . . , xn} ⊆ X − x is a pcgs. Then there exists some

unique normal word for x:

x = xe11 · · ·xenn ,
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for integers ei. This implies that there exists S ⊆M such that

x = xe11 · · ·xenn ∈
∏
t∈S

φt.

Since every subgroup of G is finitely generated, we can take S to be finite. Because x ∈

φs−∂φs and x ∈
∏

t∈S φt, we apply Lemma 6.0.5 to obtain a contradiction. Therefore, X−x

cannot contain a pcgs of ∂φ0. Hence, X is a pcgs for ∂φ0 and π is a bijection. �

The crux of Theorem C is not the bijection between ∂φ0 and L(φ), though that is neces-

sary for our purposes. The main point is actually the induced bijection between graded bases

of L(φ) and pcgs of ∂φ0 filtered by φ. This allows us to get a well-defined bijection on ∂φ0

from a linear transformation on L(φ) as graded bases L(φ) induce pcgs of G. Furthermore,

derivations of L(φ) are determined by how they transform a (graded) basis, and from this,

we can construct a function of G. A bijection between L(φ) and ∂φ0 can be accomplished

without the assumptions of Theorem 6.0.4 as the next example shows.

Example 6.2.1. Let V be a Zp-vector space of dimension d and ◦ : V × V � V an

alternating bilinear map. Set

G =


1 u w

1 v
1

 ∣∣∣∣∣∣ u, v, w ∈ V
 ,

using ◦ to define the multiplication in G. Define normal subgroups

N1 =


1 u w

1 0
1

 ∣∣∣∣∣∣ u,w ∈ V
 , N2 =


1 u w

1 u
1

 ∣∣∣∣∣∣ u,w ∈ V
 ,

N3 =


1 0 w

1 v
1

 ∣∣∣∣∣∣ v, w ∈ V
 .
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Using the direct product ordering on N3, let φ : N3 → 2G such that φ0 = G and

φs =


Ni if s = ei,

Z(G) otherwise.

Hence, L(φ) ∼= V ⊕ V ⊕ V , so there exists a bijection between G and L(φ). However, every

pre-image of a basis for L(φ) is not filtered by φ. �

The filter in Example 6.2.2 is an example of a faithful filter with the properties we seek.

There exists X that is filtered by φ. Therefore, φ is full and |L(φ)| = |∂φ0|. In Example 6.2.3,

we show that with more subgroups in the filter we lose some of these properties. This also

illustrates some of the algorithmic challenges of producing an X that is faithfully filtered.

Example 6.2.2. Let G be an extraspecial group of order p2n+1. Therefore, G/Φ(G) is a

Zp-vector space of dimension 2n and Z(G) = G′ = Φ(G) is a Zp-vector space of dimension 1.

Choose some basis {b1, . . . , b2n} for G/Φ(G), and for each bi, let Hi/Φ(G) = 〈bi〉. Therefore,

each Hi is normal in G.

Let M = N2n with the direct product ordering, and define φ : M → 2G such that φ0 = G

and for all s 6= 0,

φs =


Hi if s = ei,

G′ if (∀i)(s 6= ei) and s � e1 + · · ·+ e2n,

1 otherwise.

This filter has a generating set X ⊆ G that is faithfully filtered by φ: let X = {x1, . . . , x2n, z},

where xi is a pre-image of bi and z a nontrivial element of Z(G). Observe that dimZp(L(φ)) =

2n+ 1. Therefore, there exists a bijection between G and L(φ), and furthermore all graded

bases of L(φ) induce a pcgs that is filtered by φ. �

64



We contrast Example 6.2.2 with Example 6.2.3. We construct a faithful filter that is

not full. Moreover, there is no X ⊆ G that is filtered by φ. There are, however, no inert

subgroups, so |L(φ)| ≥ |∂φ0|.

Example 6.2.3. Let G be the same group from Example 6.2.2. There are d =
(
2n
1

)
p

distinct 1-dimensional subspaces of G/Φ(G). Let {c1, . . . , cd} be a collection of vectors

whose 1-dimensional subspaces are pairwise disjoint. Set Hi/Φ(G) = 〈ci〉.

Let M = Nd with the direct product ordering. We will define a similar filter to Exam-

ple 6.2.2: define φ : M → 2G such that φ0 = G and for all s 6= 0, set

φs =


Hi if s = ei,

G′ if (∀i)(s 6= ei) and s � e1 + · · ·+ ed,

1 otherwise.

The filter φ is faithful, but it is not full. To see this, let X = {c1, . . . , cd, z}, where z is a

nontrivial element of Z(G). Although X is weakly-filtered, it is not filtered as a plane has

more than two lines:

(φe1φe2) ∩X 6= (φe1 ∩X) ∪ (φe2 ∩X).

Here, L(φ) ∼= Zd+1
p , which is drastically larger than G. �

6.3. Decompositions within filters

Given the structure theorems from the previous subsection, we see how these influence

the filter on the operators on G, namely ∆φ : M → 2A. Recall, if φ : M → 2G is an

A-invariant filter and A is a group, then we define a new filter on A, where

∆φs = {α ∈ A | (∀t)(∀x)(x ∈ φt =⇒ [x, α] ∈ φs+t)}.
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Throughout we assume that G is an A-group, where A is also a group. Let φ : M → 2G

be a filter with no inert subgroups and DCC. Furthermore, X ⊆ G is faithfully filtered by φ.

Definition 6.3.1. For a fixed s ∈ M , a set Us ⊂ M generates φs if 〈φu | u ∈ Us〉 = φs,

and Us is a decomposition φs if no proper subset of Us generates φs.

Because of Lemma 6.0.5 we prove that if Us ⊂M is a decomposition of φs, then φs splits

into a direct decomposition of φu, for u ∈ Us. More importantly, this direct decomposition

influences the filter on the operators A = Aut(G). In this section, we prove the following.

Theorem 6.3.2 (Theorem D). If φ : M → 2G is an A-invariant filter and Vs ⊂ M

generates φs, for s 6= 0, then there exists Us ⊂M − 0 such that

〈∆φu | u ∈ Us〉/〈∂∆φu | u ∈ Us〉 ∼=
⊕
u∈Us

Lu(∆φ).

First we prove a lemma that will satisfy the existence part of Theorem 6.3.2.

Lemma 6.3.3. If Vs generates φs, then there exists Us ⊂M that is a decomposition of φs

such that for all u ∈ Us, ∂φu 6= φu.

Proof. Suppose there exists u ∈ Vs such that ∂φu = φu. Since φ has no inert subgroups

and has DCC, by Proposition 5.0.6, there exists Iu ⊆ I = {t ∈ M | ∂φt 6= φt} such that

∂φu = 〈φt | Iu〉 and for all t ∈ Iu, φu > φt. Choose a minimal Iu ⊆ I. Set Us = (Vs\{u})∪Iu.

Therefore the lemma follows. �

The proof of the next lemma skates around a structural issue between φ and ∆φ. In

this section, we prove similarities between these filters, but it only goes so far. For example,

if φ0 = φs, for some s 6= 0, then Us = {0} is a decomposition of φs (this happens in, for
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example, the lower central series γ0 = γ1 = G). However, in this case ∆φ0 does not need to

be contained in ∆φs in general.

Lemma 6.3.4. Suppose φ : M → 2G is a filter. If Us ⊆ M − 0 is a decomposition of φs

where for all u ∈ Us, there exists t ∈M such that s+ t = u, then 〈∆φu | u ∈ U〉 ≤ ∆φs.

Proof. Suppose α ∈ ∆φu, for some u ∈ Us. Therefore, there exists t ∈ M such that

s + t = u. For all v ∈ M and for all x ∈ φv, [x, α] ∈ φu+v = φs+t+v ≤ φs+v. Therefore,

α ∈ ∆φs. �

The intermediate step to proving Theorem 6.3.2 is to show that decompositions, together

with Lemma 6.0.5, are really direct decompositions. Therefore if a part of an A-invariant

filter φ : M → 2G decomposes, then that same part of ∆φ : M → 2A filter decomposes.

The following proposition is important in its own right, and gives a general description of

decompositions of groups (e.g. central decompositions).

Proposition 6.3.5. Suppose X ⊆ G is faithfully filtered by φ : M → 2G. If Us is a

decomposition of φs, then

φs/〈∂φu | u ∈ Us〉 ∼=
⊕
u∈Us

Lu(φ).

Proof. Let N = 〈∂φu | u ∈ Us〉. Since Us is a decomposition of φs, it follows that for

all distinct u, v ∈ Us, φu ‖ φv. Fix u ∈ Us. By Proposition 4.0.6, since X is filtered by φ,

Lat(φ) is a distributive lattice. Hence, applying Lemma 6.0.5,

φu ∩N = 〈φu ∩ ∂φv | v ∈ Us〉

= ∂φu〈φu ∩ ∂φv | v ∈ Us − u〉

≤ ∂φu〈φu ∩ φv | v ∈ Us − u〉
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= ∂φu〈∂φu ∩ ∂φv | v ∈ Us − u〉

= ∂φu.

Since φu ∩N ≥ ∂φu by definition, equality follows. Therefore,

φuN/N ∼= φu/(φu ∩N) ∼= φu/∂φu = Lu(φ).

Because φu ∩ φv = ∂φu ∩ ∂φv ≤ N ,

φs/N ∼=
⊕
u∈Us

(φuN)/N ∼=
⊕
u∈Us

Lu(φ). �

6.4. Proof of Theorem D

The next proof follows almost entirely from Proposition 6.3.5, and a key component of

this comes from Lemma 6.0.5. By construction, ∆φ inherits much of the structure of φ. In

particular, if φ is a faithful filter, then ∆φ is also a faithful filter. From this fact, we are

able to prove that there is a direct decomposition, and by Proposition 6.3.5, we obtain our

desired result.

Proof of Theorem 6.3.2. Since Vs generates φs, apply Lemma 6.3.3, to obtain a

decomposition Us of φs where for all u ∈ Us ∂φu 6= φu. Therefore, for all u, v ∈ US, φu ‖ φv.

In addition, suppose α ∈ ∆φu ∩∆φv. By Lemma 6.0.5, for all t ∈M and for all x ∈ φt,

[x, α] ∈ φt+u ∩ φt+v = ∂φt+u ∩ ∂φt+v.

Therefore, α ∈ ∂∆φu ∩ ∂∆φv, so ∆φu ∩∆φv = ∂∆φu ∩ ∂∆φv. Set S = 〈∆φu | u ∈ Us〉 and

N = 〈∂∆φu | u ∈ Us〉. If β ∈ N , then for all x ∈ φt, there exists y ∈ 〈∂φu+t | u ∈ Us〉 such
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that xβ = xy. If α ∈ S and β ∈ N , then for all x ∈ φt,

[x, βα] = x−1xβα = x−1(xy)α = [x, α]yα ≡ [x, α] mod 〈∂φu+t | u ∈ Us〉

as φ is an A-invariant filter. Therefore, if α ∈ S/N , then for all x ∈ φt, [x, α] ≡ [x, α] modulo

〈∂φu+t | u ∈ Us〉. By Proposition 6.3.5,

〈φu | u ∈ Us〉/〈∂φu | u ∈ Us〉 ∼=
⊕
u∈Us

Lu(φ).

Therefore, the statement follows. �

Now we consider an example to illustrate Proposition 6.3.5 and Theorem 6.3.2. We bor-

row an example from [8]: we construct a central product of groups with small genus. By

Proposition 6.3.5, there will be a decomposition in the filter corresponding to the central

product of the groups. The automorphism group of these groups are therefore easily com-

puted from work in [8]. In this next example, ∂∆φ0 is the subgroup of central automorphisms

of Aut(G).

Example 6.4.1. We consider a central product of a genus 2 group with a genus 1 group

(whose centroid is a quadratic field extension), c.f. [8]. Let p be an odd prime with ω a

nonsquare, and set

H = UT
(
3,Zp[x]/(x2 − ω)

)
,

F =




1 b c u v

I2
a

a
I2


∣∣∣∣∣∣∣∣ a, b, c, u, v ∈ Fp

 .

Define an isomorphism θ : Z(H)→ Z(F ) such that
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1 0 u+ vx
1 0

1

 7→


1 0 0 u v

I2
0

0
I2

 .

Finally, let G = H ◦θ F ∼= H × F/〈(x, 1)(1, xθ)−1 | x ∈ Z(H)〉. We will abuse notation and

say that H,F ≤ G; both H and F are characteristic in G.

Let M = N2 be ordered by the direct product ordering. Define φ : M → 2G such that

φ0 = G and for all s 6= 0,

φs =



H if s = e1,

F if s = e2,

Z(G) if s = e1 + e2,

1 otherwise.

If A = Aut(G), then φ is an A-invariant filter.

Since φ0 = G = 〈H,F 〉 = 〈φe1 , φe2〉, by Proposition 6.3.5,

φ0/〈∂φe1 , ∂φe2〉 = G/Z(G) ∼= H/Z(G)⊕ F/Z(G) = Le1(φ)⊕ Le2(φ).
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Chapter 7

EXAMPLES

We first define some standard finite commutative monoids. Not surprisingly, it is easy to

describe all cyclic monoids. Let r ∈ N, s ∈ Z+ (this is the index and period, respectively).

Define a congruence ∼ on N where i, j ∈ N,

i ∼ j ⇐⇒


i = j if i, j < r

i ≡ j (mod s) if i, j ≥ r.

Define Cr,s = N/∼, and note that |Cr,s| = r + s.

Proposition 7.0.1 ([16, Proposition 5.8]). If M is a cyclic monoid, then either M ∼= N

or there exists r, s ∈ N such that M ∼= Cr,s.

The only cyclic monoids where �+ is a pre-order are N and Cr,1. The reason is akin to

why finite fields cannot be (totally) ordered. Of course every monoid has a partial order: let

0 be the minimal element and every pair of nonzero elements are incomparable.

Example 7.0.2. If G is a nilpotent group of class c, then γ : N→ 2G can be defined over

Cc+1,1 instead of N as 1 = γc+1 = γc+2 = · · · . �

This leads to an interesting question about the relationship between congruences of M

and filters φ : M → 2G. In particular, if ∼ is a congruence on M and ∼ is compatible with

φ, i.e. if s ∼ t, then φs = φt, then there exists a new filter γ : M/∼→ 2G defined in a natural

way. In [21], we construct filters over infinite, totally-ordered monoids. In that case, and

more generally, if im(φ) is finite but M is infinite, does there exist a congruence ∼ of M that

is compatible with φ such that M/∼ is a finite commutative monoid?
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7.1. Upper unitriangular matrices

Let UT (d,K) denote the d × d upper unitriangular matrix group over the ring K. Let

G = UT (5, K), for some commutative ring K. The terms of the lower central series can be

easily visualized

G =


1 ∗ ∗ ∗ ∗

1 ∗ ∗ ∗
1 ∗ ∗

1 ∗
1

 , γ2 =


1 0 ∗ ∗ ∗

1 0 ∗ ∗
1 0 ∗

1 0
1

 ,

γ3 =


1 0 0 ∗ ∗

1 0 0 ∗
1 0 0

1 0
1

 , γ4 =


1 0 0 0 ∗

1 0 0 0
1 0 0

1 0
1

 .

We define three more characteristic subgroups

H =


1 ∗ ∗ ∗ ∗

1 0 ∗ ∗
1 0 ∗

1 ∗
1

 , K =


1 0 ∗ ∗ ∗

1 ∗ ∗ ∗
1 ∗ ∗

1 0
1

 , L =


1 0 0 ∗ ∗

1 0 ∗ ∗
1 0 0

1 0
1

 .

Note that H has class 3 and K has class 2.

Let M = C4,1×C3,1, and set e1 = (1, 0) and e2 = (0, 1). We let M be ordered by the direct

product ordering. Define a function π : {0, e1, e2} → 2G, where π0 = G, πe1 = H and πe2 =

K. Set φ = π : M → 2G; the image of φ is plotted in Figure 7.1a. Notice that no generating

set can be strongly-filtered with respect to φ because φ(2,2) = φ(3,1) 6= ∂φ(2,2) = ∂φ(3,1). This

can be fixed by altering φ slightly; see Figure 7.1b. That is, define λ : M → 2G where for all

s ∈ M − {(2, 2), (3, 2)}, λs = φs, λ(2,2) = γ3, and λ(3,2) = γ4. Suppose Eij is a 5 × 5 matrix
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over K with 1 in the (i, j) entry and 0 elsewhere. If X = {I5 +Eij | 1 ≤ i < j ≤ 5}, then X

is strongly-filtered by λ.

0 1 2 3 4
0

1

2

3

G H γ3 γ4 1

K γ2 γ3 γ4 1

L γ3 γ4 1 1

1 1 1 1 1

(a) φ : M → 2G.

0 1 2 3 4
0

1

2

3

G H γ3 γ4 1

K γ2 γ3 γ4 1

L γ3 γ3 γ4 1

1 1 1 1 1

(b) λ : M → 2G.

Figure 7.1. Plots of filters φ and λ.

7.2. An example from the literature

We consider a group examined in [13, Section 12.1] and [21, Section 5]. For a fixed prime

p, we define a p-group G by a power-commutator presentation, where all trivial commutators

are omitted

G = 〈g1, ..., g13 | [g10, g6] = g11, [g10, g7] = g12,

[g2, g1] = [g4, g3] = [g6, g5] = [g8, g7] = [g10, g9] = g13, exponent p〉.

In [21], we defined a filter on N2, with a total ordering; here, we define the same filter, except

over M = C3,1 × C5,1, totally-ordered by the lexicographical ordering. Denote this filter by

φ.

Observe from the presentation that G has class 2 and γ2 = 〈g11, g12, g13〉. The following

subgroups are characteristic

J1 = 〈g1, . . . , g9, γ2〉, J4 = 〈g9, γ2〉,
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J2 = 〈g1, . . . , g5, g8, g9, γ2〉, H = 〈g13〉.

J3 = 〈g5, g8, g9, γ2〉,

The image of φ produces the following characteristic series

G > J1 > J2 > J3 > J4 > γ2 > H > 1.

Using techniques developed in [9], the tensor ◦ : G/γ2 ×G/γ2� γ2 yields more charac-

teristic subgroups. In fact, as ∗-algebras,

Adj(◦) ∼= J o (X(2, p)⊕ S(4, p)).

The simple ∗-algebras X(2, p) and S(4, p) determine new characteristic subgroups:

E = 〈g5, . . . , g10, γ2〉, S = 〈g1, . . . , g4, γ2〉.

Let M ′ = M × N × N, where M ′ is ordered by the direct product ordering. Set T =

{(m, 0, 0) | m ∈ M} ∪ {e2, e3}, and define a function π : T → 2G, where π(m,0,0) = φm,

πe2 = E, and πe3 = S. Let λ = π. If X = {g1, . . . , g13}, then X is filtered by λ, and

X satisfies the distributive property on λ as well. Since X is filtered, we can compute

intersections of subgroups in im(λ) efficiently, so further refine λ to include J1 ∩ E. We

cannot easily plot the refinement of λ as we did in Figures 7.1a and 7.1b, so we display the

lattice of characteristic subgroups in Figure 7.2.
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G

J1

J2
J1 ∩ E

J3

J4

γ2

H

1

S

E

Figure 7.2. The lattice of subgroups in the refinement of λ : M ′ → 2G.
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Chapter 8

LIFTING DERIVATIONS

Recall from Section 2 that if φ : M → 2G is an A-invariant filter and A is a group,

then φ induces another filter, namely ∆φ : M → 2A. In addition, as Theorem 2.8.1 and

Lemma 2.8.4 shows, there exists an injective map D : L(∆φ) → Der(L(φ)). Our goal now

is to reverse this map as best we can. One of the main hurdles is that we cannot explicitly

compute a basis for im(D).

Throughout the rest of the paper, we assume that G is a finite p-group with exponent p,

φ : M → 2G is a characteristic, faithful filter with no inert subgroups, and φ0 = ∂φ0 = G. In

the next subsection, we show that the M -graded structure of L(φ) transfers to Der(L(φ)).

8.1. An approximation of L(∆φ)

In Section 2, we showed how filters φ : M → 2G naturally induce filters on Aut(G),

namely ∆φ : M → 2Aut(G). Here, we show that this extends to a grading of the derivation

ring D = Der(L(φ)). Define

Ds =

{
d ∈ D

∣∣∣∣∣ (∀t)

(
t ∈M =⇒ Ltd ≤

⊕
u∈M

Ls+t+u

)}
& ∂Ds =

∑
t∈M−0

Ds+t.

Proposition 8.1.1. If φ : M → 2G is a filter, then D = Der(L(φ)) is M-graded and as

M-graded rings,

D ∼=
⊕
s∈M

Ds/∂Ds.

Proof. Observe that D0 = D. Fix s, t ∈ M , and let δ ∈ Ds and δ′ ∈ Dt. If x ∈ Lu(φ),

then

x([δ, δ′]) = x(δδ′ − δ′δ) = xδδ′ − xδ′δ ∈
⊕
v∈M

Ls+t+u+v(φ),
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so [δ, δ′] ∈ Ds+t. In particular, [Ds, D0] ≤ Ds, so each Ds is a Lie ideal. Therefore, ∂Ds is a

Lie ideal as well. Suppose s, t ∈M are distinct, and δ ∈ Ds ∩Dt. For all x ∈ Lu(φ),

xδ ∈
⊕
v∈M

Ls+u+v(φ) ∩
⊕
v∈M

Lt+u+v(φ).

Therefore, for all v, w ∈M where s+v = t+w, δ ∈ Ds+v = Dt+w, and in particular, δ ∈ ∂Ds

or δ ∈ ∂Dt since both v and w are not 0. Hence, the statement follows. �

Since L =
⊕

s∈M Ls, there exists a set of idempotents E ⊂ End(L) associated to the

direct decomposition of L, known as an orthogonal frame. That is, for s ∈M , where Ls 6= 0,

there exists e ∈ E such that Le = Ls, e|Ls = 1, and e2 = e. We may also index E by M , so

that for s ∈ M , es is the idempotent associated to Ls. With this, we define a Z-linear map

P : Der(L)→ EndZ(L) via

(12) P : δ 7→
∑
e∈E

eδe.

In the next lemma, we prove that P is actually a Lie homomorphism with kernel ∂D0.

Because P can be computed without computing ∂D0, this enables us to approximate L(∆φ).

Lemma 8.1.2. The Z-linear map P is a Lie homomorphism, and the following is a split

exact sequence of Lie rings, where ι is inclusion,

0 −→ ∂D0
ι−→ Der(L)

P−→ D0/∂D0 −→ 0.

Proof. First we show that the kernel of P is ∂D0. If δ ∈ Ds, for s 6= 0, then for all

e ∈ E , eδe = 0:

Leδe = Ltδe ≤
⊕
u∈M

Ls+t+ue = 0.
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Therefore, δ ∈ ker(P).

Suppose δ ∈ ker(P). If for every e ∈ E , eδe = 0, then there exists s 6= 0, such that

δ ∈ Ds. If, on the other hand, there exists f ∈ E such that fδf 6= 0, then write

∑
e∈E−f

eδe = −fδf.

Since ef = 0 for all e ∈ E − f and f 2 = f , it follows that fδf = 0, a contradiction:

−fδf = −f 2δf 2 =
∑
e∈E−f

feδef = 0.

Hence, ker(P) = ∂D0.

We prove that the image of P is D0/∂D0. Let δ ∈ D0\∂D0, x ∈ Ls, and y ∈ Lt. For

some xs ∈ Ls and x∂ ∈
⊕

u∈M−0 Ls+u, write xδ = xs + x∂, and similarly write yδ = yt + y∂.

Let e, f, g ∈ E such that Le = Ls, Lf = Lt, and Lg = Ls+t. Then,

[x(δP), y] + [x, y(δP)] = [xs, y] + [x, yt] = [x, y] (δP).

Thus, δP ∈ D0. Furthermore, observe that for δ, δ′ ∈ Der(L), δP = δ′P if, and only if,

δ ≡ δ′ mod ∂D0. By definition, P2 = P , so (δP − δ)P = 0. Therefore, δP ≡ δ mod ∂D0,

so P is surjective. �

This implies the next proposition: essentially, DP = 0.

Proposition 8.1.3. Suppose φ : M → 2G is a characteristic filter of G. If P :

Der(L(φ)) → End(L(φ)) is defined as in (12), then the following is a chain complex of

Lie rings

0 −→ L(∆φ)
D−→ Der(L(φ))

P−→ D0/∂D0 −→ 0.
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Proof. By Theorem 2.8.1, LsD ≤ Ds for s 6= 0. Therefore, im(D) ≤ ∂D0 = ker(P).

The proposition follows by Lemmas 2.8.4 and 8.1.2. �

From Proposition 8.1.3 we can efficiently approximate L(∆φ) by ker(P).

Theorem 8.1.4. Suppose φ : Nd → 2G is a filter and L(φ) a K-algebra. There exists a

polynomial-time algorithm that, given L(φ), returns a basis for ∂D0.

Before we prove Theorem 8.1.4, we prove some preliminary results. A key component

of obtaining a basis for ∂D0 are the following problems, which we prove are in polynomial

time.

Problem. DerAlg

Input: The structure constants for the K-algebra A;

Return: A basis for the derivation algebra Der(A).

Problem. GrDerAlg

Input: An Nd-graded K-algebra A;

Return: A basis for the graded derivation algebra Der(A).

It is known that DerAlg is in polynomial time, but we supply a proof for completeness.

Proposition 8.1.5. DerAlg is in polynomial time requiring O
(
dimK(A)2ω log2 |K|

)
basic operations, where ω is the exponent of matrix multiplication.

Proof. Algorithm. Suppose B is a basis for A, and suppose M =
(
m

(k)
ij

)
is the matrix of

structure constants for A, where each entry is a vector in A. For variables xij, set X = (xij).

Solve the linear system XM +MX t = MX , where MX = (mijX).

79



Correctness. Suppose D is a solution to the linear system. For all a, b ∈ A,

(aD)Mbt + aM(bD)t = a(DM +MDt)bt = a(MD)bt = (aMbt)D.

If δ ∈ Der(A), then when written in the basis EndK(A), it also satisfies the linear system.

Timing. If dimK(A) = n, then this requires solving O(n2) linear equations in O(n2)

variables. �

The problem of efficiently constructing a basis for the graded derivation algebra is a vari-

ant of the DerAlg but for Nd-graded K-algebras. Essentially, we require more information

due to the grading on the algebra, and then we compute an intersection of vector spaces

which is done efficiently. The input of an Nd-graded K-algebra A is a basis B for A, a func-

tion τ : B → Nd such that for all b ∈ B, b ∈ Aτ(b), and structure constants M =
(
m

(k)
ij

)
with

respect to B. Therefore, if n = dimK(A) and q = |K|, then the input size of an Nd-graded

K-algebra is O (n3 log q + dn). We choose Nd instead of an arbitrary monoid M so that we

can efficiently decide if for each pair b, c ∈ B, there exists s ∈ Nd such that τ(b) + s = ω(c).

Since we are concerned with computation, M is finitely generated; therefore, there exists a

congruence such that Nd/∼ ∼= M .

Proposition 8.1.6. GrDerAlg requires O(dimK(A)2ω log2 |K|) basic operations, where

ω is the exponent of matrix multiplcation.

Proof. Algorithm. Let B be a graded basis for A and X a generating set for M . Define

a basis for a subspace S ≤ EndK(A) as follows: for each pair b, c ∈ B if τ(c)−τ(b) ∈ Nd, then

include the endomorphism that maps b to c and maps all other basis vectors to 0. Return

D = DerAlg(A) ∩ S.

Correctness. This follows from the definition of a graded derivation.
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Timing. This follows from the fact that DerAlg is in polynomial time, by Proposi-

tion 8.1.5, and computing intersections of subspaces in EndK(A) requiresO(dimK(A)2ω log2 |K|)

basic operations. �

Now we prove that ∂D0 can be computed in polynomial time. To do this, we prove

that we can construct the map P , defined in (12), efficiently. Constructing P amounts to

constructing the idempotents e ∈ E . Since P is a linear map, we can efficiently compute its

kernel and approximate L(∆φ).

Proof of Theorem 8.1.4. Algorithm. Let D =GrDerAlg(L(φ)). For each s ∈

im(τ), construct the idempotent Es ∈ EndK(A). Let C be a basis for D, and construct the

linear transformation P : D → EndK(A). That is, for each δ ∈ C, set δP =
∑

s∈im(τ)EsδEs.

Return a basis for ker(P).

Correctness. This follows from Lemma 8.1.2.

Timing. By Proposition 8.1.6, GrDerAlg uses O(dimK(A)2ω) field operations. Con-

structing the idempotents is done in O(dimK(A)) time, and constructing the map P is done

in O(dimK(A)2+ω) time. A basis for the kernel of P is then returned after O(dimK(A)2ω)

field operations. �

Now that we can compute ∂D0 efficiently, we want to be able to use this information

to aid in the construction of Aut(∂φ0). In the next section, we build off of the work from

Sections 4 through 6 and define bijections α : G → G from derivations δ ∈ ∂D0. Our main

algorithm to construct automorphisms from derivations corrects the bijections α : G → G

so that they are homomorphisms. It is possible that a derivation of L(φ) cannot be lifted

to an automorphism G. In our algorithm in the next section, this will correspond to an

inconsistent linear system.
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8.2. Lifting ∂D0

Let X = {a1, . . . , an} ⊂ G be faithfully filtered by φ : M → 2G. We will also assume

that each Ls(φ) is elementary abelian. Otherwise, ∂φsφ
p
s is a proper, nontrivial characteristic

subgroup of Ls(φ), so refine the filter until L(φ) is a Zp-algebra. Since G is a finite p-group

and G = ∂φ0, X is a pcgs for G by Theorem 6.0.4, up to relabeling.

Let F = 〈x1, . . . , xn〉 be a free group, and define a surjection π : F → G where xi 7→ ai.

Thus, we have the following (polycyclic) presentation

1 −→ R −→ F
π−→ G −→ 1.

Since X is faithfully filtered by φ, there exists a unique si ∈ M such that ai ∈ φs\∂φsi .

Define a function ω : {1, . . . , n} → M such that i 7→ si. Observe that since ∂φ0 = G,

ω(i) 6= 0 for all i.

As X is a pcgs of G, for every g ∈ G, there is a unique normal word

g = ae11 · · · aenn ,

where each ei ∈ {0, . . . , p − 1}. For each i, j ∈ {1, . . . , n}, define Wij ∈ F such that

[ai, aj] = Wijπ is the unique normal word. Similarly, for k ∈ {1, . . . , n} define Wk ∈ F such

that apk = Wkπ is the unique normal word. Define relators:

Rij = [xi, xj]W
−1
ij and Rk = xpkW

−1
k .

Because G is a p-group

R = 〈Rij, Rk | 1 ≤ i, j, k ≤ n〉F .
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With D = Der(L(φ)), let δ ∈ ∂Ds, with s 6= 0. By Theorem 6.0.4, {∂φω(i)ai | 1 ≤ i ≤ n}

is a basis for L(φ), so we can define an endomorphism of F from δ as follows.

Definition 8.2.1. A lift of δ to F is an endomorphism λ = λ(δ) ∈ End(F ) such that

[xi, λ]π = (x−1i (xiλ))π ≡ (∂φω(i)ai)δ mod ∂φω(i)+s.

That is, for 1 ≤ i ≤ n, there exists yi ∈ F such that yiπ ≡ (∂φω(i)ai)δ mod ∂φω(i)+s and

xiλ ≡ xiyi mod R. Therefore, for each i, there exists bi ∈ φω(i)+s such that xiλπ = aibi.

There are many choices for a lift λ of δ: up to choices of ∂φω(i)+s for each i ∈ {1, . . . , n} and

choices of R = ker(π).

Before we start attempting to construct automorphisms from derivations, the following

proposition provides a necessary condition for lifts λ of a derivation δ should it induce an

automorphism of G.

Proposition 8.2.2. If α ∈ ∆φs ≤ ∂∆φ0 and λ is any lift of Dα, then for all i, j ∈

{1, . . . , n}, with t = ω(i) + ω(j) + s, Rijλπ ∈ ∂φt.

First, we prove the following technical lemma. The statement is concerned with words in

G, and the proof applies collection from the left. After proving Lemma 8.2.3, the proposition

follows after a few computations.

Lemma 8.2.3. With the established notation,
(
W−1
ij π

)
(Wijλπ) ∈ φt.

Proof. Suppose Wijπ = ae11 · · · aenn and Wijλπ = (a1b1)
e1 · · · (anbn)en . As a` ∈ φω(`) and

b` ∈ φω(`)+s, it follows that

(a`b`)
e` ≡ ae`` b

e`
` mod ∂φω(`)+s.
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Therefore, for each ` ∈ {1, . . . , n}, there exists c` ∈ ∂φω(`)+s such that

(a`b`)
e` = ae`` b

e`
` c`,

so Wijεπ = (ae11 b
e1
1 c1) · · · (aenn benn cn).

For 1 ≤ u, v ≤ n, set w = ω(u) + ω(v) + s, then

[beuu cu, a
ev
v ] = [beuu , a

ev
v ] [beuu , a

ev
v , cu] [cu, a

ev
v ] ∈ φw

since φ is a filter. We employ a collection on the left, collecting all the aeuu , and at each step,

we apply the formula xy = yx[x, y]

Wijεπ =
(
ae11 b

e1
1 c1

)(
ae22 b

e2
2 c2

)
· · · (aenn benn cn)

= ae11 a
e2
2 be11 c1 [be11 c1, a

e2
2 ] be22 c2

(
ae33 b

e3
3 c3

)
· · · (aenn benn cn)

...

= (ae11 a
e2
2 · · · aenn )W

= (Wijπ)W.

Note that if e` = 0, then c` = 1. If, on the other hand, e` 6= 0, then a` ∈ φω(i)+ω(j)

and b` ∈ φt as φ is a filter and X a pcgs of G. Therefore, when e` 6= 0, c` ∈ ∂φt. Thus,

W ∈ φt. �

Now we prove Proposition 8.2.2.

Proof of Proposition 8.2.2. For each 1 ≤ ` ≤ n, x`λπ = a`b`, so

b` ≡ (∂φω(`)a`)Dα mod ∂φω(`)+s.
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By definition,

(∂φω(`)a`)Dα ≡ a−1` (a`α) mod ∂φω(`)+s.

Therefore, a`b`(a`α)−1 ∈ ∂φω(`)+s, so for 1 ≤ ` ≤ n,

(13) x`λπ = a`b` ≡ a`α = x`πα mod ∂φω(`)+s.

By equation (13) and Lemma 8.2.3, for all 1 ≤ i, j ≤ n,

Wijπα ≡ Wijλπ mod ∂φt.

Since x`πα ≡ a`b` mod ∂φω(`)+s, it follows that for each 1 ≤ ` ≤ n, there exists c` ∈

∂φω(`)+s such that x`πα = a`b`c`. Therefore, modulo ∂φt,

Rijλπ = [aibi, ajbj] (Wijλπ)−1

≡ [ai, aj][ai, bj][bi, aj] (Wijλπ)−1

≡ [ai, aj][ai, bj][bi, aj] (Wijπα)−1

≡ [aibici, ajbjcj]
(
W−1
ij πα

)
=
(
[xi, xj]W

−1
ij

)
πα

= Rijπα.

Since Rij ∈ kerπ, it follows that Rijλπ ∈ ∂φt. �

It is not known if Proposition 8.2.2 is a sufficient condition for derivations that will induce

automorphisms of G. We suspect that this is not the case, see Question 4 in Section 9 for a

brief discussion about this issue.
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Define an overgroup of Aut(G) as follows

Ψ(G) = {α : G→ G | α a bijection, ∀g, h ∈ G, [gα, hα] = [g, h]α}.

Since G is nilpotent, it follows that α ∈ Ψ(G) implies 1α = 1. If G is exponent p, then

Ψ(G) = Aut(G). If G has class 2, then

Ψ(G) = CAut(G)(G/G
′) o ΨIsom([, ]).

We lift derivations to Ψ(G).

Now we describe a method for lifting derivations to bijections in Ψ(G). Let λ be a lift

of δ ∈ Ds ≤ ∂D0. Therefore, λ induces the following map α : G → G where ai 7→ aibi, for

some bi ∈ φω(i)+s. To make α a well-defined function, before evaluating α write g ∈ G in its

unique normal word in terms of the pcgs X. That is, for each g ∈ G, write g = ae11 · · · aenn as

the unique normal word, then

gα = (ae11 · · · aenn )α = (a1b1)
e1 · · · (anbn)en .

Since G is polycyclic, α is a bijection. Let t = ω(i) + ω(j) + s. By Proposition 8.2.2, for all

i, j, we assume that

(14) Rijλπ = [aibi, ajbj]([ai, aj]
−1α) ∈ ∂φt.

Since φ has no inert subgroups, there exists It ⊆ I = {t ∈ M | φt 6= ∂φt} such that

∂φt = 〈φu | u ∈ It〉. Let N = 〈∂φu | u ∈ It〉. By Proposition 6.3.5, the statement in (14) is
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equivalent to the following statement

N([aibi, ajbj]([ai, aj]
−1α)) ∈

⊕
u∈It

Lu(φ).

Since φ has no inert subgroups, by Proposition 5.0.6, for each i, j ∈ {1, . . . , n} there

exists Jij ⊆ I such that

∂φω(i)+ω(j)+s = 〈φt | t ∈ Jij〉.

Given α : G→ G such that

[aiα, ajα]
(
[ai, aj]

−1α
)
∈ ∂φω(i)+ω(j)+s = 〈φt | t ∈ Jij〉,

our goal is to find all β : G→ G such that

[aiβ, ajβ]
(
[ai, aj]

−1β
)
∈ Nij := 〈∂φt | t ∈ Jij〉

or determine that no such β exists. The main thrust in this direction comes from the

next technical lemma, but before stating that, we provide some notation that will be used

throughout to simplify statements.

Notation 8.2.4. For each i, j ∈ {1, . . . , n} define the following.

(1) Ji ⊆ I such that ∂φω(i)+s = 〈φt | t ∈ Ji〉.

(2) Jij ⊆ I such that ∂φω(i)+ω(j)+s = 〈φt | t ∈ Jij〉.

(3) Ni = 〈∂φt | t ∈ Ji〉.

(4) Nij = 〈∂φt | t ∈ Jij〉.

The essence of the following lemma is that given α : ai 7→ aibi, we can determine all

possible β, that are corrections of α, by solving a linear system. If the system is consistent,
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then we can produce a β. However, we prove that all such β come from solving the linear

system. Thus, the linear system is inconsistent if, and only if, no such β exists. The majority

of the content of the proof is proving equivalences of expressions using commutator identities.

Lemma 8.2.5. With the established notation, let β : G → G such that for each i there

exists ci ∈ 〈φt | t ∈ Ji〉 such that ai 7→ aibici. There exists xk ∈
⊕

t∈Jk Lt(φ) such that for all

i, j ∈ {1, . . . , n},

[aibixi, ajbjxj] ((a1b1x1)
e1 · · · (anbnxn)en)−1 ≡ 0 mod Nij

if, and only if, for all i, j ∈ {1, . . . , n},

[aiβ, ajβ] (ae11 · · · aenn )−1 β ∈ Nij,

where [ai, aj] = ae11 · · · aenn , for some 0 ≤ e` < p.

Proof. The forward direction follows by definition. Suppose there exists a function β

such that for all i, j ∈ {1, . . . , n},

[aiβ, ajβ] (ae11 · · · aenn )−1 β ∈ Nij.

We will show that for all k ∈ {1, . . . , n} and dk ∈ Nk, the function β′ mapping ai to aibicidi

satisfies

[aiβ
′, ajβ

′] (ae11 · · · aenn )−1 β′ ∈ Nij.

In other words, we show that

(15) [aibicidi, ajbjcjdj] ((a1b1c1d1)
e1 · · · (anbncndn)en)−1 ∈ Nij.
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Applying commutator formulas, we have that the expression in (15) is equivalent, modulo

Nij to

(16) [di, ajβ][aiβ, ajβ][aiβ, dj] ((a1b1c1d1)
e1 · · · (anbncndn)en)−1 .

First we consider [di, ajβ], the first commutator in (16). Since di ∈ Ni and ajβ ∈ φω(j),

it follows by the filter properties that

[di, ajβ] ∈ 〈∂φt+ω(j) | t ∈ Ji〉 ≤ 〈∂φt | t ∈ Jij〉 = Nij.

Similarly [aiβ, dj] ∈ Nij. Thus, modulo Nij, the expression in (16) is equivalent to

(17) [aiβ, ajβ] ((a1b1c1d1)
e1 · · · (anbncndn)en)−1 .

By the filter properties, if ek 6= 0, then ak ∈ φω(i)+ω(j). Therefore, bk ∈ φω(i)+ω(j)+s,

ck ∈ ∂φω(i)+ω(j)+s, and dk ∈ Nij, provided ek 6= 0. Hence, the expression in (17) is equivalent,

modulo Nij, to

[aiβ, ajβ] ((a1b1c1)
e1 · · · (anbncn)en)−1 ≡ [aiβ, ajβ]

(
[ai, aj]

−1β
)
≡ 0.

Therefore, the lemma follows. �

We summarize we what have done so far. If λ is a lift of δ ∈ Ds, then we assume that

Rijλπ ∈ ∂φω(i)+ω(j)+s by Proposition 8.2.2. Note that if λ does not satify this condition,

then there is no automorphism contained in ∂∆φ0 that induces the derivation δ. The lift λ

induces a bijection α : G→ G where aiα = xiλπ and extended to the unique normal word.

From Lemma 8.2.5, there exists linear equations in L(φ) whose solutions yield functions
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α′ : G→ G such that for all i, j ∈ {1, . . . , n},

[aiα
′, ajα

′]
(
[ai, aj]

−1α′
)
∈ Nij.

Of course, if the linear system is inconsistent, then λ does not induce a homomorphism of

G, and we move onto other derivations. Lemma 8.2.5 is just the base case of the main

algorithm. Next, we generalize Lemma 8.2.5 with Proposition 8.2.7, which allows for a

recursive algorithm.

Now we work to generalize Lemma 8.2.5. All of this continues to greatly depend on

Proposition 5.0.6: for all u ∈ M there exists Iu ⊆ I = {v ∈ M | φv 6= ∂φv} such that

∂φu = 〈φv | v ∈ Iu〉. Since Nij = 〈∂φt | t ∈ Jij〉, for each t ∈ Jij, there exists It ⊆ I such

that ∂φt = 〈φu | u ∈ It〉. Therefore,

Nij = 〈φu | u ∈ It, t ∈ Jij〉 .

Set J2ij ⊂ M such that Nij =
〈
φu | u ∈ J2ij

〉
and for all u, v ∈ J2ij, φu ‖ φv. Similarly, do this

for each Ni, so there exists J2i such that Ni = 〈φu | u ∈ J2i 〉. Thus, for each i, j ∈ {1, . . . , n}

define

N 2
i =

〈
∂φu | u ∈ J2i

〉
N 2
ij =

〈
∂φu | u ∈ J2ij

〉
.

If we continue this we get series for each i ∈ {1, . . . , n}

Ni = N 1
i > N 2

i > · · · > N k
i = 1,
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and for each pair i, j ∈ {1, . . . , n}

Nij = N 1
ij > N 2

ij > · · · > N `
ij = 1.

To have consistent notation, for each i, j ∈ {1, . . . , n} set N 0
i = ∂φω(i)+s and N 0

ij =

∂φω(i)+ω(j)+s. This enables us to generalize Lemma 8.2.5 with the following proposition,

but before we state it, we summarize the notation.

Notation 8.2.6. For each i, j ∈ {1, . . . , n} and for k ≥ 0 define the following. Recall

that I = {s ∈M | φs 6= ∂φs}. Let N 0
i = ∂φω(i)+s and N 0

ij = ∂φω(i)+ω(j)+s.

(1) Jki ⊆ I such that N k−1
i =

〈
φt | t ∈ Jki

〉
.

(2) Jkij ⊆ I such that N k−1
ij =

〈
φt | t ∈ Jkij

〉
.

(3) N k
i =

〈
∂φt | t ∈ Jki

〉
.

(4) N k
ij =

〈
∂φt | t ∈ Jkij

〉
.

Similar to Lemma 8.2.5, the proof of the next proposition is technical. The basic idea

is, given α : ai 7→ aibi, we correct α recursively by solving linear systems. The following

proposition is the induction step and Lemma 8.2.5 is the base case.

Proposition 8.2.7. With the established notation, assume k ≥ 1 and α : G → G such

that for all i, j ∈ {1, . . . , n},

[aiα, ajα]
(
[ai, aj]

−1α
)
∈ N k−1

ij .

Let β : G→ G such that for each i there exists ci ∈ 〈φt | t ∈ Jki 〉 such that ai 7→ aibici. For

all i, j, there exists solutions x` ∈
⊕

t∈Jk`
Lt(φ) to the equations

[aibixi, ajbjxj] ((a1b1x1)
e1 · · · (anbnxn)en)−1 ≡ 0 mod N k

ij
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if, and only if, for all i, j ∈ {1, . . . , n},

[aiβ, ajβ] (ae11 · · · aenn )−1 β ∈ N k
ij,

where [ai, aj] = ae11 · · · aenn , for some 0 ≤ e` < p.

Proof. We prove this by induction, where the base case k = 1 is handled by Lemma 8.2.5,

and therefore, we assume it holds for k − 1. Much of what is left to do comes straight from

Lemma 8.2.5. Using the same reasoning we verify that, when d` ∈ N k
` ,

(18) [di, ajβ][aiβ, ajβ][aiβ, dj] ((a1b1c1d1)
e1 · · · (anbncndn)en)−1 ∈ N k

ij.

Our first task is to show that [N k
i , φω(j)] ≤ N k

ij. By induction, [N k−1
i , φω(j)] ≤ N k−1

ij . For

u ∈ Jk−1i , ∂φu ≤ N k−1
i . There exists Iu ⊆ I such that ∂φu = 〈φv | v ∈ Iu〉. Therefore,

〈∂φv | v ∈ Iu〉 ≤ N k
i . By induction, for all v ∈ Iu, [φv, φω(j)] ≤ N k−1

ij . Since φv 6= ∂φv, it

follows then that [∂φv, φω(j)] ≤ N k
ij. Hence, [N k

i , φω(j)] ≤ N k
ij. Therefore,

[di, ajβ] ∈ [N k
i , φω(j)] ≤ N k

ij [aiβ, dj] ∈ [φω(i),N k
j ] ≤ N k

ij,

and the expression in (18) is equivalent to

(19) [aiβ, ajβ] ((a1b1c1d1)
e1 · · · (anbncndn)en)−1 ∈ N k

ij.

Now we show that if e` 6= 0, then N k
` ≤ N k

ij. By induction suppose that e` 6= 0 implies

N k−1
` ≤ N k−1

ij . In other words, for all u ∈ Jk−1` , ∂φu ≤ N k−1
ij . By Proposition 5.0.6, there

exists Iu ⊆ I such that ∂φu = 〈φv | v ∈ Iu〉. Thus, φv ≤ ∂φu ≤ N k−1
ij = 〈∂φw | w ∈

Jk−1ij 〉 = 〈φw | w ∈ Jkij〉, or more simply, for all v ∈ Iu, φv ≤ 〈φw | w ∈ Jkij〉. Therefore,
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∂φv ≤ 〈∂φw | w ∈ Jkij〉 = N k
ij. It follows then that e` 6= 0 implies N k

` ≤ N k
ij, and thus the

expression in (19) is equivalent to

[aiβ, ajβ]
(
[ai, aj]

−1β
)
≡ 0 mod N k

ij. �

Recall that we assume that |G| = pn and that G has exponent p. Assume φ : M → 2G

is a filter and X ⊂ G is faithfully filtered by φ. We use Proposition 8.2.7 to construct the

following algorithm. Using Notation 8.2.6 we prove the following theorem.

Theorem 8.2.8. There exists a polynomial-time algorithm that, given α : G → G such

that for all 1 ≤ i < j ≤ n,

[aiα, ajα]
(
[ai, aj]

−1α
)
∈ N k

ij,

returns a set of functions A such that for all β ∈ A and for all i, j, ` ∈ {1, . . . , n}

(1) a`α ≡ a`β mod N k
` and

(2) [aiβ, ajβ] ([ai, aj]
−1β) ∈ N k+1

ij .

If ω is the exponent of matrix multiplication, then the algorithm uses O(log3ω |G|) basic

operations in Fp.

Proof. Algorithm. For each 1 ≤ i < j ≤ n, solve the system of equations

[aiα, ajα]
(
[ai, aj]

−1α
)
≡ 0 mod N k+1

ij .

If no solution exists return false. Otherwise, for all solutions c`, for 1 ≤ ` ≤ n, choose a

representative c` and define a function β : G → G such that a` 7→ (a`α)c`. Return the

(possibly empty) set of such functions.

Correctness. Apply Proposition 8.2.7.
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Timing. Let n = log |G|. There are
(
n
2

)
linear equations of the form

[(aiα)xi, (ajα)xj] ((a1α x1)
e1 · · · (anα xn)en)−1 ≡ 0.

Applying commutator identities yields an equivalent equation

[xi, ajα] + [aiα, xj] + [aiα, ajα] ((a1α x1)e1 · · · (anα xn)en)−1 ≡ 0.

For each i, j there are O(n) equations because of terms of the form [xi, ajα]. Therefore, there

are O
(
n
(
n
2

))
equations and O(n) variables. �

Remark 8.2.9. It is not yet known if there is a recursive version of Theorem 8.2.8 where

only one β needs to be selected (or even if a subset of O(log |A|) functions need to be

selected). If this is the case, then there would exist a polynomial-time algorithm that, given

δ ∈ Ds/∂Ds, returns an automorphism induced by δ or returns false if none exist. Since

there are O(log |G|) iterations, such an algorithm would use O(log3ω+1 |G|) basic operations

in Fp, assuming there is an efficient way to choose β.

8.3. Proof of Theorem A

We provide an algorithm to construct ∂∆φ0 from ∂D0. First, we detail an algorithm

to construct ∆φs given s 6= 0 and Ds/∂Ds called DerToAut. We define a function

InducedMap(δ, s) which constructs a lift λ ∈ End(F ) for a derivation δ ∈ Ds and then

returns an induced map α : G→ G. Furthermore, we denote the algorithm of Theorem 8.2.8

with LinearCorrect(α, s, k), where α, s, and k have the same roles as Theorem 8.2.8.

We provide pseudo-code for this algorithm because it is fairly complex, but the spirit of the

algorithm is just recursion.
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Algorithm 1 Derivations to automorphisms

1: function DerToAut(s,Ds/∂Ds)
2: A = ∅; k = 0;
3: for δ ∈ Ds/∂Ds do
4: β = InducedMap(δ, s); Ak = {β};
5: while (|Ak| > 0) and (∀α ∈ Ak, not IsEndomorphism(G,α)) do
6: Ak+1 = ∅;
7: for α ∈ Ak do
8: Ak+1 = Ak+1∪ LinearCorrect(α, s, k);
9: end for

10: k = k + 1;
11: end while
12: if (|Ak−1| > 0) and (∃α ∈ Ak, IsEndomorphism(G,α)) then
13: A = A ∪ {α};
14: end if
15: end for
16: return A;
17: end function

Using the current algorithms, constructing automorphisms from derivations, requires a

purely sequencial approach. Let N0 = ∂φ0 and I0 ⊆ I = {s ∈ M | φs 6= ∂φs} where

N0 = 〈φs | s ∈ I〉 and for all s ∈ I0, N0 6= 〈φt | t ∈ I0 − s〉. Now recursively define

Nk+1 = 〈∂φs | s ∈ Ik〉 and Ik+1 ⊆ I such that Nk+1 = 〈φs | s ∈ Ik+1〉 where for all

s ∈ Ik+1, Nk+1 6= 〈φt | t ∈ Ik+1 − s〉. For s ∈ M , let T(s,Ds/∂Ds) denote the timing of

DerToAut(s,Ds/∂Ds). Tradionally, constructing generators for ∂∆φ0 is done in time

O

 k∏
j=0

∏
s∈Ij

T(s,Ds/∂Ds)

 ,

assuming Nk 6= 1 and Nk+1 = 1. Without Theorem D, the complexity of Theorem 8.3.1

would be

O

 k∑
j=0

∏
s∈Ij

T(s,Ds/∂Ds)

 .

In the following theorem, we prove that the cost of lifting each Ds/∂Ds, for each s ∈ Ij, is

only additive in cost—not multiplicative.
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Theorem 8.3.1. Using the established notation, there exists an algorithm that, given a

characteristic filter φ : M → 2G and X ⊆ G faithfully filtered by φ, returns generators for

∂∆φ0 using O(log |G|) processors. This is done in time

O

 k∑
j=0

∑
s∈Ij

T(s,Ds/∂Ds)

 = O

(∑
s∈I0

T(s,Ds/∂Ds)

)
.

Proof. Algorithm. Construct ∂φ : M → 2G and L = L(φ). Construct a basis for

∂D0. For each j ∈ {0, . . . , k}, determine Ij ⊆ I such that Nj = 〈φs | s ∈ Ij〉 where for

all s ∈ Ij, Nj 6= 〈φt | t ∈ Ij − s〉. For each j ∈ {0, . . . , k} and for each s ∈ Ij, run

DerToAut(s,Ds/∂Ds) in parallel.

Correctness. We have the following series

∂φ0 = N0 = 〈φs | s ∈ I0〉 > 〈∂φs | s ∈ I0〉 = 〈φs | s ∈ I1〉 = N1.

This continues until Nk = 〈φs | s ∈ Ik〉 = 1. By Proposition 6.3.5,

Nj/Nj+1
∼=
⊕
s∈Ij

Ls(φ),

and by Theorem 6.3.2,

(20) 〈∆φs | s ∈ Ij〉/〈∂∆φs | s ∈ Ij〉 ∼=
⊕
s∈Ij

Ls(∆φ).

Applying D to (20) yields
⊕

s∈Ij Ds/∂Ds. Therefore, running DerToAut for each s ∈ Ij

in parallel will return generators for the quotient in (20).
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Because DerToAut is based on correcting bijections α : G→ G, applying DerToAut

to factors like

(21)
⊕
s∈Ij

Ds/∂Ds

will not influence the outcome of other factors (for different j-values). Hence, for each

j ∈ {0, . . . , k}, we can parallelize the factors in (21).

It follows from a corollary of Theorem 6.0.4, that | im(φ)| ≤ log |G|. Since

∂D0 =
k⊕
j=0

⊕
s∈Ij

Ds/∂Ds,

it follows that there O(log |G|) nontrivial factors of the form Ds/∂Ds, where s 6= 0.

Timing. The computational complexity of lifting derivations δ ∈ Ds, where s ∈ I0,

is more expensive than for derivations in Dt, where t ∈ Ij and j > 0. Therefore, the

computational complexity of the algorithm is

O

 k∑
j=0

∑
s∈Ij

T(Ds/∂Ds)

 = O

(∑
s∈I0

T(Ds/∂Ds)

)
. �

Theorem 8.3.1 can be adapted to construct generators for ∆φ0 as well. First we set up

some notation. Let E be the orthogonal frame with respect to the direct decomposition

decomposition of L, see Section 8.1. Set

Aut0(L) =

{∑
e∈E

eαe

∣∣∣∣∣ α ∈ Aut(L)

}
.

In the next lemma, we show that Aut0(L) is a subgroup of Aut(L).

Lemma 8.3.2. Aut0(L) ≤ Aut(L).
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Proof. We only need to prove that for α0 ∈ Aut0(L) for all x ∈ Ls and y ∈ Lt,

[xα0, yα0] = [x, y]α0. Let α ∈ Aut(L). Let xs ∈ Ls and x∂ ∈
⊕

u6=0 Ls+u such that xα =

xs + x∂. Define yt and y∂ similarly: yα = yt + y∂. Set α0 =
∑

e∈E eαe, so

[x, y]α0 = [x, y](es+tαes+t)

= [xs + x∂, yt + y∂]es+t

= [x(esαes), y(etαet)]

= [xα0, yα0]. �

Let Aut∂(L) = {α ∈ Aut(L) | ∀s ∈ M,α|Ls = 1}. By Lemma 8.3.2, the following is a

split exact sequence

1 −→ Aut∂(L) −→ Aut(L) −→ Aut0(L) −→ 1,

where the homomorphism Aut(L) → Aut0(L) maps α to
∑

e∈E eαe. Therefore, Aut(L) =

Aut∂(L) o Aut0(L). Note that α ∈ Aut∂(L) induces a derivation of L via x 7→ xα− x.

Remark 8.3.3. None of the proofs of Lemma 8.2.5, Proposition 8.2.7, or Theorems 8.2.8

and 8.3.1 required s to be nonzero, other than the fact that the subgroup of automorphisms

of G that induce a derivation on L(φ) is exactly ∂∆φ0. Therefore, the proofs can easily

be adapted for s = 0. Thus, Theorem 8.2.8 applies to bijections α : G → G coming from

Aut0(L), and hence Theorem 8.3.1 can be adapted, given Aut0(L). Of course, the real issue

at hand here is computing Aut0(L).

With this, we can construct Aut(G) using Theorem 8.3.1 and Lemma 8.3.2. If we do not

have Aut0(L), then we instead default to
⊕

s∈M GL(ds, p), where ds = dimZp(Ls). Therefore,
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given φ : M → 2G and X faithfully filtered by φ, we construct
⊕

s∈M GL(ds, p) and ∂D0 and

apply Theorem 8.3.1 to both in parallel, which proves Theorem A.
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Chapter 9

FUTURE WORK AND QUESTIONS

There are many directions to go from the work here. One major direction is to develop

efficient algorithms for constructing filters with the various properties from Sections 4–6. It

seems unlikely that there exists an efficient algorithm to produce a faithful filter from a given

arbitrary filter. If there was, then computing the intersection of normal subgroups would be

Turing reducible to such an algorithm. We explicitly state a few questions in computational

directions.

Question 1. Is there an polynomial-time algorithm that returns a filter with no inert

subgroups, given a filter φ : M → 2G for a nilpotent group G?

In order to address Question 1, it seems as though a polynomial-time algorithm for

closures of prefilters is required. On the other hand, a polynomial-time algorithm for closures

is certainly essential for efficiently refining filters, so it is of interest on its own.

Question 2. Is there an algorithm that, given a prefilter π, returns π in polynomial

time?

An answer to Question 2 has applications to computing automorphism groups, but as

we have seen the definition of a filter is not very restrictive. In [21], we give an affirmative

answer in the case when the monoid is totally-ordered. Currently it seems that all prefilters

come from refining a filter. Of course, we should not limit ourselves only to this case, but

presumably Question 2 becomes easier when there exists X ⊆ G for the filter we are refining.

Does there exist such an algorithm for prefilters in this case?
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It seems like there is an efficient algorithm that decides if, for a given filter φ : M → 2G,

there exists X ⊆ G that is faithfully filtered by φ. By Theorem 6.0.3, it seems sufficient to

test if a pre-image of a graded basis is faithfully filtered. However, it is not known if there

is an efficient algorithm that returns a filter φ′ and a set X faithfully filtered by φ′, given a

filter φ, even in favorable conditions.

Definition 9.0.1. A filter ρ : M ′ → 2G refines a filter φ : M → 2G if for all s ∈ M ′,

there exists t ∈M such that ∂φt ≤ ρs ≤ φt.

For the next question, suppose φ : M → 2G is a filter where Ls is elementary abelian

for all s 6= 0, and in addition, there exists Xφ ⊆ G that is faithfully filter by φ. If G is a

p-group, the lower exponent-p series is one example η : N→ 2G.

Question 3. If ρ : M ′ → 2G refines φ, then does there exist a polynomial-time algorithm

that returns Xρ that is faithfully filtered by ρ?

Asserting that ρ refines φ means that intersections between ρs and ρt can be computed

in polynomial time. Thus, when ρ is faithful, it seems that such an Xρ can be efficiently

computed. It may be the case that ρ is not faithful to begin with, and in this case can an

optimal compromise be obtained? Presently, such a compromise is not well-defined and may

never be. Regardless, if ρ is not faithful there seems to be two methods to fix this issue: (1)

refine ρ by including appropriate intersections and (2) remove problematic subgroups. Are

there general ways to address these two procedures?

Now we change directions to the graded derivation ring D = Der(L(φ)). In Theo-

rem 8.1.4, we prove that we can efficiently construct

0 −→ ∂D0 −→ D
P−→ D/∂D0 −→ 0.
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Therefore,

(22) 0 −→ L(∆φ)
D−→ D

P−→ D/∂D0 −→ 0

is a chain complex of Lie rings, c.f. Proposition 8.1.3. Our main question concerns the

homology of the chain complex in (22).

Question 4. Can im(D) be computed efficiently?

A necessary condition for efficiently constructing automorphisms from derivations of L(φ)

is to compute im(D) efficiently. If such an algorithm exists, then Theorem 8.3.1 can be altered

slightly for an exponential speed-up. Indeed, instead of searching through all of Ds/∂Ds, we

need to only consider a basis of an appropriate space inside im(D). This is not enough to

make Theorem 8.3.1 into an efficient algorithm, at least not in its current state.

Related to Theorem 8.3.1 is Remark 8.2.9. The algorithm of Theorem 8.2.8 returns a set

of bijections A that have been corrected one step, given some bijection α : G→ G.

Question 5. Does there exists a computable subset B ⊂ A such that

(1) B can be computed efficiently,

(2) |B| ∈ O(1) (or even |B| ∈ O(log |A|)), and

(3) B has the property that α can be corrected to an automorphism of G if, and only if,

there exists β ∈ B that can be corrected to an automorphism of G?

As mentioned in Remark 8.2.9, this would imply that there is an efficient algorithm to

construct an automorphism of G from a derivation of L(φ). Maybe a more realistic question

is if B is a random subset of A with |B| ∈ O(log |A|), does B satisfy the properties of

Question 5 with high probability? Affirmative answers to Questions 4 and 5 would imply
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that there exists an efficient algorithm to construct ∂∆φ0 given a filter φ : M → 2G and a

set X faithfully filtered by φ.

We end with a more open-ended question about filters with respect to computing auto-

morphism groups: what other kinds of parallel algorithms exist to construct (or aid in the

construction of) automorphisms?
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