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ABSTRACT 

The movement of dissolved solids (in the text also called "salinity") through a reservoir was investigated 
and modeled in this study. It is shown that for a reservoir with a detention time greater than one year, 
the concentration of dissolved solids in the outflow can be modeled by a straightforward linear salt-mix model. 

A review of the thermal stratification pattern of a monomictic reservoir was made to provide an understand­
ing of the mixing and movements of water in storage. Mathematical models which attempt to reflect this pattern 
are reviewed to ascertain their potential for use in a basin simulation model. Unfortunately, their complexity 
and data requirements _make them too cumbersome for the numerous calculations required in a basin study using the 
data generation method. 

Lake Mead, on the Colorado River, was chosen as an example for comparing various techniques of simplifyi~g 
the relationship between quality of inflows, storage and outflows of a reservoir. Water and salt budgets were 
used to verify that inputs and outputs of water and salt had been accounted for during the 1935 through 1968 
historic data period. An attempt was made to model water movement into bank storage by multiple regression anal­
ysis. The elevation of the reservoir surface was found more significant than reservoir storage for estimating 
bank storage . The convolution method was used to solve equations representing ground-water movement adjacent to 
the reservoir. Successful application was hindered by a lack of information about properties of the aquifer. 
However, the general pattern of ground-water movement was satisfactorily reflected. 

Multiple regression analysis was used to find a relationship between the salt concentration of the outflow 
and inflowing salt load and reservoir storage. The results of this approach could predict outflow concentration 
satisfactorily. However, s ince regression coefficients are unique for each specific case, the method is depen­
dent upon having a set of data for parameter estimation. 

Spectral analysis of the inflowing salt load and outflowing dissolved solids concentration was used to 
identify the smoothing effect of storage . The gain function between the inputs and outputs closely approxima­
ted that expected for a completely mixed reservoir. Time series analysis methods were used to isolate periodic, 
time-dependent Markovian, and random components of inputs and outputs of the reservoir system. The resulting 
residual series were inspected by the cross-correlogram and coherence function and were shown to be random pro­
cesses independent of each other. 

For the objective of finding a model which reflects the system well, yet requires minimal numerical cal­
culation, the simple mass balance approach is recommended. This model is acceptable since the gain function 
between inputs and outputs indicates the system is completely mixed, and the concentrations predicted by the 
linea.r mix model compare very well with historic data. 

FOREWORD 

Water quality problems have been compounded in 
recent decades, primarily as the result of increased 
pressure on the environment by various humanactiviti es 
and by population growth. Larger and larger communi­
ties pour more and more waste water into rivers and 
other bodies of water, increasing the concentration of 
dissolved matter in water with time, even when primary 
and secondary water waste treatments have been used . 
An increase of water consumption in producing various 

vii 

industrial products results in more and more chemicals, 
heavy metals, and particularly poisonous substances 
reaching the rivers and other bodies of water. ~todern 
technological processes cannot be conceived without 
the use of large quantities of water. An increase in 
industrial production is usually associated with an 
increase of salinity concentration in water, evenafter 
various water waste treatments have been undertaken. 
Modern agriculture continuously increases the use of 



various chemicals which partly migrate into the natural 
bodies of water. ~lining, tourism, transportation, 
timber harvesting, and other human activities addtheir 
load of dissolved matters by increasing the salinity 
of natural waters. The two major components of social 
developments, namely population growth and the increase 
in standard of living demand larger and larger water 
quantities to be used, with more and more waste re­
turning into the rivers. 

The removal of suspended, floating and bottom 
carried materials in water wastes, is relatively eco­
nomical and is widely practiced. The biological pol­
lutants can be treated in one or another conventional 
manner. However, the removal of excessive dissolved 
solicls from water needs yet to find an economical so­
lution in most cases, especially for those users who 
cannot absorb a high unit price of water. Therefore, 
the control of water pollution resulting from increased 
salinity concentrations is attractive onl y if done by 
less expensive means in comparison with the direct re­
moval of dissolved solids from tho water (tertiary 
treatment of waste water). Natural river flows fluc­
tuate highly in time, especially from season toseason, 
and from year to year. In contrast, the fluctuations 
of the total quantity of dissolved solids oscillate in 
a much narrower range either from season to season or 
from year to year . As a consequence , the dry season 
river flows are usually under the heaviest pollution 
pressure of salinity concentra·tion. 

While the average concentration of dissolved 
sol ius in the total water flow of a longer period is 
usvally low and acceptable for most users, t he case is 
different for the prolonged seasons of l ow flows. A 
standard threshold for dissolved sol ids concentration 
often makes the water use unacceptable to many users 
for months . As a consequence, the flow regulation by 
reservoirs and by other bodies of water represents an 
attractive and economical approach for solving water 
quality problems by control of salinity concentration. 
This is particularly true in case of multiple-purpose 
reservoirs with the sharing of reservoir costs by all 
partici pants in the benefits of this type of reser­
voirs. The reservoir solutions to high salini·ty prob­
lems are attractive when the water of high and low in­
flows into reservoirs are sufficiently mixed before it 
leaves the reservoir. In general, the higher the ratio 
between the aver age reservoir water volume and the 
average annual water inflow, and the smaller the ratio 
between the highest and the lowest inflows, the more 
evenly the concentration of dissolved solids in reser­
voir outflows is distributed through the year. 

Problems related to effects of stor age reservoirs 
on quality of outflowing water, and to distributions 
of sal inity concentration inside the reservoir at any 
time, are inherent to any systematic approach to de­
creasing the concentration of dissolved matters in 
water. This is true at present, and will be more so 
in the future . Attempts have been made and approaches 
developed to study these problems by using theories of 
diffusion, de~sity currents, convective vertical move­
ments, water exchange between the underground and sur­
face parts of the reservoir, evaporation , and similar 
processes of hydraulics and hydrology: in order to 
explain and/or to predict the water salinity concen­
tration downstream of reservoirs. While the classical 
principles of fluid mechanics and hydraulics have been 
successful in explaining various processes occurring 
in reservoirs, they have been less effective in pre­
dicting the water quality of reservoir outflows over 
periods of several years . 

The Ph.D. dissertation by Dr. John Hendrick, pre­
sented in this hydrology paper, shows how systems anal­
ysis in the form of input-response-output approach can 
be used to investigate the quality of outflows from 
reservoirs, particularly for predictive purposes. Be­
cause the Lake Mead on the Colorado River was well ob­
served for many yeat:s for both water quantity and water 
quality of inflows and outflows, it has been used as 
an example of the methodology developed, based on a 
system analysis approach. The potentials of classical 
approaches for modelling salinity concentration of 
reservoir outflows have also been investigated in this 
thesis. 

It is logical ·to expect that a complex problem, 
like the effects of reservoirs in general and their 
type of operation in particular, on salinity of out­
flows cannot be solved uniquely by using any simple ap­
proach of fluid mechanics. Neither the use of bl~ck· 
box or gray-box approaches of systems anal ysis may be 
effective in accurately predicting the effects of new 
reservoirs on water quality, before they have been 
built and operated for sometime . It seems that only 
the combined approach, by using the classical deter­
ministic hydraulic laws of water mixing and moving 
processes in lakes and reservoirs and the input-re­
sponse-output systems analysis, applied to a suffi ­
ciently large number of existing reservoirs, can lead 
to methods which could reliably predict the effects of 
new reservoirs on water quality. Because most new 
reservoirs have multi-purpose objectives t o serve, the 
computation of the smoothing of salinity concentration 
of reservoir outflows should bo of such an accuracy 
that an equitable allocation of costs and acompromised 
reservoir operat ion method can be reliably determined. 
Any advanced method of computing these effects and in­
troducing the results of this method into the benefit­
cost analysis of a new reservoir as well as the devel­
opment of opera 'tiona.! rules or optimhation techniques, 
represents a welcome contribution. 

The results of the thesis work by Dr. John 
Hendrick should be viewed as a contribution in a long 
process of improvements bit by bit in techinques to be 
available for predicting the water quality of reservoir 
outflows, and in using the reservoirs for the aba'temont 
of water pollution in case of a high concentration of 
dissolved sol ids i n low r iver flows. 

The research presented in this paper is a combined 
effort by U. S. Bureau of Reclamation, which supported 
Dr. Hendrick's work for a year, and Colorado State 
University, by suppot:ting Dr. Hendrick for two years 
as a Ph.D. graduate research assistant and by providing 
advice and guidance, both through the National Science 
Foundation grants "Stochastic Processes in Hydrology", 
No. GR-11444 and "Stochastic Processes in Water Re­
sources", No . GR- 31512X. 
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CHAPTER I 

INTRODUCTION 

1.1 Background 

Water quality behavior in reservoirs has re­
ceived increased attention in recent years. This re­
sulted from several factors including current environ­
mental concern , quality degeneration by greater water 
usage, and earl ier neglect of water planners to evalu­
ate the impact of development and use on water quali­
ty. Of the numerous indicators of the materials 
present in water, salinity is of primary concern in 
the southwestern United States and is the major con­
cern of this study. In moist climates such as those 
of the Pacific Northwest or eastern United States a 
good water supply and low evaporation rates do not 
create serious salinity problems. In the arid and 
semi-arid southwestern states of lesser rainfall, vir­
tually a ll the water supply is in demand. High evapo­
ration rates, consumptive irrigation use, and salts 
leached by irrigation collectively create a major 
water quality problem. The Environmental Protection 
Agency (19:1)1 in a report of the Colorado River Basin 
Water Quality Control Project states that "Salinity is 
one of the most serious water quality problems in the 
Colorado River Basin." This E.P.A. report also dis­
cusses specific alternatives for managing dissolved 
solids in the Colorado River Basin to alleviate the 
adverse effects of high salinity. To properly evalu­
ate salinity changes resulting from future land and 
water use patterns, reservoi r operation management, 
irrigation management, salt load reduction, and pro­
grams for water supply augmentation, planners need 
tools for accurately estimating the quality of water 
in a basin under a wide variety of conditions. 

1.2 Need for Reservoir Salinity Mode ls 

As indicated by Kriss and Loucks (31), abundant 
literature is already available related to analyzing 
water resources systems. The traditional river basin 
analysis has been based upon water quantity until in­
terest provoked development of techniques for evalua­
ting costs and benefits of water quality . However , 
when water qual ity is included as an important sys­
tem parameter, the availability of analysis techniques 

decreases. This is unfortunate since the Federal 
Water Quality Act of 1965 encourages water quality 
consideration in river basin planning by authorizing 
grants when this aspect is included. 

One problem of water quality modeling is evalua­
ting the response of the system for given initial 
states and input conditions. Although much effort has 
been expended on elaborate models of dissolved oxygen 
and temperature systems, salinity has been assumed 
conservative and modeled by a mass budget. In gener­
al, this approach is acceptable since it is intuitive­
ly appealing, fits many real situations well, and is 
fairly simple. 

One important facet of a basin salinity model is 
the movement of dissolved solids through a reservoir. 
Refined models are needed which can predict the effect 
of storage on downstream quality as inflows to the 
reservoir and operation of the system vary. Hopeful­
ly, this study provides insight and technical tools 
for modeling salinity in a water resources system. 

1.3 Objectives and Scope 

The broad goals of this study are to investigate 
the general behavior of reservoir salinity and compare 
several methods of quantitatively modeling this phe­
nomenon. The research was planned to provide immedi­
ately usable methods for predicting the concentration 
of dissolved solids in reservoir outflows based only 
on characteristics of the inflow of the state and the 
system. It was desired to develop a reservoir salini­
ty model which would require minimal computer storage 
and time for inclusion in multi-year simulation 
studies of basins comprised of several reservoirs. 

The study was limited to conservative dissolved 
materials in water such as total dissolved solids, 
salinity, salt, and inorganic dissolved solids passing 
through a reservoir which has a single annual overturn. 
Data on a monthly time basis was used for model param­
eter estimation and validation. The modeling tech­
niques applied include regression, time series anal­
ysis, convolution, and mass balance. 

Numbers in parentheses refer to ent ries in the bibliography. 



CHAPTER II 

GENERAL MODEL FOR SI~IDLATING SALINITY THROUGH A RESERVOIR 

2.1 Introductory Remarks 

This section describes the overall system ,nod­
eled, discusses criteria the model must meet, and 
provides a perspective for judgil.g various system 
formulations. The models investigated in this study 
are largely judged on their ability· to form an in­
tegral part of an entire basin simulation. The need 
for using simulation-type models is quite clear to 
planners who are asked to describe a system whose 
states and inputs are largely stochastic processes 
measured only for a relatively short duration or with 
limited data. This sample trace of input history may 
no longer be considered adequate for evaluating future 
system outputs. The simulation (sampl e generation, or 
Monte Carlo) approach attempts to represent the sta­
tistical properties as estimated by analysis of the 
historic data . Once the structure of the time series 
is uncovered and mathematically described, the planner 
has a new tool for extending his alternative inputs 
beyond the narrow sample of the historic data. He 
also may vary the model parameters to objectively in­
spect the behavior of the system under new conditions. 

The discussion above can be clarified by appli­
cation to the reservoir system sketched in Fig. 2.1 . 
For this formulation the time series s.uch as flows, 
salinity loads, sediment loads, evaporation, and salt 
gains and losses provide inputs to the reservoir body 
proper. This system can be broken into input time 
series and the reservoir itself . All inputs to the 
system may be represented as stochastic , determinis­
tic, or deterministic-stochastic processes. They may 
be structured from historic data or modeled to reflect 
future conditions such as increased water diversions 
and usage, changes in sal t loading patterns, flow aug­
mentation, and weather modification. The reservoir 
itself encompasses the processes of storage of water 
and dissolved salts, their movements, and the internal 
mixing from the location of measured inputs to a sam­
pling point below the outlet. ~1odeling the response 
and output from the reservoir is the main topic of the 
present study. 

Several subjective criteria should be considered 
before a model is constructed. Simplicity is one of 
the most important. It is not difficult to envision 
the advantages of a simple model . Consider a water 
resources system involving several reservoirs. Analy­
sis of this system could require updating the outflow 
quality of each reservoir at every time increment. A 
basin wi th five reservoirs run for a simulation period 
of SO years on a monthly time step would require 3,000 
calculations of reservoir quality. A planner using 
the data generation method would undoubtedly like to 
perform several of these 50-year simulations for each 
set of basin plans. The cost of running such a model 
will obviously become exorbitant if the calculation 
time for one time step is on the order of even one 
minute. The advantage of a very simple model should 
be clear . 

The time and space scales of the problem being 
modeled are also important. For example, a model con­
structed to provide information on a yearly basis 
would not require detailed analysis of seasonal, mon­
thly, or daily events . On the other hand, a model 
might be required to reflect events which change sig­
nificantly in minutes or hours. One model would not 

2 

be satisfactory for both cases . The time interval of 
the model should match the need for information re­
quired to solve the problem. Since the monthly time 
step is frequently chosen for basin simulation models, 
it will be used in this study. 

Spatial variations of a quantity also play a maj­
or role in model appraisal. Problems such as deter­
mining the distribution of a waste near a sewage out­
fall or the t emperature profile near a reservoir out­
let require "n-ear-field" models utilizing short dis­
tance increments . "Far-field" problems are those 
which require modeling the variation of a quantity 
over a long distance such as several miles. The 
change in salinity of a river as it flows from its 
headwaters to its mouth hundreds of miles away 140uld 
typify this spatial scale. The models resul ting from 
this study will be required to reflect the change in 
water quality over the entire length of a reservoir . 
They will not be expected to produce information over 
short spatial distances. The importance of these cri­
teria will become evident as the study progresses . 

The next section introduces the structure of the 
input time series i n more detail, while the last sec­
tion discusses specific methods of attacking the prob­
lem of transferring salinity through the reservoir. 

2 . 2 Time Series Representation of Inputs 

The general structure of the hydrologic and water 
quality time series comprising the various inputs to a 
reservoir can be represented by a sum of deterministic 
(periodic) and stochastic components. These terms can 
be expressed as 

xt = m, + st · £t 2 . 1 

in which m, may be a periodic mean and s, a peri­
odic standard deviation. Both may be a sum of sinus­
oidal terms taking the general form 

m 
DT = L c. cos (w.T +e.). 2.2 

j=l J J J 

The stochastic component, Et , may be efther complete­
ly random or a sum of autoregressive and random terms. 
It can be represented by a kth order .linear Markov 
model. 

2.3 

an with aj the autoregressive coefficients and ~t 

independent stochastic component. The first-order 
Markov model often provides a good measure of depen­
dence in hydrologic processes. Equation 2.1 then be-
comes 

m + s 
T '( 

- r 2 
1 

2 . 4 

with r 1 the first serial correlation coefficient. The 
model selected for final use depends upon the struc­
ture of the data set and results of tests for signifi­
cance of the various components. 



INPUTS 

Mainstem 

Sediment ~ t 
Flow ~ t 
Dissolved 

Solids 

Chemical 
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I 
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Mass of salts 

.' 

OUTPUTS 

Flow ~ 
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~~--------~r--J 

Tributary 

Flow ~t 
Bank 
Storage 

Pig. 2.1 Schematic representation of a reservoir system. 

This model theoretically can duplicate any his­
toric data set by incorporating an ~limited number of 
the parameters, Cj , Wj , Sj , and aj. However, its 
main value is in economizing on the number of parame­
ters required to maintain the properties of the his­
toric sample. Once the structure is ascertained and 
model parameters estimated, the planner has the power 
to generate an infinite number of sequences of a given 
size representing potential events. 

Some very valuable aspects of the model of Eq. 
2. 1 should be mentioned. First, the effect of con­
trol s or management can be eas ily added. If, for 
example, a flow augmentation program is anticipated, 
the change could be simulated by increasing the mean 
or amplitudes of periodic components of the original 
flow and operating the basin model under projected 
conditions. A salinity reduction program could be 
evaluated by reducing means or altering amplitudes of 
the dissolved solids component. The manipulation of 
the input structure is limited only by the anticipa­
tion of new conditions and the desires of the user. 

The second asset of the simulation method is that 
by investigating the system response to an array of 
input traces instead of only one historic sequence, a 
wider range of events and sequences can be sampled. 
This provides the modeler with a broader base of re­
sults to aid him in decision making. It should not be 
const rued that this method is able to "predict the 
future."· It does not. It does give t he user the 
power to inspect the distribution of possible outcomes 
resulting from assumed future conditions. 

2.3 Methods of Modeling Salinity Transport 

As will be shown later, even though the stochas­
tic time series analysis does not have a long history 
of practical hydrologic applications , the methods and 
theory are available in the literature for immediate 
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use. However, a reservoir salinity model has not been 
adequately developed and applied for simulation pur­
poses. 

The problem centers around finding mathematical 
relations between the system states and iJlputs such 
that outputs can be re liably estimated. A system model 
capable of transforming the inputs into the outputs 
without knowledge of the internal workings is con­
ceived as a "black box." This approach has the advan­
tage of relatively uncomplicated mathematical struc­
ture and may offer savings in computer time and stor­
age. The development and application of the model may 
depend on historic data for parameter estimation. 
Since any model is only an abstraction of a physical 
process, selection of its form is largely up to the 
experience, knowledge , judgment , and criteria of the 
modeler. 

A second direction of modeling is to explore the 
system properties and internal mechanisms and describe 
them by differential equation. This requires inti­
mate knowledge of hydrodynamic movements and diffusion 
processes as well as methods and data for estimating 
the parameters relating the model to specific situa­
tions. Many investigators find this approach satis­
factory since it gives the impression of explaining 
the physical process more completely and provides an 
intuitive sense of security. The feeling alluded to is 
that the basic principles of physics and chemistry 
when appropriately applied are infallible and are, at 
least, better than the nebulous black box type of 
model. 

Determining which approach to follow was one of 
the major dilellllllas encountered in this study. The 
problem was attacked by reviewing reservoir quality 
models and general techniques of analyzing water re­
sources systems. The first step, covered in Chapter 
3 , was to investigate the mechanism of reservoir 
stratification and circulation to provide a basis for 
judging potential model formulations. 



CHAPTER III 

RESERVOIR STRATIFICATION fu~D MIXING 

!~hen approaching a new problem with limited 
knowledge abou·t t he phenomenon under consideration, 
building up understanding of the system behavior i s a 
valuable beginning . If t he basic mechanism is under­
stood , models can be selected to reflect the salient 
aspeccs and represent better the input to output 
transfer . This chapter presents a qualitative de­
scripcion of the internal mechanism of reservoir mix­
ing, strati fication, and circulation . Although some 
fundamental aspects are first reviewed, the r esul ts 
are essential for understanding the more compl ex pro­
cesses described l ater. Knowledge of the system's 
behavior will al so provide ins i ght into the credibil­
ity and limitations as wel l as advantages of various 
model forms. 

3.1 Density of Water 

The main factor controll ing stratification in a 
body of water is density . A discussion of t he param­
eters involved i s prerequisite to understanding water 
movement in a reservoir or lake. The effects of four 
parameters--temperature, dissolved solids concent ra­
t ion, suspended material , and compressibility of water 
--are summarized below. 

1 . Temperature. Temperature has a nonlinear 
effect on density. Maximum density occurs at approxi­
mat~ly 39°F (4°C) . The change in density per unit of 
temperature varies wi th temperature. \'later becomes 
less dense not only with an increase i n temperature 
above 39°F (4°C) but also with a decrease below 39°F. 
The f ollowing equation from Til ton and Tayl or (55) may 
be used to calculate density (PT' g/cc) as a function 
of temperature (T, •c). 

P _ l _ { ( (T- 3.9863) 2] (T • 288.9414)} 3 .1 
T - 508929.2 (T + 68.12963) 

2. Dissolved Sol ids - Conductance. Water of a 
consistent makeup of ionic constituents usually dis­
pleys a high degree of linear dependence between total 
dissolved solids concentration (Cs) and specific elec-

trical conduct ance (K). The slope and inter cept of 
the relationship are not the same for every r eservoir 
or stream. From chemical analysis data on Lake Mead, 
for example, a l east squares estimate of parameters 
gave the relationship 

c s 
17.48 + 0.684 K 3.2 

Since specific ions have different atomic mass units, 
the sum of dissolved soli ds obtained from a conductiv­
i ty relationship does not define the dissolved materi­
al adequat ely to exactly determi ne density. Even if 
the exact ionic composition were known, density could 
not be easily determined since the molecular structure 
of dissolved materials in a solution of several ions 
is difficult to quantify. 

An empirical curve published in a report by 
Leifeste and Popkin (34) indicates a gain of approxi­
mately 0 . 0008 gl ee in density for 1,000 mg/1 dissolved 
solids. This is fai rly consistent with published den­
sities of similar solutions (7). The relationship 
6p, = 8.0 x l o-7 x C was adopted f or use in this i l-
lu~!ration. 5 
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3. Silt or suspended load. Densi ty of water 
cont aining undissolved but suspended sediment material 
can be computed quite easily assuming a sediment spe­
cific gravity of 2.65. The equatiop used was given by 
Davis and Wark (11) 

\'1 = 10021.8 
160.6-P 

SW 
3.3 

wi th W the specific weight, and P
5
w the percent of 

sediment by weight in the water-sediment mixture . 
From this, density may be calculated by di vidi ng the 
specific weight by 62.4. 

4 . Compressibility. As water descends i t is 
subject to increasing hydrostatic pressure and in­
creases i n density due to compressibility . The coef­
f icient of volumetri c contraction (7) is 50 . 0 x 10-6 
(unit volume/atmosphere) at l0°C (50°P). 

By the definition of density, 
mass 

P = volume · 3.4 

Using a volume of 1 cubic centimeter i nitially, t he 
volume at any pressure (in atmospheres) is 

v 3.5 

wher e P is the pressure in atmospheres, Cv is the co­

efficient of compression, and V
0 

is one cubic centi ­
meter. 

When these parameters are put i nto Eq . 28 with 
unit mass, the expression for density becomes 

3.6 

Since one atmosphere equals 33.9 feet of water depth, 
a relationship between depth and densith can be found . 

Density was plotted in Fig. 3.1 for a l l four of 
the above factors over the range anticipated in r eser­
voir environments . Figure 3.1 clearly indicates that 
the effects of compression and dissolved solids (or 
conductance) are minor compared to the percent of silt 
and to t emperature. For water wi th less than 0.1 per­
cent silt, temperature is the predominating factor. 
Suspended si lt could outweigh t he effect of tempera­
ture only under conditions of concentration higher 
than those found in the main portions of a lake or 
reservoir . Warm water overlying cool er water is less 
dense and tends to retain its position. 

3. 2 Stratification in ~1onomictic Reservoir 

A deep lake or reservoir in a climate where m~n~­
mum water t emperatures do not fall below 4°C provides 
a general case for discussion of stratification . 
Prior to spring, the reservoir is uniformly mixed at 
its minimum temperature. As solar r adiat ion warms t he 
upper layers, they become less _dense and a thermal 
gradient develops. Mixing from wind action and lower 
surface temperatures due to evaporation and noccurnal 
cooling transports heat downward, warming the water 
below the surface . As this progresses, the typical 
stratified pattern emerges . 



0 
0 0 

o.oos 

400 
0 l 

100 
0 4 

1100 
0 6 

1600 
0 8 

2000 Condu.c unc•, tllllhos 
1 0 Percent silt 

O.OCM 

0.003 

0.002 

0 

~ 
0. 001 

l 
:;-

j o.ooo 

~ 

0 . 
i 
0 

• 0.001 

· 0.002 

- 0.003 

· 0.004 

&o / 
/ 

'\ 
Perceu sil t 

v 
I 

/ Co..t. t&Deo 

\ 

~ --::::::::. .-!---: ~ - =--- Depth ---- ---- ---

~ 

0 
40 

100 
so 

~ Tnpera uro 

i\ 
100 

6Q 
lOO 

70 

\ 

i\ 
400 
ao 

SOO Depth, ft. 
90 Tnperatute 

•r 

Fig. 3.1 Effect of silt , conductance, hydrostatic 
pressure (depth) and temperature on the den­
sity of water. 

The upper layer or epilimnion is distinguished by 
fairly well-mixed warmer temperatures and daily circu­
lation whereas the lower layer, or hypolimnion, is 
colder and fairly undisturbed. The two zones are sep­
arated by a region of rapid temperature change called 
the thermocline and defined by Hutchinson (23:428) as, 
" . .• the plane of maxi mum rate of decr ease in tempera­
ture .. . " The region (as opposed to plane) between the 
hypolimnion and epilimnion is termed the metalimnion. 
If in a relatively shallow lake the wind-induced cur­
rents are sufficient t o completely mix the entire body, 
the water mass is termed homiothermal and can be con­
sidered an epilimnion . In a deep lmke the thermal 
stratification pattern further develops during the 
summer, roaching its most pronounced pattern in early 
fall . Cooler air reduces the temperature of surface 
water during the fall. It then becomes denser and 
sinks until a depth of similar density is reached. 
The process continues through late fall and wint er un­
til the minimum surface temper atures and maximum den­
sities have been reached and the turnover is complete. 
This mixing will include water near the bottom of the 
reservoir only if the wi nter sur face. temperatures are 
sufficiently low to make the descending water dense 
enough to penetr ate the lower hypolimnion. As spring 
a~proaches, the reservoir begins another stratifica~ 
t~on cycle. Figure 3.2 illustrates this seasonal pat­
tern. 

The above discussion is applicable to water 
bodies whose minimum temper ature is above 4°C. If 
colder temperatures are produced, the body may be 
dimictic or experience two overturns , one i n the fall 
and one in the spring. In this instance the winter 
stratification is inverse, with colder (but less dense, 
since it is less than 4"C) water near the surf ace . 
This phenomenon generally occur s i n western North 
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Fig. 3.2 Typical monomictic reservoir stratification 
patt ern showing changes in profiles of water 
temperature. 

American lakes farther north than about 40"N . lati­
tude. South of this latitude dimictic lakes ar e less 
likely and would be expected only at high altitudes. 
Here the monomictic type is most common. Because of 
randomness of climatic variables, the same lake in a 
transi tional region may display monomictic properties 
one year and dimictic properties in another. 

3 . 3 Circulation in a Large Monomictic Water Body 

The following discussion typifies the movement of 
water in a large monomictic reservoir where the maxi­
mum stream temperature is similar to the maximum res­
ervoir surface temperature, and the minimum stream 
temperature is the same or less than the minimum res­
ervoir temperature. The pattern of inflows and circu­
lation illustrated in Fig. 3.3 shows the movement of 
dissolved materials through the reservoir. 

After completion of the fall turnover, the reser­
voir water is mixed more than at any other period. 
Relatively uniform horizontal and vertical temperature 
and salinity gradients typify this state. During this 
period the major water movement is vertical rather 
than horizontal. In the winter period sho~~ in Fig. 
3 . 3, the inflow rate is low and contains a high dis­
solved solids concentration. This inflow accumulates 
with the water of high concentration from the fall and 
slowly migrates towards the outlet. As spring ap­
proaches, runoff becomes greater from snowmelt and 
spring precipi tation and reaches its l owest salt con­
centration of the year. This is also the period of 
greatest load entering the reservoir due to high flows 
as shown during May and June in Fig. 3.3. Water trav­
eling in a stream in springtime responds more rapidly 
to solar heating than the larger mass of the reservoir 
and becomes less dense than most of t he reservoir 
water. Wunderlich (65) termed this flow regime over­
flow. Its occurrence was also detected in Lake Mead 
by Anderson and Pritchard (1) . This mass of water is 
identified by a low dissolved solids concentration and 
can be traced in Pig. 3.3 as it moves towards the out­
let. This relatively homogeneous water may travel 
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Fig. 3.3 Seasonal pattern of mixing and movement of water i n a large monomictic reservoir. 

rapidly on the surface of the reservoir and reach the 
outlet much sooner than the average r eservoir deten­
tion time ~~uld indicate. When the fall turnover oc­
curs before the cell reaches the outlet, it becomes 
well-mixed with water in the reservoir and loses its 
identity. It is also possible for the spring inflow 
to go directly to the outlet and retain SOQe of its 
original characteristics. Secondary currents may de­
velop and partially mix the spring inflow with the wa­
ter of higher concentration at lower levels. 

During the summer the temperature of inflowing 
water is similar to that in the upper layers of the 
reservoir. Due to its higher salinity, the streamflow 
water may be denser than surface reservoir water and 
less dense than water at low depths. The flow then 
enters somewhere between the surface and the bottom 
and is appropriately designated an interflow. Second­
ary mixing currents may be formed above and below the 
i nterflow .layer. Figure 3 .3 shows t he higher concen­
tration and warm temperatures of the inflow in this 
season. 

As fall approaches, water in the stream responds 
more rapidly to cool temperatures and attains a densi­
ty found at lower reservoir depths. During this 
low-flow period, the highly saline inflow descends 
even deeper as it seeks layers of compatible density. 
With the minimum str eamflow temperatures of winter at 
or bel ow those on the bottom of the reservoir, the en­
tering flow descends to the reservoir floor and is 
ter.med an underflow. This pattern can be seen in the 
sketch of fall conditions in Fig. 3.3. 

As discussed in the previous section, the fall 
overturn vertically mixes water frOQ the surface to 
the lower depths of the reservoir. This event is 
largely responsible for the loss of identity of _the 
spring inflow which was of higher-than averagequal1ty. 
By the time an inflow volume of water reaches tho out­
let, it has been subjected to the fall turnover as 
well as the effects of secondary currents throughout 
the year. Although the plot of outflow concentration 

Cso' of Fig. 3.3 indicates a large annual change, 

the range is much smaller than that for inflow concen­
tration. ln fact, compared to the inflow, the outflow 
concentration is nearly a constant. 

How the various inflows mix before reaching the 
outlet in a particular reservoir depends on reservoir 
storage, shape, and detention time. In a reservoir 
with an effeCLive volumel much greater than the aver­
age annual inflow or outflow, it may take several 
years for i ncoming water to reach the outlet. When 
this occurs, the inflow could be subject to more than 
one fall overturn and experience a prolonged opportu­
nity for mixing. Conversely, a reservoir with a rela­
tively small volume and high flow rates could have 
detention time on the order of a few weeks. The 
underflow-interflow-overflow pattern is applicable in 
each case. However, the degree of mixing and the lag 
·time between input and output create an extremely com­
plex system of flow patterns. 

3.4 Models of Reservoir Stratification 

In the last five years numerous efforts have been 
aimed at modoling the thermal stratification phenome­
non just described. The purpose of reviewing these 
models is twofold. First, they may provide viable al­
ternatives to the black-box approach to some problems. 
Second the review illustrates the complexity and dif­
ficult~ of modeling some of the more sophisticated 
concepts. Since all the models of stratification have 
a large common foundation, the similar aspects of the 
group from several publications (2, 24 , 38, 45, . 4? , 
and 64) will be described with comments on spec1f1c 
merits of individual models as needed. 

The basis for these models is water buoyancy due 
to density differences induced soley by temperatu:e. 
It is often assumed that density is a linear funct1on 
of temperature, in contrast to the known relationship 
illustrated in Fig. 3.1. The reservoir is broken 
into horizontal layer s of uniform properties, as 
illustr4ted in Fig. 3. 4. 

The term neffocti ve volume" is used to represent t o " h Water Which mu•t bo displaced for inflow to reach the 
outlet. 
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Each layer is identified by its temperature, ele­
vation , and volume. Vertical mixing is modeled by an 
approximate diffusion equation in which the time rate 
of transport is proportional to the spatial gradient. 
This equation can be quite complex, such as those used 
by Jaske (24), Orlob (38), and Ryan and Harleman (47), 
or extremely simpl ified as the one used by Beard and 
\Hlley (2). During periods of surface cooling, water 
is mixed downward until its temperature is equal to or 
greater than the next lower layer. This is a fairly 
good approximation of the physical process occurring 
in the fal l turnover of the monomictic reservoir de­
scribed in Section 3.2. Inflows enter at the surface 
and descend until a layer of similar temperature is 
reached . The models of Beard and Willey (2) and Ryan 
and Harleman (47) provide for heat exchange as the 
inflow descends. 

surface exchanges 

internal 
advection and 

diffusion 

Fig . 3.4 Finite layer approach to modeling a strati­
fied reservoir. 

A variety of methods for removing water near the 
outlet have been tried. Beard and Willey (2) have 
taken the simplest approach by removing a volume of 
water from the layer nearest the outlet and lowering 
above layers to fill the empties space. Other models 
(24, 38, 45, 47, 63 , and 64) incorporate a variety of 
schemes to approximate the vel ocity profile and with­
drawal layer thickness. Several theoretical formula­
tions and field and laboratory models of this type of 

7 

f low have been investigated and are reported in the 
literature (5, 9, 12, 17, 27, and 29). 

All models require some form of heat budget to 
model heat exchange and temperature of the water mass. 
The data requirements for this facet of the model vary 
widely, ranging from only air temperatures, solar ra­
diation, evaporation, and precipitation in the model 
of Beard and Willey (2) to more elaborate data needs 
such as wet and dry bulb temperatures, atmosphere 
pressure, wind speed, and cloud cover required for the 
Nater Resources Engineers Model (45, 63, and 64). The 
rate of heat movement by "eddy diffusion" is con­
trolled in all models by a mixing or diffusion coef­
ficient . The value of this coefficient has been a 
problem in all models and several methods of estima­
ting it have been tried with l imited success. This 
transfer coefficient controls vertical mixing of res­
ervoir layers and establishment of the thermocline. 

Spatial variation has been modeled by dividing 
the reservoir into individual segments or cells . 
Water Resources Engineers personnel have developed a 
segmented version of the stratified model, and Jaske 
(24) has applied a three-dimensional cellular type 
structure to Lake Roosevelt. One major problem of 
this method is m.odeling the advective transfer between 
cells . This depends upon the hydrodynamic movement of 
reservoir currents and requires extensive field meas­
urement for model calibration and verification. It 
does provide a method of representing major horizontal 
currents as well as secondary currents and vertical 
advective motion. 

In summary, several models are currently avail­
able which represent stratification and mixing by 
simplifying the internal structure and behavior of the 
reservoir. They have the advantage of providing an 
estimate of the distribution of quality throughout the 
entire volume. Their operation often requires comput­
er storage of large arrays and solutions of differen­
tial equations . Also, time series of several meteoro­
logical variables may be required for very sophisti­
cated models. To the author ' s knowledge, salinity 
has not been added and tested in these models for long 
term simulation purposes. 
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CHAPTER IV 

INVESTIGAIION OF MATHI}~TICAL TECHNIQUES FOR ~~ALYSING 
WATER QUANTITY AND WATER QUALITY SYSTEMS 

There are a variety of tools one can choose from 
when attempting to model any type of input-output sys­
tem as a black-box. It is necessary to review the 
available techniques and select the most appropriate 
one for the problem at hand . This section reviews 
several such methods and provides background informa­
tion for understanding the applicatio·ns reviewed in 
Sections 4 . 2 and 4.3. 

4.1 Black-Box and Time Series Analysis Techniques 

A wide range of model complexity is available, 
beginning with the simplest formulation which is 
linear, t ime invariant, and has a single input and a 
single output, to the most complex which is nonlinear, 
time variant, and has multidimensional inputs and out­
puts. In most instances, the time invariant, linear, 
single input, single output formulation has been most 
successful. There are many possible ways to attack 
the problem by identifying the mathematical operations 
which change inputs to outputs. System identification 
is the fir st step. The problem is to postulate or 
discover the general form of the system transfer func­
tion, which is the mathematical operator on the in,puts 
which produces the outputs. Parameter estimation fol­
lows when the general form of the system transfer 
function has been ascertained. For both system iden­
tification and parameter estimation , some criteria 
such as least squares comparison of observed and 
predicted output may be used. Unless knowledge about 
the system is available which permits one to postulate 
a set of differential equations or a mathematical de­
scription of the physical processes of the system, 
ident ification and parameter estimation must both be 
approached by goodness-of-fit criteria. 

One example of a system function well known to 
hydrologists is the unit hydrograph. Output ordinates 
resulting from any inputs are summed to produce the 
total response. The title "instantaneous unit hydro­
graph" has been given to the kernel function, or the 
system response function of a watershed transposing 
instantaneous rainfall i nput into runoff . The output 
of t he system results from convoluting the input with 
the kernel . The general form is given by 

y(t) 
t 
J h(t-t)x(t)dT , 
0 

4 .1 

where y(t) is t he out put at time t, h(t-T) is the ker­
nel at time t-T, and x(T) is the input at timeT. 

An alternative to convolution in the time lag 
domain by summing products of inputs and weighting 
functions is provided by transforming inputs and out ­
puts into the frequency domain. 

The output at time t can be expressed by an 
infinite Fourier expansion 

y (t) : I A r cos 211t 
rT + I B r sin 211t 

rT 4.2 

r=O r =l 

with T the duration of the longest periodic component. 
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The input x(T) and the kernel function h(t-t) can also 
be similarly expressed by 

x(T) = L a cos 211T I b sin 211T 4 . 3 nT+ nT n .. o n n=l n 

and 

2rr(t-T) 
00 

2rr(t-T) h(t-T) I (l cos m + I (3m sin m 
m=O m T 

m=l T 

4.4 

After substituting the Fourier expansions into the 
t 

convolution integral, y(t)=J x(t)h(t-T)dT , O'Donnell 
t-T 

(37) found integrals whose sums were zero when m was 
different from n. When m equals n, the coefficients 
of the harmonics of the output can be found as 

and 

Ta (l 
0 0 

T 
8n = 2 (an$n+bn (ln) . 

4.5 

4.6 

4.7 

These three equations may be used to solve for the co­
efficients of the kernel so that 

and 

(l 
0 

a A 
n n 

a~ 
+ b B n n, 

4.8 

4.9 

4.10 

Given the input and output, one could fit a har­
monic series to them and obtain the coefficients of 
the kernel. However, using a finite number of narmon­
ic coefficients introduces some errors into the esti­
mation of the kernel. Also, errors in the input and 
output data will lead to errors in estimating the 
harmonic coefficients. O'Donnell (37) does not indi­
cate how to handle the residual inputs remaining after 
a finite number of harmonic terms are removed . He 
does suggest using large numbers of data points to im­
prove estimates of coefficients . 

Phillippee and Wiggert (40) applied O'Donnell's 
method to rainfall and runoff with only moderate suc­
cess. The main problem they encountered was s epara­
ting base flow from surface runoff. They also found 



that predicted r unoff duration and hydrograph ordi­
nates varied from the observed data depending on the 
type of storm used to derive the kernel. The events 
they studied were selected to include only smooth sin­
gle peaked hydrographs . 

Knisel (28) applied this technique to analyze 
karst aquifer responses to rainfall and found the re­
sponse function to vary in a smooth curve arounp 1. 00 . 

Two extensions of the harmonic analysis approach 
are first to break inputs and outputs up into cosine 
terms for all significant harmonics and an error term, 
namely 

m 
y(t) y + E a . cos w. + t;y 4.11 

i:l 1 1 

and 

m 
x(t) X + E b . cos w.t + ~X 4.12 

j=l J J 

Taking coefficients corresponding to a given cycle in 
i nput and output, 

b. k.a. 
J l l 

4.13 

and 

w. 
J " w. 

1 
+ ~i 4.14 

Thus, input is attenuated or ampl ified and shifted 'i n 
phase at every significant frequency . l~hen these sig­
nals are removed from both the input and output, the 
i nput will be a nonperiodic residual series, but the 
output may have additional significant harmonics. 
This will indicate amplification added by the system 
and can be modeled as a filter. 

The harmonic analysis of periodic data has been 
used to describe t i me series from a variety of systems. 
A discussion of hydrologic applications can be found 
in Roesner and Yevjevich (46) and Yevjevich (67). 
Chow (8) applied this technique to represent precipi­
tation, watershed storage, and evaporation in a gener­
al hydrologic system model. lfuen the actual operation 
of t'he system is not of interest, t his type of model 
can be used to simulate output time series directly as 
a combinat ion of deterministic and random components . 
Yevjevich (68) describes the structure of hydrologic 
system inputs and outputs and provides a compact dis­
cussion of the periodic-stochastic mod·eling process . 
Matalas (35) provides a general description of time 
series analysis techniques as well as the autoregres­
sive model. 

The second more sophisticated approach to harmon­
ic anal ysis is to use Fourier transforms applied to 
convolution. In the frequency domain, the convolu­
tion is transformed into multiplication, yielding 

y (f) H(f)X(f), 4 .15 

where Y(f), H(f), and X(f) are Fourier transforms of 
y(t) , h(t), and x(t), respectively . The ensuing re­
view of fundamental spectral analysis t echniques elab­
orates on the advantages of this approach. 

Spectral analysis is a statistical tool receiving 
current attent ion and increased use in engineering 
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application. The basic principle of spectral analysis 
is to break a time series up into periodic components 
and inspect the distribution of variance densities 
over frequency . The fundamental methods of spectral 
analysis will be br iefly explained in this section, 
and examples of applications given in Section 4 .3 . 

Beginning with time series, x(t), of length T, 
specified at N discrete times of equal spacing, the 
fin~te Fourier series may be constrpcted to anoroxi­
mate it as given by the classical equation 

n-1 
x(t) A + 2 L [A cos 2nmf1t + B sin 2rrmf1t] + 

o m<>l m m 

4.16 

where f, equals the fundamental frequency selected for 
the analysis . If n is taken equal to N/2 , each value 
of the Fourier series will coincide with the original 
set. The highest frequency attainabl e from the dis­
crete set corresponds to a period of two t i me steps 
and equals l/2~t. or 0.5 cycles per time interval. It 
is sometimes advantageous to express Eq . 4.16 in the 
form 

n-1 
x (t) R

0 
+ m~l Rm cos (2rrmf1 t + em) + Rn cos (2mnf1 t), 

where 

with 

and 

R =A 2 + B 2 , 
m m m 

a 
m 

B 
arctan Am 

m 

B -R sin e . m m m 

4.17 

4.18 

4.19 

4.20 

4.21 

~ is the amplitude and 6m the phase of the m- th 
harmonic. 

The mean square value of the fluctuation about 
the mean , t he variance can be expressed as 

n-1 
z E 4.22 
m=l 

The Fourier line spectrum is produced when the squared 
amplitudes are plotted against frequency . The vari­
ance density spectrum· results when the variance over a 
small interval of frequency is divided by the i nterval 
width and this width is reduced to zero in the limit. 
Conceptually, the variance density spectrum is a dis­
play of the distribution of the total variance over 
t he frequency range from 0 .0 to 0.5 cycles per time 
interval. If the series is st andardized to have the 
variance equal to 1.0, the area under the spectrum is 
also 1.0. This operation is especially helpful for 
comparing t wo dissimilar time series on an equal basis. 
Another approach to the variance density spectrum is 
through either the autocorrel ation function of the 
autocovariance function by using the Wiener-Khintchi ne 
equations. The autocovariance function is a measure 
of the average variance of a series with its values at 
lag k apart. The autocorrelation function is the 
autocovariance function standardized by the variance 
of the series. Expressed mathematically, the covari­
ance function i s 



Cov [x(t), x(t+k)] = E [ (x(t) - llxl (x(t+k - llxl ] 4. 23 

where E( 
function, 

is expected value. 
pk , is given by 

The autocorrelation 

P _ Cov [x(t) , x(t+k)] 
k -

IVar x(t) - Var x(t+k) 
4. 24 

where Var x(t) is the variance of the x(t) series . 

For a discrete series, Yevjevich (67) uses the 
following equation for estimating pk 

4.25 

Given that the autocorrelation and covariance 
funct ions are even functions, the area under the spec­
tral density function is unity, and the :requency 
range varies from 0 to 0.5, the spectral density func­
tion can be expressed as (67:92) 

y(f) = 2(1 + 2 2 pk cos 2nf k]. 
k=l 

4.26 

Unfortunately, this leads to a biased and inefficient 
estimate. To overcome this, a variety of schemes in­
vel ving smoothing either the autocorre.l at ion function 
before t aking the cosine transform or the smoothed 
spectral estimators can be used. Details of this pro­
cedure may be found in texts on spectral analysis such 
as those of Jenkens and Watts (25) , or Blackman and 
Tukey (4) . The smoothing f unction used in this study 
is called "Hanning" and is applied to the spectral es­
timators, g(f) , resulting in the smoothed estimator 

One important specific spectrum is that of a 
first-order linear autoregressive process which fol­
lows the model 

x. 
1 " P xi-1 

The spectrum of x is 

Yx (f) 1-2 

for ~i an independent 

general shape of the 
spectrum is sketched 

CoTuloana 

+ ~i 4.28 

(67:113) 

2{1-P2l 
cos 2nf + p2 4 . 29 

series with E(y(f)] 2. The 

correlogram and variance density 
in Fig. 4.1 (67:114). 

20.0 y(f) 

0.75 

froquency. f 

Spectrua 

0.50 

Fig. 4.1 Shape of the correlogram and spectrum of a 
first-order autoregressive process . 
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When investigating the structure of time series 
by spectral techniques, some idea is needed of the 
variation in the estimated values for testing their 
significance. The derivation of tolerance limits is 
available in the l iterature for all the common smooth­
ing functions. In general for g(f) the estimated 
spectral density and y(f) the population val ue, Jen­
kens and Watts (25 :252) show that the random variable 
vg(f)/y(f) is distributed as chi-squared with v de­
grees of freedom. Yevj evich (67) suggests using the 
equivalent degrees of freedom equal to 8N/3m or 2N/m 
for normal and non-normal variables , respectively. N 
is the total number of observations and m is the num­
ber of lags in the correlogram. Thus, a 100(1-a)% 
tolerance interval for y(f) may be calculated as 

v g(f) < v g(f) 
X (1- a/2) .::_y(f) - X (o:/2) 4 -30 

v v 

Fig . 3 .10 of Jenkens and Watts (25:82) may be used to 
obtain values of v/Xv(a/2 ) and v/X (1 -o:/2). 

Further exploration of spectral density provides 
an estimate of the effects of a linear system on 
transforming inputs into outputs. For example, con­
sider the linear system which has the form of the phy­
sically realizable convolution integral 

y(t) 
.. 
2 h(T)X(t-T) dT, 
0 

4.31 

where y(t) is the system output, s(t) is the input, 
and h(t) is a kernel or weighing function. If the in­
put is a periodic function, 

x(~) = a sin (2nft + 9) 4.32 

the output can be shown to equal 

y(t) ~a lHCf) I sin (2nft + e +~(f)] 4.33 

The factor IH(f) l at the same frequency of the input 
scales the amplitude and is called the gain, while 
~(f) is the phase shift of periodic input s moving 
through the system. The gain and phase functions can 
be more fully understood by a discussion of cross­
spectral analysis. In addition to the covariance or 
autocorrelation functions already discussed, the cross 
correlation or cross-covariance function- will be re­
quired. In general the cross-correlation function, 

_ Cov xy 4.34 
Pxy - oxoy 

and can be estimated by Eq. 4 . 25 replacing x(i+k) by 
y(i+k) . The cross-spectral density function of the 
two discrete series x(t) and y(t) is defined by 

4 .35 

where i is ;-:r. The complex expression above may be 
written 

gxy(f) = c (f) - iq (f) . xy xy 4 . 36 

The real part, c (f) is called the cospectrum and xy 
measures the in-phase covariance of x(t) and y(t) at 
frequency f. The imaginary term, q (f) , is called xy 
the quadrature spectrum and measures the contributions 
to covariance at different frequencies when the har­
monics of xt series are del ayed by 90 degree-s. I f 



gxy(f) is expressed in the polar form 

gxy(f) • jgxy(f) j e-iexy(f) 

then I g (f) I .. lcZ (f) + q2 (f) xy xy xy 

is the cross-amplitude function 

and e (f) 3 tan -1 [~ 
xy cxy(f) 

is the phase function. The gain function of yt 

Eq. 4.33 becomes 

jH(f)! 

4.37 

4.38 

4.39 

from 

4.40 

and the phase function '(f) from Eq. 4 .33 is equiv­
alent to a (f). xy 

The linear correlation between two series at any 
frequency can be estimated by the coherence. It is 
defined by 

c2 (f) xy 4.41 

Similar to the coefficient of determination, coherence 
varies between 0 and 1.0. According to Jenkens and 
Watts (25) a spurious correlation may result when the 
series show a high cross correlation at a l ag other 
than zero. 

It should be noticed that the above discussion is 
for linear time-invariant systems. Rodriguez-Itur be 
(43) points out that to model a nonlinear time-varying 
system, the weighing function h(T) would b~ a function 
of the input, x(t), and also vary with time, h(t,t). 

4.2 Application of the Convolution Sum to a Ground­
water System 

Application of the convolution of inputs by a 
weighing function for a ground-water system will be 
required later as the problem of modeling bank storage 
is approached. The formulation is begun by considering 
the one-dimensional diffusion equation 

s ah 
T at I 

4.42 

where h is the piezometric head above a zero datum, x 
is the horizontal distance from the water-aqui fer 
boundary, S is the aquifer s torage coefficient, T 
is the aquifer transmissivity equivalent to Kb, with 
K the permeabil ity, b the aquifer t hickness , and t 
the time. 

Several investigators have used convolution as a 
method of solving this equation for a variety of aqui­
fer properties and boundary conditions. Cooper and 
Rorabaugh (10) provided an elegant mathematical treat­
ment o.f bank storage and ground-water movement due to 
varying stream stages. The convolution relation was 
used for an analytical sol uti on derived from Eq . 4.42. 
They presented graphical results which represented a 
wide range of aqui fer properties. Moench and Kisiel 
(36) used stream hydrographs and ground-water level 
data along a.n ephemeral stream in Arizona to illust"rate 
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the application of the convolution approach. Hall and 
Moench (20) briefly reviewed previous use of the con­
volution relation and presented expressions in dis­
crete form for solving the diffusion equation. They 
applied the results to a hypothetical aquifer with a 
stage hydrograph as the input. Figure 4.2 illustrates 
two fundamental aquifer configurations commonly used 
in the derivation of equations for water table eleva­
tion and aquifer discharge. The semi-infinite case 
results from assuming the aquifer boundary extends to 
infinity, whereas in the finite case the aquifer is 
limited to the width, L . 

Hall and Moench (20) gave general relationships 
for both water table el evation and discharge . For 
either case 

t 
h(x , t) I F' {t) P(x, t-T) dt, 4.43 

0 

t 
or h(x,t) • J F' (t) U(x,t-t )dt, 4.44 

0 

t 
i!P ~O , t -T) and Q{t) T I F' (T) ax dT, 

0 

4 .45 

where h(x,t) is the water table elevat ion at distance 
x and at time t, F'(t) is the time derivat ive of 
system input, F{t) is the system input at time t , 
P(x,t) is the unit step response function, and U(x,t) 
is the instantaneous unit impulse response function. 

The equations for the impulse response, unit step 
response and its time derivative were given for both 
the semi-infinite and finite cases. For the semi­
infinite aquifer 

U (X, t) 4.46 

P(x,t) • erfc X 4.47 
(4at) 1/2 ' 

and 
dP(O,t) 

ciJc (1tat) 1/2 
4.48 

For the finite aquifer 

U (x, t) 

P (x, t) 

and 

"a E (2n-l) exp(-C2at) sin 
L2 n•l 

.. 
1 - 4 l: 

11 n=l 

sin(Cx) exp(-C2at) 
(2n-l) 

.. 
2 - I r exp(-c2at) . 

n=l 

(Cx), 

In both cases a is the aquifer diffusivity, T/S 
is 3.1416; exp represents exponentiation; erfc is 
complimentary error function; C is (2n-1)1f/2L ; 
L is the aquifer width . 

4.49 

4 .50 

4.51 

; 11' 

the 
and 



b "'·" J------reservoir aquifer 

71~0 .. -
s .. l·lnflnlte aquifer 

b 

"'·"j----
• 0 ··­Pinlto aquifer 

x•• 
'h(x,t) .. 0 

-- --,"\;'' .. 
/7)\\\ 

Fig. 4.2 Geometric properties of semi-infinite and 
finite aquifer models. 

Derivation of the above equations is simplified 
by the fact that the instantaneous unit impulse re­
sponse function is the time derivative of the unit 
step response. That is, 

U (x, t) dP(x,t) 
dt 4.52 

The general Eqs. 4.43, 4.44, and 4.45 for eleva­
tion and discharge can be expressed in the discrete 
form 

0 (i) 
i 
t I(k)U(i-k+l) 8k 

k~l 
4.53 

with O(i) the output, I(k) the input, U(i-k+l) the 
response function or system kernel, i the output time 
step. and Ak the time interval. 

This is the general discrete form of the convolu­
tion relation and can be applied to any system if the 
input and response function are known. In practical 
application, the response function is terminated when 
either the number of t erms becomes cumbersome or the 
ordinates are relatively insignificant. 

4.3 Applications of Time Series Analysis Techniques 
to Water Quality Variables 

The Fourier series representation of a periodic 
water quality parameter has been used by numerous in­
vestigators. Several will be cited to indicate the 
wide applicability of this technique. Ward (60) used 
a sine curve to represent the annual temperature of 38 
Arkansas streams. He found very little variation in 
the parameters of the sine function and the mean tem­
perature from year to year. He also concluded that 
the daily temperature could be wel l modeled by a sine 
curve estimated from monthly average data . Generally, 
over 95 percent of the variance in the original series 
was explained by a single sine curve. Thomann (53) 
applied Fourier series and used power spectra to ana­
lyze hourly temperature and dissolved oxygen data of 
the Delaware River. l!e found the annual harmonic most 
significant . This reference also gives background in­
formation on the techniques used. Kartchner et al. (26) 
applied a similar analysis to model diurnal fluctua­
tions in temperature and dissolved oxygen of Little 
Bear River in Utah. They found the periodic model ex­
plained 90 percent of the variance i n hourly dissolved 
oxygen and 75 percent in temperature. Dixon et al. 

12 

(16) made wide use of the Fourier technique in repre­
senting temperature, biological oxygen demand, and 
dissolved oxygen seasonally and hourly in the develop­
ment of quality model for a simulation of the Little 
Bear River study area in Utah, The final example of 
Fourier analysis modeling of periodicity in water tem­
perature is Kothandaraman's (30) applications to a 
large Illinois river. He found periodic components 
explaining about 95 percent of the temperature vari­
ance . Sharp (48) described several time-variant com­
ponents of water chemistry t ime series and a variety 
of tests for their existence. The main behavior modes 
discussed were trend, cyclic, and oscillatory. He 
proposed using correlogram analysis to indicate the 
pattern reflected by the data. 

The several above examples illustrate the wide 
use of Fourier analysis for modeling periodic water 
quality variations. More sophisticated investigations 
of time series using spectral analysis techniques are 
also abundant in the literature. Again a few outstand­
ing examples will be cited. Rodrigue~ (43) provided 
an extensive discussion of spectral analysis tech­
niques and the validity of their application to hydro­
logical data. He used results of cross-spectral anal­
ysis to investigate relationships between temperature, 
precipitation, atmospheric pressure, and runoff in the 
Pacific Coast area of the United States. Rodriguez 
and Nordin (44) applied spectral analysis to monthly 
series of sediment and discharge data of the Rio 
Grande River in New Mexico. They generally found sig­
nificant peaks in the spectra at the 31'\11Ual frequency. 
The gain function between water and sediment discharge 
indicated a reduction in amplitude of sediment as the 
output especially at frequencies over 4 cyc les per 
year. Phase diagrams indicated in some cases the sed­
iment series was l eading the runoff series. However, 
the cross-correlograms, which do not distinguish indi­
vidual frequencies but rather consider each series as 
a whole, displayed peaks at a lag of zero. This is 
one interesting advantage of spectral analysis over 
the cross-correlogram. The variation of lead or lag 
of individual cyclic components can be inspected to 
explore the behavior of the system more thoroughly. 

Demayo (13) described the application of power 
spectra to water quality based on a paper by Wastler 
(62). Demayo developed methodology and gave computer 
program listings for calculating spectral analyses . 
Examples of spectra for temperature, specific conduc­
tance, and discharge for a sample station were shown. 
Thomann (52) applied spectral analysis to biological 
oxygen demand of waste flows before, during, and after 
processing in a municipal waste treatment plant. The 
spectra were useful in detecting 5-day-on-2-day-off 
periodicity which the raw data did not show. The gain 
function indicated the primary treatment process re­
sembled plug flow by approximately constant gain. Sec­
ondary treatment displayed a higher degree of mixing 
indicated by a decreasing gain at higher frequencies . 
A system was formulated and illustrated by a hypothet­
ical example. 

Slawson (49) used power spectra to compare con­
centration of dissolved solids at several locations 
along the Colorado River. For reaches without storage, 
there was little or no shift i n spectra and a simple 
translatory model adequately represented the upstream 
to downstream system behavior. He also briefly inves­
tigated the dampening effect of Lake Mead on dissolved 
solids below Hoover Dam. For reaches involving irri­
gation return flows, a trend was included and in some 
cases the semi-annual periodicity became s l ightly 
amplified. 



4.4 Analysis of Outflow Concentration Assuming That 
Water is Completely Mixed 

The discussion of this section is based upon the 
assumption that the inflow is instantaneously and 
thoroughly mixed with water in the reservoir. This 
also implies that the concentration is the same 
throughout the reservoir and in the outflow at a given 
time. Dingman and Johnson (15) have applied this as­
sumption to mixing models of water quality from 
several New Hampshire lakes. For the completely' mixed 
case, they developed equations expressing the outflow 
concentration as a function of lake volume, lake con­
centration, and several other parameters. The analyt­
ical results were applied to 23 specific lakes to es­
timate their residence time and equilibrium concentra­
tion for a constant inflow concentration. 

Thomann (51) provides a mo~e thorough development 
of this type of model. For the completely mixed 
system, he discusses the outflow response to a variety 
of inflow time series. The s ketch below indicates the 
system under consideration. 

Q. {t) . c (t) 
l s 

Completely 
Mixed 

Reservoir 
Q

0 
(t) · s (t) 

= W(t) 

Under the assumption of complete m1x1ng in the 
r eservoir, the water in storage may be characterized. 
by a volume, V , and a concentration, s . Also, the 
concentration of material in the outflowing water ·is 
the same as in the reservoir . The mass of a substance 
entering the reservoir can be represented by a load, 
W(t) ; the product of inflow and concentration of the 
dissolved material . The time series of the load input 
is generally not equal to the load leaving the reser­
voir since the mass in storage may vary over time . 
For a reservoir containing a volume, V , of stored 
water and having a homogeneous concentration, s , the 
equation expressing a mass balance of any dissolved 
material is 

dM ds 
dt = Vdt = W(t) - k·s·V - Q•s 4.54 

with M the mass of substance in storage, k the decay 
coefficient of a non-conservative substance, and the 
other terms as defined above with the exception of the 
outflow, Q . Although the flow out of a reservoir is 
generally time varying, this model assumes it, as well 
as the volume, is constant. This assumption seems 
quite rigid. However, over a long period, reservoir 
volume and release are often relatively smooth and 
their average values characterize them well. 

For a general water quality system the substance 
under consideration might be non-conservative and de­
cay over time. Biological oxygen demand is a typical 
example . As oxygen is consumed the biological oxygen 
demand is reduced. The change in mass of such a non­
conservative substance is usually modeled by the 
first-order reaction 

dM I = -k·s · V dt reaction 

which results from the differential equation 

ds 
dt = -k· s . 

4.55 

4.56 
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The following discussion is based upon a conser­
vative water quality parameter such as salinity which 
does ,not decay over t ime . For this case, Eq. 4.54 
becomes 

or 

V ~ = W(t) - Q•s dt 

ds v dt + Q· s W(t) 

The solution of the homogeneous equation, 

0 

with boundary condition s = s
0 

at t = 0 is 

s = s
0 

exp [- (Q/V)t). 

4.57 

4.58 

4 .59 

4.60 

Thus a system with initial concentration will be 

diluted by inputs containing zero concentration and 
decay exponentially to zero concentration. Equation 
4.60 can be used to predict the flushing time required 
for a system to reach any fraction of its original 
concentration after discharge of a pollutant ceases. 

The remaining discussion centers about determin­
ing the particular solution for various forms of W(t). 
The final solution is the sum of the homogeneous and 
particular solutions. The input and output from a step 

-load function of magnitude x are sketched below: 

input 

0 t 

For these conditions 

ds 
V dt + Q·s X' U(t), 4.61 

where U(t) is the indicator equal to zero for t less 
than 0 and one for t equal to or greater than o 

and x is the magnitude of the dissolved solids load. 
The solution is 

s " 
X 

Q [~ - exp (-Q/V)t). 4.62 

For T equalling V/Q , the detention time, 

s ~ [1- exp (-t/T)] . 4.63 

As time approaches infinity, exp (-t/T) goes to 

zero and X equals x/Q which is the average load 
divided by the average flow. This can be used to es­
timate the steady state result of a step input . For 
the trend input sketched below, Eq. 4.58 becomes 

ds 
dt + Q·s b· t 4.64 

where b is th.e increase of load per time unit. 



Trend 

~lopoob Load 

Input 

t=o time 

The solution for this case is 

s • c exp [-(Q/V)t) 

For the boundary condition 

s 
0 

c -

so that 

c • s 
0 

and the solution is 

bt 
+ --

Q 

s = s at 
0 

bV 
Q2 

bV 
+ Q2 . 

bV 
Q2 

t 

bV 
exp (-(Q/V)t) bt bV s .. (so + 2) +---

Q2 Q Q 

or 

0 

s = s 
0 

exp (-(Q/V)t] - ~~ [1 - exp [-(Q/V)t] ] 

4 . 65 

4 . 66 

4.67 

4.68 

b • - t 

Q 

4.69 

As t becomes large, 
of change approaches 
infinitely large. 

the outflow concentration rate 
b/Q and concentration becomes 

For a periodic loading pattern, the inputs can be 
expressed as 

W(t) 
n 

x • [ x
1
. sin (wjt - aj). 

j=l 

Consider individual terms of periodic inputs 

The differential equation of the process is 

and has the solution 

s . 
PJ 

4.70 

such as 

4.71 

4. 72 

4 . 73 

where Aj is the system gain function given by 

4.74 

or 

with ej the system phase function equal to arctan 

(Tw) which goes to ~12 as w becomes large. 
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For first order autoregressive inputs with noise, 
tt 

ds + Qs " 01 2t-I + tt 4.75 dt 

The input o1zt- l + tt can be considered a square 

pulse input, Y(t) . This pulse can be represented by 
two step functions, one positive, beginning at timet, 
and the other negative, beginning at time t + At , as 
sketched below. 

Y{t) 
----tLO-----t~0-+~A~t---------

t +t.t 
0 

The output from Y (t) at time t = t
0 

is 

or 

The 

The 

or 

s 
y (t) [1-e ·</TJ} y -Q-

s Y(t) 
[1-e ~ t] y -Q-

output from -Y(t) at t = t 
0 

+ t.t is 

s. = -y o for t < t + 6t 

.. .:.r..w.. [l -(t - 6t)/T) - e Q 

total response from the single pulse input 

Y ( t ) (1-e - tiT) 
sA = Q for t <t< t + t.t 

0 - 0 

for t >t + 6t - o 

or finally, 

4.76 

4. 77 

4.78 

~ [ -(t-6t)/T -e -t/TJ 
SA • Q e for t~t0 +At 4.79 

Consider a series of many pulses similar to those just 
described. 

The system output at any time t , will be the 
integral (or sum) of t he responses from past pulse in­
puts which may be dependent via the Markov model, 

t 

s + L Y(j) K(t-j+l) 
t j=l 

4.80 



where Y(j) is input at t ime 
response function given by 

and K(t) is the 

K(t) 1 [ -(t-dt)/T -t/T) = Q e -e . 4.81 

Eq. 4.80 then becomes 

t .. t (P1z. 1 + F;.) K (t-j+l). 
j=l J- ) 

4.82 

This is the output for a ~larkovian input. It can be 
considered as a moving average process applied to the 
input values. For a simple moving average process 
Yevjevich (67:48) gives the equation of the correlo­
gram, 

1 - ~ 
m 

In this application, m i s equivalent 
terms i n the convolution equation. 

k 
used, rk = 1 - t, and approaches 1.0 

4.83 

to the number of 
[f t terms are 

as t becomes 

large. 1 For 12 terms, r 1 = 1 - T2 • 0.92. 

The above discussion has presented methods for 
operating on various loads entering a completely mixed 
reservoir to estimate the concentration of the out­
flow . The model can be formulated to give the outflow 
concentration st' at any time as a function of a mean 
value, periodic components, autoregressive inputs, and 
noise in the system not associated with specific de­
tectable inputs. 

4. S Summary of Reservoir Salinity ~lodeling Techniques 

The above review indicated several possible meth­
odologies for modeling the passage of any conservative 
substances through a reservoir. The stratification ap­
proach has the advantage of providing estimates of 
concentration at any number of points throughout the 
reservoir. Temperature stratification models are cur­
rent l y being applied which have potential for incorpo­
rating salinity as a quality parameter without great 
difficulty. However, the calibration and verification 
of this type of model would require salinity informa­
tion for several depths and over several years' time. 
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This type of data is generally difficult to obtain. 
Also information describing advective flows and de­
tailed circulation patterns would be required to con­
fidently model large mass movements in the water body. 
This type of model does have merit for problems re­
quiring a detailed estimate o£ the vertical salinity 
distribution, such as designing multiple outlets for 
selective withdrawal. 

The so-called "black box" approach completely ig­
nores the internal mechanisms of the reservoir. This 
analysis requires only inputs and outputs to evaluate 
the system transfer function. As the literature indi­
cates, reasonable success for a wide variety of input­
output systems has been obtained by using this tech­
nique. Time series models fall in this category and 
show great potential for further water quality system 
model development. In the role of planning models 
especially, the economy of using a straightforward in­
put-output relationship is particularly great. So­
phisticated models of l arge water resource systems re­
quire substantial computer time and storage space to 
handle multiple stations, multiple objectives , numer­
ous constraints, short time steps (such as daily, 
weekly or monthly) and long sequences of multiple runs 
when a data generation scheme is used. In this type 
of model, subsystems such as quality movements through 
a reservoir must give reliable estimates of events 
with minimum computer storage and calculation time. 
This type of model requirement was pointed out by 
Young (69) in comment to the stratification model pub­
lished by Beard and Willey (2). He suggested coupling 
the results of fine-grid descriptive models such as 
those in Section 3.4 with statistical inference tech­
niques. Analysis time would be saved by using simpli­
fied least-squared predictive equations to reflect the 
behavior of the reservoir. 

Analysis of out flow concentrations based on the 
assumption of complete mixing as developed in tho pre­
vious section has many desirable properties. The model 
itself is not complicated and does not require exten­
sive computer programming to operate. Computer stor ­
age space is nominal, since only a few coefficients or 
variables must be saved. Also, calculation time is 
minimal for each time step since the computations are 
simple. It remains to be seen whether real reservoirs 
follow the mixing assumption adequate l y to justify its 
o.cceptance. 



CHAPTER V 

ASSEMBLY OF DATA FRO.~I LAKE MEAD 

Chapter IV has introduced several possible tech­
niques for modeli ng the salinity concentration of 
water coming out of a reservoir. In this chapter his­
torical data from Lake ~1ead i n Arizona and Nevada , 
a l arge monomict ic reservoir, is analyzed and refined 
for the applications forthcoming in Chapter VI. 

5.1 Selection of Lake ~lead as an Example for Investi­
gation 

It was desired to test and compare results of ap­
plying the modeling techniques to actual data from a 
prototype reservoir. Criteria for a field example were 
established so t he results would be gener ally applica­
ble to reservoirs of similar climate and average de­
tention time. This called for a monomictic reservoir 
which was stratified in the summer and had enough ca­
pacity to store at l east a year's inflow . This would 
produce an average detention time of at least 12 
months. To properly evaluate the various models and 
apply time series analysis techniques, 20 to 30 years 
of monthly data were desirable. The data set had to 
contain measurements of inflows, salt concentrations 
in the inflows, monthly reservoir contents , releases 
below the reservoir, and the quality of the releases. 

An int ensive search of USGS Water Supply Papers 
indicated several reservoirs in the southwestern 
United States were monitored for the desired param­
eters . Unfortunately, inspection of the r ecords re­
vealed that a majority of these reservoirs contained 
data for only a few recent years. During this search 
for da~a . Lake Mead on the Colorado River was found to 
meet all of the requi r ements above. In addition to 
this, personnel from the U.S. Bureau of Reclamation 
were in the process of developing a large-scale simu­
lation model of the entire Colorado River. Since sa­
linity was an integral part of this effort, results of 
investigating methods of routing salinity through res­
ervoirs would prove very timely. As mentioned in the 
introductory remarks, salinity levels of the Lower 
Colorado River are rising to detrimental levels. Since 
reservoir storage in the Upper Basin of the Colorado 
affects quality in t he lower reaches, i nvestigating 
the movement of salts through reservoirs such as Lake 
Mead would be especially useful. 

Even though Lake ~lead was selected as a single 
case for investigating the techniques of routing sa­
linity through reservoirs, future applications can be 
made to other reservoirs in similar climates which 
also have detention times greater than one year. The 
assumption of the completely mixed water mass can be 
verified with a few years of data and the results of 
this study applied to model the behavior of other res­
ervoirs . 

Lake Mead is l ocated near the southern border of 
Nevada and l ies about 40 miles east of Las Vegas. 
Figure 5.1 shows the entire Colorado River Basin as 
well as Lake Mead itself. The reservoir began filling 
in 1935 and received relatively undisturbed inflows 
until Lake Powell, upstream, started to fill in 1963. 

5.2 Data Assembly 

In this section the various data sets relevant to 
Lake Mead are identified and assembled in a form suit­
able for further incorporation into the models. In 
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some instances, minor refinements were required to 
make historic information consistent and comp l ete . 

In all instances, where available, published re­
cords of streamflow were used directly to represent 
measured inflows to Lake Mead. Table 1 summari;es the 
period of record for gaged inflows and the magnitude 
of ungaged tributaries and drainage areas. Where re­
cords were available for part of the study period, 
either correlations were used to estimate flows or the 
average monthly values were repeated when no satisfac­
tory correlations were found. In this way, monthly 
flow was assembled for each source from 1935 to 1970 
and punched on cards for later use. 

Monthly evaporation depth was used as published 
by the USGS since 1953. For earlier years, monthly 
values wer e estimated by computing an annual value 
based on pan evaporation at Boulder City, Nevada and a 
monthly distribution following the pattern of the 
later published data. Table 2 gives an indication of 
the consistency of annual pan and lake evaporation 
from 1941 to 1953. Figure 5.2 shows the monthly pat­
tern which results when one-twelfth of the annual 
total is subtracted from each monthly value . Table 3 
was used to further investigate the lake to pan evapo­
ration ratio. Even though the ratio for 1953 through 
1969 is 0. 73, Kohler, Nordenson, and Fox (21:59) indi­
ca.te a pan coefficient of 0. 70 for annual values from 
1941 to 1953. Figure 5.3 shows that i n the f irst years 
the annual pan evaporation at Boulder City is signifi ­
cantly higher t han in later years. This may be due 
to errors in the f irst years of data collection or a 
change in the microclimate surrounding the instrument. 
However, since the reservoir was just beginning to 
fill the ar ea was small in 1936 and 1937 compared to 
later years and further adjustments were not made. 

The relationship used to estimate monthly evapo­
ration depth for 1936 to 1952 is represent ed by 

E (Y) 
~ • Pk + R(M) 5 . 1 

where Er is the monthly reservoir evaporation depth, 

the annual pan evaporation, Y indicated the year, Ep 
~I indicates the month, Pk is the pan coefficj_ent, 

and R(~l) is the residual value for month ~~ . 

Yearl y Boulder City pan evaporation was taken 
directly from annual summaries of climatological data 
published by the Weather Bureau (14) and multiplied by 
a pan coefficient of 0.70. The monthly residuals 
(variations about 0.0) were the averages from all 17 
years of published Lake ~lead evapor ation and are given 
in Table 4. 

Pan evaporation data were not available at 
Boulder City prior to 1936. Since the reservoir began 
storing in February 1935, no appreciable error results 
in estimating evaporation for that year by the his­
toric monthly averages. The estimated and historic 
evaporation is plotted in Fig. 5.4. 

1\'henever possible, dissolved solids concentration, 
in tons per acr e-foot or parts per mi llion, l<ere used 
directly from published reports. (Note that tons per 
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Table 1 

Summary of Lake Mead Inflow Sources 

Tributary Drainage 
(sq mi) 

Annual Flow Period of Period 
(ac-ft) 2;./ record estimated 

Bright Angel Creek 101 25 ,650 Oct 1923 to None 

Kanab Creek 

Tapeats Creek 

Havasu Creek 

Muddy River 

Virgin River 

Las Vegas Wash 

Subtotal , 
excluding Kanab 
Creek 

Colorado River near 
Grand Canyon 

Total 

Colorado River below 
Hoover Dam 

1,085 

6,780 

5,090 

2,125 

14,096 

137,800 

151,896 

167,800 

4,310 

*58,000 

*47,000 

33,760 

164,500 

18,260 

347,240 

b/ 
- 9 ,150,000 

9,497,240 

9,882,000 

present 

Oct 1963 to Excluded from 
present study 

None 1935-1969 

None 1935-1969 

Feb 1950 to !935-1950 
present 

Oct 1929 to 
present 

None 

Feb 1957 to 1935-1957 
present 

Oct 1933 to 
present 

~/ As published in Water Resources Data for Arizona and Nevada, Part 1, 
1970, except those marked by an asterisk (*) which were estimated. 

~I 1922-1962 average was 12,260,000 acre-feet. 

Year 

1941 
1942 
1943 
1944 
1945 
1946 
1947 

!I from (21:59) 

Table 2 

Ratio of Lake Mead to 
Boulder City Pan Evaporation !( 

Ratio Year 

0.71 1948 
0.70 1949 
0.66 1950 
0.68 1951 
0.70 1952 
0.67 1953 
0.68 

AveTage 
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Ratio 

0.71 
0.69 
0.71 
0.70 
0. 72 
0.73 

0.70 
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Fig . 5. 3 Annual Boulder City pan evaporation. 

Fig. 5.2 Deviates of monthly 
average value. 

evaporation from an 

~ 

1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 

!.1 From (21) 

Table 3 

Annual Evaporation Measured From the 
Boulder City Pan and 

Estimated For Lake Mead a/ 

Inchee, by C.1endar Year 

Boulder City Published 
(!3D at Lake Mead 

114.59 86.2 
112.15 87.3 
111.99 87.3 
113.20 82 . 3 
108.39 83 . 2 
109. 04 85.6 
114.30 86 .1 
114.82 84.4 
113.00 83 . 4 
118.48 79. 7 
115.50 83.0 
118.25 80.2 
104 .82 70.9 
112. 03 78.9 
109.14 76.9 
112.89 75.5 
109. 84 75.2 
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Ratio 

0.75 
0. 77 
0.79 
0 . 81 
0. 77 
0. 79 
0.75 
0. 74 
0.74 
0.67 
0.72 
0. 68 
0.68 
0.70 
0.70 
0.67 
0 .69 

0. 73 avg ratio 



Table 4 

~ 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Monthl y evaporation 
(1,000 ac-ft) 

160 

140 

120 

100 

80 

60 
A 

~ ~ 
v 

40 

20 

Monthly Reaiduala 

~ 

January 
February 
March 
April 
May 
June 
July 
Augus t 
September 
October 
November 
December 

of Evaporation 

Residual ev•e a R~M~ 

- 2. 50 
-3 . 05 
-1.81 
-1.15 

0. 37 
1.48 
2.46 
2. 99 
1.81 
1 . 01 

- 0. 36 
-1.25 

0. 00 ave rage 

~ r II 
If ~ 

J I . ' 
0 
1935 1940 1945 1950 1955 1960 1965 1970 

Time, years 

Fig. 5. 4 !<1ont hl y Lake Mead evaporat i on, 1935 to 1968. 

acre-foot equals parts per mlllion divided by 735.) 
~1onthly concentrations for the Colorado River near 
Grand Canyon, Arizona; Virgin River at Littlefield, 
Arizona; and the Colorado River below lloover Dam, 
Arizona-Nevada, were taken as published (58). Data 
prior to 1941 were extracted from an early study of 
Lake Mead (56). The discussion of dissolved solids 
concentration of various tributaries of Lake Mead (58) 
indicated very sparse or no data were available. A 
search of USGS Water Supply Papers confirmed no long­
term quali t y data were available except at the above 
three stations . With no bette·r information than rough 
estimates and spotty samples of water quality, it was 
decided to estimate dissolved solids concentration of 
unmeasured tributaries by the estimate of their aver­
age concentration relative to the concentration of 
measured tribut aries. 

The table below summarizes the estimated average 
dissolved solids concentration for tributaries of the 
Lake ~lead hydrologic system. The value s in this table 
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coincide generally with those given in Appendix A of 
an EPA repor t of Colorado River salinity (18) . 

As Table 5 indicates, the salt load introduced by 
the six minor tributaries was tfto orders of magnitude 
less than contributions from the Colorado River. Even 
though the 200,000 tons delivered by these sources is 
less than the Virgin River, their accumulated salt 
load has a significant effect on a long-term salt bud­
get. It was decided to include the salt contribution 
of each t ribut ary by assuming a concent rat ion directl y 
proportional to the Virgin Rivor. The proportions of 
Virgin River dissolved so lids concentration from Table 
5 were used wit h slight adjustment to estimate concen­
tration of each tributary. 

No attempt was made to adjust or correct pub­
lished dissolved solids concentration data for this 
study. Inevitable minor errors due to data collection, 
the type of analysis, and inconsistencies in the meth· 
ods of measurement are inherent in the data. The data 
for the Colorado River near Grand Canyon and below 
Hoover for 1935 to 1968 are displayed i n Fig. 5.5 



Dissolved Solids 
Concentration 

Tons/ acre-foot 

2.5 

2. 0 

Table S 

Esti~ted Average Dissolved Solids Concentration 
and Disch.arge of Various Lake Mead Tributarie.a 

Tributary 

Bright Angel Cr. 

Kanab Cr. 

Havasu Cr. 

Tapeats Cr . 

~ddy River 

Virgin River 

Las Vega.a Wash 

Colorado River 

Total 

Annual 
discharge Concentration 

ac-ft tons/ac-ft 

25,650 0.27 

4,460 sJ 1.5 

47,000 S:.l 0.5 

58,000 S:.l 0.2 

33,830 2 

164,500 'E./ 2.29 

18,260 !I 4.5 

911S01ooo 'E./ .2.:!! 
9, 497 , 240 .87 

Tons of 
salts/ 
year 

6 ,930 

6,690 

23 ,500 

11,600 , 

67,660 

376,710 

82,170 

7.686.000 

8,261,260 

Concentration 
proportion 
of Virgin 

River 

0.12 

0.65 

0. 22 

0. 09 

0.87 

1.00 

1.97 

a// Based on chemical quality data since October 1968, and (22) . 
b/ Baaed on a long-term record of chemical analysis 
~ Fr~ (58:32-33) . 

c<l> 
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Fi g . 5. 5 Dissolved solids concentration of (1) Colorado River near Grand Canyon, 
and (2) Colorado River below Hoover Dam. 
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During the life of a reservoir, the volume of 
storage below a given elevation is continually chang­
ing due to sediment movement . Generally, sediment is 
trapped and st orage space decreases with t ime continu­
ously as sediment deposition occurs. Data from surveys 
of Lake Mead which were made in 1935, 1948 to l949, 
and 1963 to 1964 (33) were used to adjust published 
monthly re~~rvoir contents (USGS Station 9-4210) to 

Monthly Contents 
Millions of ac-ft 

30.0 

~~A~ 

include dead · storage (water below elevation 895 feet 
M. S.L . ) and the effect of sediment bui l d-up. The sed­
iment accretion each month wns calculated as a propor­
tion of the total build-up between survey periods. 
This monthly proportion was the ratio of the monthly 
sediment tonnage of the Colorado River near Grand 
Canyon to the total tonnage during the period between 
surveys. Figure 5.6 shows the adjusted end-of-month 
total contents. 

~ ~ " rf ~ ~ v\ ~"N\ V\f\ 1\~ N\ V\ \ 20. 0 v v ' \ \ ,._ .. ~ 
lJ\J'. \~ 

10.0 ,.., 

0. 0 11 
1935 1940 1945 1950 1955 1960 1965 

Fig. 5.6 Lake Mead adjust~d end-of-the-month contents. 
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CIIAPTER VI 

DATA ~~ALYSIS ~VD REFINEMENT 

In this chapter the data from Lake ~lead are ana­
lyzed to identify components of the water and salt 
budgets. 

6.1 Water Budget 

A water budget for Lake ~1ead was run using month­
ly flows as described. The Colorado River near Grand 
Canyon flow was adjusted for sediment concentration to 
provide an estimate of the water portion of measured 
inflow. Lake lvtead contents were also adjusted to re­
flect changes in area- capacity curves and sediment 
vol umes, as described in Section 6.2.4. 

A prerequisite to analyzing the system's water 
quality behavior is accounting for all the water mov­
ing through it . The most straightforward approach is 
a simple accounting of infl ows, outflows, and storage 
change. For the general system of Fig . 2.1, the major 
system features are main stream inflow, tributary in­
flow, evaporation, precipitation, bank storage, out­
flow, and surface storage. All these factors may be 
combined into one equation by taking a mass balance of 
water in the system. This yields 

I + I + I - E - 0 - B + ~ m t p 6. 1 

where liS 
period i+l 

is the change 
(si+l - Si)' 

in storage from period i to 
Im the main stream inflow, It 

the tributary inflow, I 
p the precipitation on the res-

ervoir, E the evaporation, 0 is outflow, 
storage change (positive into the aquifer), 
an error term resulting from unaccountabl e 
and errors in measuring all components. 

B is bank 
and ( is 
quantities 

The water budget then consists of estimating all 
terms in the budget equation to account for all in­
flows and outflows of water. When this has been done, 
a good approximation of the water in storage at any 
time can be made by applying the budget consecutively 
in finite step fashion from an initial condition. 

Prior attempts to estimate unmeasured inflow and 
bank storage of Lake ~lead have been made by Langbein 
(32) and by Rechard (41) . Langbein ' s s t udy utilized 
Virgin River and Bright Angel Creek Tributary inflows 
which left about 25,000 square miles of drainage unac­
counted for. He used an approximation for unmeasured 
inflow assuming it was directly proportional to Virgin 
River flow and that bank storage was 0.125 times the 
surface storage change. The ~<.'ater budget equation was 
a straightforward accounting procedure given by the 
following modificat ion of Eq. 6.1. 

where I m is the measured inflow, I u the unmeasured in-

flow, I is precipitation, E is evaporation, Om is the p 
measured outflow, si the storage at time i, and R is a 

residual quantity composed of errors i n measured and 
est imated quantities as well as bank s t orage. 

This equation was used directly in the present 
s t udy, except that precipitation was eliminated and no 
estimate of unmeasured inflow was initially included. 
As expected, / Cumulative bank storage at first rose, 
t hen decreased to zero and was negative in 1969, t he 
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last year. Knowing a significant input had been ne­
glected, the problem was to estimate the unknown con­
tribution. 

As discussed earlier, Langbein accomplished this 
by making assumptions about bank storage and correlat­
ing unmeasured inflow to the Virgin River flow. 
Rechard (41) analyzed the water budget similarly, but 
was able to include t he measured fl ows of the NudJ y 
River 3.nd Lo.s Vegas \I' ash which had been gaged since 
1950 and 1957, respectively. Rechar d rather arbitrar­
ily assumed the unmeasured inflow was related to trib­
tary flow by the equation 

6.3 

with Iu the unmeasured inflow , IB t he f low of Bright 

Angel Creak, IV the flow of the Virgin River, 1~1 the 

flow of the ~luddy River, anu I L the flow of las Vegas 

Wash. 

Although Rechard's study supposedly was an im­
provement in Langbein's, an obvious discrepancy re­
sulted which was not mentioned i n prior discussions . 
This can be seen from t he data of Tabl e 4 in his paper 
(41). In water year 1956, the cumulative residual 
(bank storage) i s shown as 978,000 acre-feet. Inspec­
tion of the reservoir stage or storage record shows 
the 1956 contents were above that measured in 1937. 
Since the reservoir was filling prior to 1937 and emp­
tying prior to 1956, a larger bank storage would be 
anticipated in 1956 than 1937. Rechard's report (41) 
i ndicates bank storage was 1,981,000 acre-fee" at the 
end of 1937, yet only 978,000 in 1956. In other words, 
about 1 million acre-feet from 1937 to 1956 had been 
overlooked. 

In the present study a different approach was 
taken to est i mate unmeasured tributar y inflow and bank 
storage. Points in time wero selected which showed a 
similar storage volume and prior history of rise or 
f all. It was assumed that bank storage would be ap­
proximately the same at t hese two times. The prilimi­
nary water budget provided an estimat e of bank storage 
with unmeasured infl ow not included. This yielded a 
defici·t in inflow equivalent to the volume required to 
make bank stor age the same at the beginning and end of 
each period. 

Five such per iods were found when bank storage 
should have been equal . The Virgin River and Bright 
Angel Creek (measured) flows were then totaled for 
t hese periods. The extimated inflow deficit and mea­
sured tributary inflow were compared and a multipl e 
regression analysis produced the following results: 

y 9. 79 xl 1.01 x2 - 225 r " 0.997 6.4 

y " 4.32 x
1 - 212 r = 0.990 6.5 

y 0.834 x2 - 326 r = 0 . 980 6 .6 

where Y is the unmeasured inflow volume, Iu, estimated 

from the first budget, X
1 

is the volume from Bright 

Angel Creek, and X2 t he Virgin River volume. 



An analysis of the correlation between the Virgin 
River and Bright Angel Creek annual vol umes indicated 
a high degree of linear dependence (r = 0.997). Thus, 
one tributary would be as useful as both i n the analy­
s i s of bank s t orage . 

A second water budget analysis was run including 
inflow based on t he equat ion above using Bri ght Angel 
Creek flows. It should be mentioned that minor deple­
tions and additions due t o pumpage to Boul der City and 
Henderson, Nevada, and precipitation, respective l y, 
were not included. 

Result s from this budget were quite 
and showed a high degree of consistency. 
quantit i es for the various approaches are 
i n Fig. 6.1. Annual values were plot ted 
ure. 

Bank storage 
(l, 000 ac-ft ) ,.. 

encouraging 
Bank storage 
i llustrated 

in this fig-

' ,' ~Langbein (32) 

' ' /' 

values at 1 ~ month wer e due to the annual period of 
both series. 

Having anal yzed the water budget the next step 
was to determine a rel ationship be t1;een bank storage 
and surface storage. Even though the change in the 
monthly bank storage was small compar ed to the inflo~o• 

of the Col orado Ri ver, the accumul at ed effect may be 
quite large . This can be seen in Fig. 6.2 which indi­
cates a total rel ease of about 1 million acre-fee t of 
water from bank storage during t he 1963 to 1965 reser­
voir drawdown. 
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Fig . 6.1 Various est imates of bank storage for Lake Mead. 

Although the general level of bank storage ap­
pears f airly accurate , many appr oximations leading to 
substantial errors in monthly quantities have been in­
cluded. ~lonthly errors on the order of 60,000 acre­
f eet can be expected and should be considered when 
results from the water budget are being used. Esti ­
mated monthly and cumulative bank storage are sho~o'n 
in Fig. 6 . 2. 

The earlier investigations of Lake ~lead bank 
storage were based on annual dischar ge and stor age 
changes to eliminate or minimize discrepancies result­
ing from time l ags within t he system. The possibility 
of inflow at the Gr and Canyon Gage affecting storage 
over a longer time lag than 1 month was investigated 
by use of the cross correlograrn of Fig . 6 . 3 between 
Colorado River monthl y flow and montl1ly reservoir 
change in contents. 

Si nce there was no cross correlation exceeding 
that at lag zero, no consistent pattern of lag effect 
greater than 1 month was detected . Signif icant r K 
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Fig. 6.3 Cross correlogram of Colorado River monthl y flow near 
Grand Canyon and mont hly st orage change of Lake Mead. 

The form of bank storage relationship suggested 
by Langbein (32) was R = baS , where R is the bank 
storage , as the annual change in reservoir content , 
and b is an estimated regression coeff icient equal to 
0 . 125. The later ftork hy Rechard (41) indicated b 
might have been 0.065 for data from 1956 through 1963. 
Although this formulat ion is a simplifieJ approach, 
the results are quite successfu l. Several factors may 
influence the bank storage and can be reflected by a 
more complex model incorporating severa l variables. 
The geometric pr operties of the aquifer and its bound­
aries can influence the response of bank storage to a 
change i n reservoir surface elevation. If the aquifer 
extends far from the surface reservoir boundary and 
the material has a low permeability, several years 
might pass before the complete effect of a change in 
water surface elevation would be exerted. Conversely , 
a narrow aquifer composed of a highly permeable mate­
rial could respond completel y in a very short t ime. 
The past history of surface storage might also affect 
bank storage . Since the hydraulic properties of an 
aquifer change with the degree of saturation, a reser ­
voir rising during the first fi l ling period will lose 
more 1vater into bank storage than it. will later when 
the water table of the aquifer is higher. In addition, 
the hysteresis of ground- water movement coul d create a 
time-varyi ng response to storage change . 

The above discussion indicates a very complex 
mathematical model would be required to adequately de­
scribe the bank storage response to changes in surface 
storage. However, the success of the analysis by 
Langbein's model indicates the potential of a simplis­
tic approach . Two methods of representing bank stor­
age change were investigated i n this study . The first 
"as a multiple r egression model and the second an ap­
plication of the convolution sum to the diffusion 
oquation as reviewed in Section 4.2. 

The first approach to modeling monthly flows into 
and out of bank storage was to hypothesize a simple 
deterministic model, and to use the multiple- regres­
sion technique to estimate the coefficients of the 
postulat ed relationship. The model investigated was 
the linear regression of bank storage on the accumu­
lated bank storage in the prior month, the surface 
storage, the surface storage change since the previous 
mont h, the water surface elevat ion, and the change in 
water surface elevation from the past month. From in­
spection of bank storage and reservoir content, the 
f low in or out of bank stor age was largely determined 
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by the reservoir content (or by the elevation of the 
water surface) and the total bank storage. By reln·t­
ing the change in ba.nk storage to the prior month's 
bank storage, the past reservoir content was effec­
tively integr ated into one quantity. 

The possibility of the change in bank storage 
lagging the change in surface storage was investigated 
by correlogram of Fig. 6.4. The peaks at 12-month in­
t ervals i ndicate the annual periodicity in both 
series. This illustrates an immediate response of 
bank storage to changes in monthly sur face storage . 
It should be noted t hat there are no significant cor­
relation coefficients which are greater than t hose at 
0 or - 1 lag, i ndicating that for the data of this 
system, there is no apparent tong-delayed response. 

With the above quantities, the regressi on equa­
tion was postulated 

B 6.7 

with 8 the monthly bank storage change, Cb the accumu­

lated bank storage in the pr ior month, V the content 
of t he reservoir, Dv the change in reservoir content, 

H the water sur face elevation, and Dh the change of 

water surface elevation since the past month . The 
first multipl e linear regression of monthl y bank stor­
age on the above variables was made with the comp lete 
1935 to 1968 data. The simple correlation matrix in­
dicated the bank storage was most influenced by 
changes in water surface elevat ion (r "' 0.57) and sec­
ondly by surface storage change (r"' 0.56). This is 
not surprising since these two variables are closely 
related . A summary of the step-wise regression re­
sults is given. 

Step 

1 
2 
3 
4 
5 

Variable r 

0 . 57 
0.60 
0.61 
0 .62 
0.62 

The standar d error of estimate 

Multiple correlation 

r 2 Increase 

0.33 
0.37 
ll.38 
0 .38 
0.38 

on St ep 

0 .33 
0.04 
0.01 
0.00 
0.00 

was 50 , 000 
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Fig. 6.4 Cross correlogram of monthly storage change and wa~er budget residuals 
(bank storage). 

acre-feet per month compared to 48,000 acre-feet on 
Step S, using all variables. It is wor thwhile to note 
that the reservoir content is related to water surface 
elevation . Similarly, storage change and elevation 
change are closely related and have a linear correla­
tion coefficient of 0.74. For the data of this anal y­
sis , monthly bank storage ca.n be estimated from water 
surface elevation change al one nearly as well as with 
the five remaining variabl es included. The least 
squares relationship for these data was: 

8 ; 1.19 + 3.65 Dh 6.8 

An interesting comparison with previous estimates of 
bank storage for Lake Mead can be made . Rechard (41} 
concluded that after the 1954 to 1956 drawdown, the 
annual bank storage was approximately 6.5 percent of 
the annual surface storage change . Capacity tables 
for Lake Mead indicat e 90,000 acre-feet of volume be­
t ween elevation 1100 and 1101, and 112,000 acre-feet 
between elevation 1151 and 1152, or roughly a 100,000 
acre-foot volume change for a .1 -foot elevation change 
under normal operating levels. By using equation 6.8, 
a 1-foot change in e levation would produce 4,840 acre­
feet of bank storage, or approximatel y 5 percent of 
the 100,000 acre-foot volume in change. This is very 
comparable to the percent which Rechard estimated. 

The use of elevation change was more appealing 
than volume change since the hydraul ic head on an aq­
uifer is the f orcing function causing water movement. 
A good correlation between the change in surface s tor­
age and bank storage resulted since a spurious corre­
lation existed with the third variable, water surface 
elevation. 

Regression anal ysis was performed on the same 
variables for several shorter periods between 1935 to 
1968 to investigate the effect of different data on 
this relationship. Results of those analyses are tab­
ulated in Table 6. 

The wide range of coefficients and shifting im­
portance of specific variables indicated that the data 
did not r efl ect a consistent rel ati onship between the 
bank storage and the causitive factors. 

26 

The 1953 to 1956 period was selected to represent 
severe drawdown of the reservoir. The low levels of 
explained variance negate the possibility of formula­
ting any reliable relationships between bank storage 
change and the reservoir drawdown . For lack of better 
results, the bank storage Eq. (6 .8) for the en­
tire 1935 t o 1968 period was accepted as the most rep­
resentative e~pression of the bank storage process by 
the multiple linear regression approach. 

The second method of modeling bank storage was 
the convolution sum approach. Eqs. 4.46, 4.48 , 
4.49, and 4.51 from Section 4.2 were programmed and 
convoluted by Eq. 4.53. Terms in Eqs. 4.49 and 
4.51 for the finite aquifer were added until the 

-120 argument in the exponentiation exceeded -120 (e 

• 7.67 x lo- 53) or when the ratio of the last term to 
the sum was less than 0.005. 

The mathematical formulation and computer pro­
gramming for the estimation of bank storage change was 
clear-cut . The major problem was finding values of 
aquifer parameters which were representa~ive of a spe­
cific reservoir. A range of values for the various 
parameters is presented in Table 7. 

As can be surmised from the table, even an order 
of magnitude estimate of parameter values for a parti­
cular situation was not possible without field tests. 
A search through publications and per sonal discussion 
with several representatives of the USSR and USGS in­
dicated no wells or field test information was avail ­
able for Lake Mead. The approach taken was to assume 
values for each of the required parameters, calculate 
the out put using historical water surface elevations, 
and compare the results with bank storage quantities 
determined from the water budget. Values of the pa­
rameters were adjusted until this comparison did not 
show any significant improvement. This analysis re­
sulted in parameter values which seemed realistic and 
also reflected the bank storage quantities of the his­
torical data. Figure 6.5 illustrates the historic and 
calculated bank storage for one test period . Examples 
of the kernel s for the convolution equation of both 
cases are illustrated in Fig·. 6 .6. The finite kernel 
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1-klltipla Regression Eatim&t· .. of !lank Storage for Vartoue Perieda 

Standard 
error o f 

In- estiCAtc 
~111~iple cre3se Rcsreasion tguation Coefficient• (thoua:t.ll.d l 

r2 Period St•p Variable r r Conlttu\t Db Dv cb II v of .>c-tt) 

1935 to 1 Dv o. 72 0.51 0.51 15. 76 0. 065 61 
2 Dh 0. 75 0.56 0.05 12.21 1.474 0. 048 58 

1941 3 
~ 0 . 76 0 , 58 0.02 41.31 1.051 0.051 -0.013 58 

4 0.76 0. 59 0.01 -177.11 1.165 0.047 -0.042 0.2!11 58 
5 v o.zz 0 60 0.21 - 2] s 1>3 0' 996 a ou -0 l09 0 3]9 Q COli 52 

194 2 to 1 Dh 0.40 0.16 0.16 -0.95 2.85 41 
2 H 0.48 0.23' 0.07 1013.50 3.240 -0.849 40 

1952 J D 0.48 0.24 0.01 1023.8\1 7.576 -0.026 -0.857 40 
cv ... 

4 0 . 49 0.24 0 . 00 945 .89 7.593 -0.027 - 0 . 010 -0.771 40 .. 
5 yb 0.49 0.24 0 . 00 4009.19 9 . 055 -0.035 -0.013 -l,6~2 0.017 40 

1942 to 1 Dv 0 . 33 0.11 O.ll -5.49 0.015 40 
2 ~ 0.34 o.u 0.00 29. 95 0. 015 -0.014 40 

1956 3 o. 35 0.12 0 . 01 -176.84 0.014 -0. 029 0.205 40 
4 v 0.38 0.15 0 . 02 -28G5.32 0.015 -0.032 2.799 - 0.018 40 
5 ~ 0.39 Q, l~ 0 . 01 -~Q4~ . 77 -~.~2~ Q,O~J -2.m 2...2.72 -0.019 40 

195:3 to 1 II 0 . 27 0.07 0.07 4:!6. 79 -0. 397 JO 
2 D 0.32 0.11 0.04 458.30 -0.010 -0. 418 30 

1956 3 vv 0.37 0.14 0.03 5310.43 -0.012 -5. 169 0.037 30 
4 

~ 
0.38 0.14 0.00 5293.86 -O.Oll -0. 017 -5.146 0.039 30 

s 0 . 38 Q.l~ 0 .01 ~609.19 1.585 -0.025 -Q. Ol6 -~.4~~ 0 . 041 30 
1958 to l Dv 0.61 0 . 37 0 .37 l.ll 0.053 42 

2 ~ 0. 67 0.45 0.08 1.03 -18.253 0.172 39 
1968 3 0.68 0 . 46 0.01 - 234.33 - 18.455 0.173 0.201 39 

4 ? 0.69 0.47 0.01 - 442.51 -19.024 0.174 -0.033 0.442 39 
5 0.69 QdZ o.oo 66~.44 -18.687 Q,l.ZQ -Q. 04~ -0, 6lZ 0.008 39 

Table 7 

Estimated or Assumed Aquifer Pr operties 

S~ol Parameter Units HinimiD Hax.imum Source 

s Storage Dimensionless 0.01 0.20 Cho~, Table 13-1 , p . 13-4 
coefficient 

k Permeability gal/day/f.?- 10 100,000 Chow, Table 13-1, p. 13-8 

b Aquifer depth feet * 500 Depends on reservoir geometcy 

T • kb, Transmissivity gal/day/ft *5,000 *!!.1 20,000 

Cl 
-kb Diffusivity gal/day/ft 
s • 

L Aquifer widt h feet 10 100,000 

R Perimeter miles *E./ 150 *.£./UOG;t300 

* Values with an asterisk ar e specifically for Lake Mead. 
!f Per sonal co~uication , H. M. Babcock, USGS , WRD, Tucson , Arizona. 
b/ Based on strai ght -line est imate of main water body incl uding Over ton arm. 
c/ Personal collliiiUilicati on, M. J . Cl int on , USBR, Boulder Cit y, Nevada. 
~/Chow, V. T., Handbook of Applied Hydrology, McGraw-Hill, 1964. 
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Depends on permeability and 
aq,uifer depth 

Depends on other parameter s 

No basis . Goes to infinity 
for semi-infinit e case 

Depends on particular system 
geomet ry 
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Fig. 6 . 6 Kernel funct i ons for t he ground-wat er convol ution equat ion. 
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has high values at short lags, but decays more rapidly 
than the semi-infinite kernel. Figure 6.7 indicates 
the effect of truncating the number of terms i.n tho 
convolution sum for the semi-infinite case. The . finite 
kernel had negligible ordinates after about lag 10 . 

The correlations between predicted and observed 
bank storage were generally poor, never exceeding 
4 = 0.4. The minimum standard error of estimate was 
not reduced below 40,000 to 50 , 000 acre-feet per 
month, which is on the same order as that found by the 
multipl e linear regression. 

Two conclusions can be i nferred from this analy­
sis of two appr oaches to modeling bank storage. First , 
the data were so contaminated by "noise" that it was 
nearly impossible to obtain a satisfactory model of 

'Estimated 
bank 
storage 
(1 , 000 ac-ft) 

+30 

20 

10 
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- 20 
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Fig . 6 . 7 

4 6 s' \ 
\ 

\ 

' .... .... 
........ , 

semi - 10 t erms 

semi - 40 terms 

Effect of number of terms i.n the convol ution 
sum on estimated bank storage for the semi­
infinite aquifer. 

aquifer response for this system. The quantity of bank 
storage was estimated by taking sums and differences 
of several approximated quantities . By this procedure, 
errors could become quite l arge. Also, since the vari­
ance of a sum of variables includes the variance from 
each term, pl us the non- zero covariance terms, the 
est imated quantity coul d have extremel y large random 
fluctuations. 

Secondly, based on statistical measur es of good­
ness-of fit such as the coeffi cient of determination 
or standard error of estimate , the multipl e l inear re­
gression approach ~~as just as satisfactory as the con­
volution appro;~ch. However, the convolution model is 
advantageous since the aquifer properties can be used 
to produce an estimate of bank storage with no histor­
ic data . Application of the regression techniques re­
quires data for parameter estimation. As a general 
procedure for estimating bank storage, the convolution 
model with the appropriate aquifer parameter values is 
recommended. 

6. 2 Salt Budget 

The main purpose of analyzing the salt budget in 
this study was to confi rm that valid estimates of the 
unmeasured salt quantities had been made. In essence , 
tho salt budget i s an exact parallel to the one for 
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water except d issolved solids are accounted for in­
stead of Nater, Fi gur e 6.8 depicts the major quanti­
ties entering into a reservoir salt budget. If the 
budget can be balanced, it follows that all inputs and 
outputs have been properly evaluated. This type of 
budget can be calculated on a monthly basis so the 
salt mass stored i n the reservoir can be traced over 
time. As this section will illustrate, accurately de­
scribing all the inputs and outputs is a very diffi­
cult task . 

mainster.l 
in flo~<. rm 

gains or 
losses f rom 
bank storage, B 

Fig. 6.8 Major components of a reservoir salt budget. 

Inputs and outputs of dissolved solids may be 
balanced by the following budget of sal t mass: 

aS I + I + I + B - 0 
m t u 6.9 

with nS the change of salt mass stored in the reser­
voir from period i to period i+l , Iu the unmea-

sur ed pickup or deposition , B the bank storage contri­
bution, Im the measured inflov.• of Colorado Rive r, It 

the tributary inflow, and 0 the outflow . 

The above salt budget describes the main factors 
for accounting for salt distribution i n the reservoir 
system. The primary source of inflowing salt, Im, was 

measured at the Grand Canyon station. Tributary salt 
inf low was less well defined. However, t he main trib­
utary was the Virgin River where salt load measure­
ments have been made since 1941 . The salt concentra­
tions of the unmeasured inflows were used as discussed 
in Section 5.2 . 

In any reservoir system, there is opportunity for 
prectpltation of salts out of solution, exchange of 
ions, and dissolution of minerals from sediment and 
earth of the reservoir bottom. Such a quantity, Iu , 

ca11not be measured and must be estimated indirectly. 
The salts entering and leaving the reservoir as mate­
rial dissolved tn bank storage water, is another un­
measurable quantity 1~hich must be estimated indi·rectly. 
Salts leaving in the discharge through the r eservoir 
outlet are readily calculated from the product of flow 
and concentration. As the reservoir volume changes, 
there wil l be a change in the salt mass stored, nS . 
This quantity is not directly measurable and must a l so 
be estimated from the salt budget calculation. 

If a l l the unknown factors of the budget are 
grouped, the salt budget equat ion becomes: 

I - 0 m 6S - B - I - I . u t 
6.10 

The approach used i n t his study to estimate the un­
known quantities was to isolat e them and attempt to 
explain their occurrence. Once a variable is esti­
mated, it can be added on the left-hand side of the 



budget equation. It is important, however, that the 
estimated quantity relates to some known or definable 
process and has a physical meaning. ll'hen all the de­
terministic quantities have been isolated, some unex­
plained residuals from a balanced system will undoubt­
edly remain. These result from processes not incl uded 
in the model such as chemical reactions, thermal and 
chemical stratification, short circuiting of flows , or 
unmeasured salt in flows from tributar ies. Hopeful l y 
these effects are r andom and comprise only a small 
part of the salt budget. 

The approach described above was employed using 
the monthly salt quant ities for Lake Mead. The first 
analysis included the Colorado and Virgin River salt 
inflows only and the outflows from Hoover Dam for the 
period 1942 through 1962. This per iod was selected to 
eliminate the ini tial filling period and the dr awdown 
of the mid-1960's when Lake Powell was filling. A 
tabulation was made of salt inflows , salt outflows, 
t he monthly di fference between salt inflow and out­
flows, and the accumulated sums of t hese variables. 

The overall r esult of this analysis ,,.as that more 
salt left the reservoir than entered i l:. In other 
words , the outflowing salt tonnage exceeded the in­
coming tonnage. This was anticipated since salts 
enteri ng in the unmeasured tributaries were not in­
cluded. Also, salt contributions from material dis­
so lving out of the geologic formations surrounding the 
reservoi r could add substantial tonnage . The accumu­
lated salt defecit from 1942 to 1962 \o~as over 8 .8 
million tons. 

It has been estimated (54) that salt entered Lake 
~lead from 1935 to 1944 from salt beds flooded by sur­
face storage. The net increase resulting from precip­
itation of sili ca and calcium carbonate and solution 
of calcium sulfate was estimated at around 10 mil lion 
tons. Results from the salt bud et ran from 1942 in­
dicated an overall excess of salt coming out of the 
reservoir of about 10 m Ilion tons by 1945. This re­
flects l:hree ~ssion components ~f t he model: salts 
in surface storage, tributary inflows, and additions 
due to dissolved minerals . From 1945 to 1960, the 
descrepancy between salt inputs and outputs remained 
fairly constant, fluctuating bet1o~een 9 and 13 million 
tons. However, in 1956 and 1957 when t he reservoir 
was drawn down , t he increased salt outflows caused the 
deficit to exceed 16 million tons. This peak salt 
deficit fo l lows a period when reservoir storage was 
reduced by almost 10 million acre-feet and bank stor ­
age wenl: down by about a million acre- feel:. 

The next step of the salt budget analysis was the 
inclusion of es timated salt i nflows from all t r ibu­
taries as described in Sect ion 5.2. The salt budget 
equation was revised to 

as - B - Iu. 6.11 

The budget was run fr om 1935 to 1968 with t ribut ary 
salts included as inputs. The difference between salt 
inflows and outflows was compared to an est imate of 
salt tonnage in storage computed from t he product of 
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reservoir sto;age (acre-feet ) and outflowing salt con­
centration {tons per acre-foot ). This was a fairly 
representative value since the concentration from 1941 
to 1968 averaged 0.94 tons per acre-foot and had a 
standard deviation of about 0.09 , indicating only a 
minor change . 

As expected, the accumulated difference between 
incoming and outgoing salts rose rapidly t o a peak in 
1941. Since the reservoir was filling in this period, 
the estimated stored salts also increased to a maximum 
i n 1941. Fr om the peak i n 1941, the difference between 
accumulated inflowing and out flowing salt decreased 
between 14 and 17 million tons. A peak in salt dif­
ference of over 19 million tons occurred i n mid-1952, 
coinciding with a peak in stored water which had not 
occurred for the prior three years. From this peak 
until about Mar ch 1957 there was a cont i nual reduction 
of the accumulated salt difference . This reduction is 
explainable due to the reservoir storage being the 
l owest si nce initial fi l ling . From 1958 through 1961 
storage returned to the level of the 1940 ' s, but the 
salt difference between in£ ows and out f l ows rose 
above past levels and reached a peak of over 23 mil­
lion tons by the end of 1962. 

Although there were intuitive explanations for 
changes in differences bet ween salt input and output 
of the system, quantitizing the unknown salt inflows 
and outflows was a difficult task. The change in 
stored salt tonnage was estimated by the product of 
storage volume and concentration of the outflow. This 
could be in substantial error since the r eservoir is 
not fully mixed throughout. At this point, the salt 
budget equation was written as 

• -B - 1 . u 
6. 12 

The problem was to relate the quantities on the r ight 
t o the residual calculated from the left-hand side. 
Salt dissolution from the flooded valley would be 
rapid while the reservoir filled for the first time, 
and cease either after sediments had covered the 
sources of salt or the material had been depleted. 
This suggests a function decaying from an initial 
value to ncar-zero such as en exponential . The e~ua­
tion 

I 
u 

6.13 

was tried in the salt budget for several ·values of I 
0 

and k . When k was chosen such that lu died out. 

in about 10 years, the outflowing concentration r esem­
bled the historic values better. Since this phenomenon 
occurs only when a reservoir is initially filled, it 
is not necessary in a long-term simul ati on model. 

Several methods were tried to estimate the salt 
concentration of water entering and leaving t he bank 
storage with l imited success. It was found that a 
concentration equal to the mean reservoir concentra­
tion gave as good a result as more compli cated esti­
mates. 



CHAPTER VII 

MODELING OUTF LOW SALINITY CONCENTRATION 

This chapter describes three approaches to model­
ing the concentration of dissol ved solids i n reservoir 
outflows. They are (1) multiple regression, (2) a 
mixing model, and (3) time series analysis . After 
each method is applied and discussed , the results are 
compared to indicate the merits and drawbacks of each 
method. 

7 .1 Multiple Regression Approach 

Before describing the application of the multiple 
regression analysis to Lake Mead, the potential for 
spurious correlation between products or ratios of 
random variabl es will be discussed. In analysing data 
from sev~ral measurements such as lengths of body 
parts of animals or velocities i n several direct ions 
or locations, i t is a common practice to derive di­
mensionless ratios of variables or ~athematical func ­
tions of variables and s t udy relationships between 
them . The degree of the relationship is often mea­
sured by the correlation coefficient, r , or the 
coef ficient of determination, r2 It is commonly 
accepted that a high value of r or r2 indicates an 
underlying physical basis for the strong correlation . 
Unfortunately, in many cases, the high correl ation 
does not t r uly reflect this. Instead, it results from 
using funct ions of variables and has been termed 
"spurious correlation". 

The problem has been known f or many decades as 
evidenced by Pearson's (39) earl y discussion of the 
correlation induced by using i ndices for comparing 
biological quantities and a l ater paper by Reed (42) 
giving expressions for spurious correlation of any t wo 
functions of variables . Pearson (39) provided the 
basis for uncovering more recent misinterpretation ·of 
correlations among ratios and products as discussed by 
Chayes (6), Benson (3), and Yevjevich (66). The above 
three references t o spurious correlation are based on 
Pearson ' s origi nal work and may be consulted for 
specific cases of ratios and products not discussed 
here . 

Given four random variables , x1 , x2 , x3 , and x
4 with means, s tandard deviations , coefficients of var­

iation (st andard deviations divided by the mean), and 
correl ation coefficients, m. , s. , c ., and r .. respec-

~ ~ 1 1) 

tively, for i and j from one to four, the general re­
lationship for the correl ation between the ratios 
Y = x1;x2 and Z = x3;x4 is 

r yz 7.1 

This is an approximate relationship which depends on 
powers of coefficients of variation greater than two 
being negligible (39 :492). When coefficients of vari­
ation are l arge (such that powers and products over 
two ar e of magnitude similar to c.2 and c .c. ) , the ex-

1 ]. J 
pression above may be i n substantial error. 

Specific cases of correlations between such quan­
tities as a ratio and its denominator or its numerator 
and two ratios wi th t he same denominator or numerat or 
have been handily tabulated by Benson(3) He also 
gave similar results i n tabular form for a variety of 
combinations of product terms. The relationship for 

3) 

the general case of 
above notation with 

product corr e lation (using the 
Y = x1x2 and Z Q x3x4) was 

T yz 7.2 

The total load, or mass movement of dissolved 
solids in a water body, is often used in salinity 
s·tudies . This quant ity i s formed from the product of 
concentration and flow . For concentration in units of 
tons per acr e-foot and f l ow in acre- feet per month, 
the units for load become tons per month . Spurious 
correlations result from correlation of the total salt 
load with streamflow. If x

1 
is the dissolved sol ids 

concentration and x2 the f low, 

the load and z = x2 is the f l ow. 
relation between W and Z is 

rl2 cl + c2 
r 

2 2 wz 
(cl + 2rl2 + c2 

with rl2 the correlation between 

centrat ion and flow, cl = s/m1 

then w = xlx2 is 

The spurious cor-

7.3 
c ) ~ cl 2 

xl and x2 , con-

the coefficient of 

variation of concentration, and c2 
efficient of variat ion of the f l ow. 
no correlation between concentration, 

s
2
;m

2 
, the co­

For the case of 
x

1 
, and fl ow, 

x2 , r 12 equal s z:ero and the spurious ·correl ation 

for c2 > cl can be greater than 0.71 as shown by 

Benson (3:39). \'/hen these variables are analyzed,_ the 
potential for high correlation values seems obvious . 
In cases where flow varies more than concentration, 
i . e . has a greater coefficient of variation, the sal t 
load will follow the flow very closely . Nothing wi l l 
be learned from correl ations of salinity load and flow 
except the trivial conclusion t hat high flows carry a 
greater total mass of salt than l ow flows . 

The potential for high values of correlat ion co­
efficients r esulting from the use of product s or· ra­
tios of variables should alert the analyst to cl osely 
inspect t he variables under study . He should be espe­
ci ally careful to understand that high correlations 
can result from spurious correlation as well as valid 
causative relationships . 

In this study there is opportunity for correla­
tion coef f icients to be effected by combinations of 
variables. How·ever, the results from regression anal­
ysis will not be used to infer a physical relationship 
between the variables. Also the s tandard error of es­
timate will be used to compare various prediction 
equations as wel l as the multiple regression coeffi­
cient. 

Inspection of time series plots of reservoir 
s torage and concentration of outflowing dissolved sol ­
ids, Figures 5 .5 and 5 .6, indicates a general inverse 
relationship between concentration and volume, su ch as 
a linear mix model would produce . The mixing approach 
to estimating concentration is explored in Section 
7. 2 . The approach followed i n this section is to 



hypothesize which variables bear on the phenomenon 
under study and use multiple linear regression anal­
ysis to determine the best relationship between the 
selected variables. 

The first attempt at estimat ing outflowing con­
centration was a correlation with reservoir storage , 
inflowing concentration of the Colorado River, and 
monthly change in bank storage. Of these three "inde­
pendent" variabl es included , reservoir storage was the 
most important. The analysis was run from 1944 to 
1968 to minimi ze the effect of i nitial addition of 
salts to the reservoir. Table 8 gives the results. 
The correlation between downstream sal ·t concentration 
and storage was fairly strong with r = -0. 69 or 

r 2 = 0.48. Addition of the two remaining variables to 

the regression equation increased r 2 to 0 . 51 only. 
The standard error of estimate using the three vari­
ables was 0 .06 tons/acre-foot. Evidently the mixing 
effect of reservoir storage has a greater bearing on 
outflow concentration than the inflow concentration 
for this example . 

One reason for the low correlation between the 
upstream and downstream concentrations (r = - .017) is 
the l ag and smoothi ng effect of storage. The cross 
correl ogram of these t wo time series, Fig. 7 .1, indi­
cates a maximum correl ation at a 17-month lag . Addi­
tional sets of "independent" variables were construct­
ed from the inflow concentration time series by lag­
ging individual values and summin?. groups of values to 
reflect the effect of detention in the reservoir. 

The next multiple regression analysis i ncluded 
9 such variables for the 1937 to 1968 and 1949 to 1968 
period. The explanation of the variables is in­
cluded with results in Table 9. 

1. 
2 . 

3 . 
4. 

Table 8 

Results of ~rultiple Regression Analysis 
of Lake ~lead Salinity, 1944-1968 

Variable Mean Std . Dev. Units 

Outflow TDS 0.940 0.088 Tons/ac-ft 
Volume 19872. 3531. Thousands of 

ac-ft 
Inflow TDS 1.151 0.398 Tons/ac-ft 
Bank Storage -1.45 29.85 Thousands of 

ac-ft 
per month 

Correlation Matrix 

Variable 1 2 3 4 

1 1.00 -.69 -. 17 -.02 
2 1.00 - .01 .19 
3 1. 00 -.37 
4 1.00 

Ste:ewise Summary 

Variable r 2 Std. err or of est imate 

2 .48 .064 
3 . 51 .062 
4 .51 . 062 

k 

Figure 7.1 Cross corre1ogram of dissolved solids concentration of 
Colorado R. near Grand Canyon and below Hoover Dam. 
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Table 9 

Results of Multiple Regression Analysis 
of Lake Mead Salini~ and Nine Vari3bles 1 1937-1968 

Variable Mean Std . Dev. 
1. Outflow concentration (tons/ac-ft) .955 0 . 090 
2. 17-mo lag inflow concentration 1.178 0.1417 
3. s~ of lag 6-11 inflow concentration 7.004 1.589 
4. s~ of lag 18-23 inflow concentration 7.054 1.598 
5. Sum of lag 16-18 inflow concentration 3.533 1.090 
6. Reciprocal of reservoir contents 0.00005 0.00001 
7. Water inflow (1 ,000 ac-ft/mo . ) 915.30 951.09 
8. Water outflow (1,000 ac-ft/mo . ) 855.19 281.36 
9. Inflow concentration ( tons/ac-ft) 1.159 0.410 
10. Tributary salt toooage (1,000 tons/mo.) 67.516 23.744 

Correlation Matrix, 1937 to 1968 

Var. 1 2 3 4 5 6 7 8 9 10 

1 1.00 .31 .07 .16 .34 .so .11 -.34 - .16 .15 
2 1.00 - .07 .01 .98 .12 .33 .11 -.43 .05 
3 1.00 .73 - .05 -.10 . 18 - . 06 - .05 -.07 
4 1.00 .13 - .15 . 23 .03 -.16 -.06 
5 1.00 .13 .37 .12 - .47 . 08 
6 1. 00 -. 20 -. so .02 .02 
7 1.00 .24 - .74 .24 
8 1.00 - . 08 .06 
9 1.00 -.11 

10 1.00 

Correlation ~~trix, 1949 to 1968 

Var. 1 2 3 4 5 6 7 8 9 10 

1 1.00 .27 . 04 .22 .30 .76 .03 -.42 -.15 .03 
2 1.00 .01 .10 .98 .13 . 29 .23 -.36 - . 03 
3 1.00 .69 .03 -.02 .14 .02 . 03 - . 09 
4 1.00 .14 - . 03 .18 .00 - .12 - .03 
5 1.00 . 15 .32 .25 -.39 -.01 
6 1.00 -.21 - . 43 - .01 . 05 
7 1.00 .30 - .67 .18 
8 1.00 -.07 .08 
9 1.00 - .06 
10 1.00 

s tepwisa S Wlllllll ry 

Variable Added -? Std. error of cat. 

'37-'68 ' 49-'68 ' 37-'68 '49- '68 '37-'68 '49- ' 68 

6 6 .25 .57 .078 .063 
5 4 .32 .63 .074 . 059 
4 3 .37 .66 .071 .057 
8 7 .40 . 68 .070 .055 

10 8 .42 . 70 .069 .053 
3 5 .42 . 72 .069 .051 
7 9 .43 .73 .069 . 051 
9 10 .43 .73 . 069 . 051 
2 2 .43 .73 .069 . 051 
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The simpl e corr e l ati on matri x i ndicated the rela­
tive importance of each vari able to downstream concen­
tration. The reciprocal of reservoir contents had the 
highest simpl e correl ation coefficient in both sets 
and was the first variable chosen for multiple regres­
sion. It is i nterest ing to note that the standard 
errors of estimate at thi s point were 0.078 and 0 . 063 
tons per acre-foot in comparison to t he standard devi­
ation of the dependent variable of 0.090 . The next 

' variable selected was the sum of concentrations from 
16 to 18 lags for 1937 to 1968 and from 18 to 23 lags 
for 1949 to 1968 . This combination was chosen over 
the 17-month l agged concentration al one in both cases. 
Although the final coefficient of determination for 

1937 t o 1968 was r 2 = 0 .48, the standard error of es­
timate had not been significantly improved . Al so, 
since several variables were correlated, inclusion of 
all 9 in a regression equation is not re·commended . By 
dropping off the first 14 years of reservoir opera­
tion, the multiple regression relationship was signi­
f icantly improved. Quite a shi f t i n relative impor­
tance of t he independent variables also occurred. In 
both cases the last variabl e i ncluded was the inflow 
dissolved solids concentration 17 months earlier. 

The multiple regression approach was further re­
f i ned by eval uating the correlation between various 
combinations of salt loads in t housands of tons from 
the past with outflow concent r ation. Six such combi­
nati ons covering i nfl ow salt lags up to two years were 
analyzed . The results i ndicated t he load variable in­
cluding months 15 through 24 in the past was most im­
portant whereas shorter groupings of loads were not as 
significant . This result indicates that i nputs to the 
reservoir measured at the Grand Canyon station have 
their greatest effect on the output from one to two 
years in the future . This is consis~ent with t he 17-
month lag found i n the cross-correlogram of input and 
output dissolved sol i ds concentration . Figure 7.8 
shows a maximum correlation between load i nput and 
concentration output at about 17 months . Another at­
tempt at i mproving the regression model i ncorporated 
reservoir contents and input concentra·tion and input 
load l agged to cor r espond ~o maximum val ues from t he 
cross-correl ograms . The multiple regression results 
again placed most weight on reservoir contents , which 
alone explained about 23 percent of the outf low con­
centration variance for 1938 to 1967 data. \\'i th all 
variables included, t he multiple correlation coeffi­
cient was 0. 64, and the standard error of estimate was 
about 0.07 tons per acre-foot. This indicated little 
gain f rom the previous set of lagged variables. Ap­
parently, lagging t he inflowing salt load to corre­
spond with the lag of maximum cross-correlation coef­
ficien.t does not substantially improve t he regression 
relationship. 

~ final analysis was made using data from 1956 to 
1967 and the most important variables from the past 
runs. The variables used and results are given in 
Table 10. 

The stepwise summary indicated litt l e to be gained 
by adding more than three variables to the regression 
equation . Using the most important variables, the 
equation for predicting salinity in the rel ease is 

C
5 

0.6485 - 0.0001128 X L + 0.018205 X Tl 

+ 4073 .1538 x v-1 7.4 

Cs the concentration of TDS in the out flow, 

the average inflowing load over months 13 to 21 in 
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the past, T1 the sum of dissolved solids concentration 

from months 24 to 31 in the past, and v the reservoir 
contents. With a multiple correlation coefficient of 
0.82 and a s tandar d error of 0.054 t ons per acre-foot, 
Eq. 7.4 is recommended as a prediction equation for 
the concentration of dissolved solids in flows out of 
Lake Mead . 

7. 2 Mixing Model Approach 

In accordance wi th the general reservoir circula­
t ion pat tern described in Chapter III, several at­
tempts were made to model the mixing and time lag of 
inflows . A study was firs t made to quantify more pre­
cisel y the t ime r equired for infl ows to have an effect 
on outflow . The cross-correlograms of Figs. 7.1 and 
7.8 both indicate an average flow-through time of ap­
proximat e l y 17 months . This t ime depends on the stor­
age volume, and is also a random variable like all 
other reservoir quantities. As another estimate of 
this, t he end- of- t he-month reservoi r contents were 
divided by monthly fl ow fox t he 1935 to 1968 per iod. 
The average was 41 months, or just under 3-1/2 years . 
Each monthly detention time estimate was t hen adjusted 
by the factor 17/41, or 0.41, to produce an average of 
17 mont hs. The resulting distribution of time lags 
was very interesting . As Fig. 7.2 shows, at l east a 
third of the lags were less than one year and almost a 
fifth 1,rere l ess than six months. This indicates that 
the largest f l ows i n t he spring could possib ly reach 
the outlet in only two or three months. The smallest 
inflows, on the other hand, might not affect the out ­
flow for over two years . 

This result was used to formulate a mi xing model 
that reflected the movement and mi xing of 1vater enter­
ing the system. The mechanics of mixing and the time 
to r each the outlet were varied monthly depending on 
the inf low rate. This was accomplished by accumulati ng 
past inflows until a volume equivalent to the effec­
tive volume of the reservoir had enter ed the syst em. 
The effective volume was taken as 40 per cent of the 
actual contents , equivalent to the ratio 17/41 from 
the l ag t i me study. Infl owi ng loads prior to this time 
were then added · and mixed until a volume equ ivalent to 
the effective volume was included . The outflowing 
concentration was then equal to that of this. mixture, 
or t he load divided by the effective volume . Since 
outflow concentration data indicated the spring inflow 
reached the outlet the f ol lowing November, the concen­
tration for November was calcul at ed by the above pro­
cedure . Through the winter and spring months the mix­
ture for November was mixed with the entire volume of 
reservoir water in an attempt to model the winter 
turnover. This process 1vas refl ected by weighing var­
ious linear combinations of salt loads and water 
masses of past inputs with the quantities calculated 
for November . For the summer months it was assumed 
that the outflow concentration 1vould be a mixture of 
infl ows over a year ' s time beginning 6 to 8 months in 
the past . Several other similar methods of r epr esent­
i ng this lag were tried . 

The results of many attempts to incorporate the 
missing pattern into a quantative model gave poor re­
sults. The correl ation coeff icients between predi cted 
and observed concentrations were onl y around r = 0 . 55 
and the standard errors of est imate were about 0 . 16 
tons per acre-foot. 

In view of the limited success of these attempts 
to reproduce the behavior of mixing in the reseTVoir 
by a complex model, a simpl er approach 1o~as trie-d. A 

st raightforward mass balance on sal ts i n the reservoir 



TABLF 10 

Results of Multiple Regression Analysis of 
Lake Mead Salinity, 1956-1967 

Variable Mean Std . Dev. 

1. Aveuge of lag 13-21 
inflow salt load 730.083 251.246 

2. Sum of lag 13-20 
inf l ow concentration 9 . 390 1.897 

3. Sum of lag 24-31 
inflow concentration 9.739 1.648 

4. Reciprocal of r eservoir -5 l.l 46xlo-5 contents 

5. Sum of lag 16-18 
inflow concentration 

6. Monthly reservoir 
release 

7. Concentration of TDS 
in release 

Variable l 2 

1 1.00 
2 
3 
4 
5 
6 
7 

Variable added 

4 
3 
1 
6 
2 
5 

-.527 
1.00 

5.473xl0 

3.537 1.081 

727.001 

0.966 0.093 

Correlation Matrix 

3 4 5 6 

-0.018 -0.525 - 0.399 0.048 
0.415 0.231 0.831 0.217 
1.00 0.167 0.414 0. 155 

1.00 0.171 -0 . 339 
1. 00 0.289 

1.00 

Stepwise Summary 
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2 
r 

0.51 
0.60 
0.67 
0.67 
0.68 
0.68 

Units 

10
3 

Tons/1110. 

Tons/ ac-ft 

Tons/ac-ft 

3 -1 (10 ac-ft) 

Tons/ac-ft 

103 ac-ft 

Tons/ac-ft 

7 

-0.574 
0.447 
0.412 
o. 716 
0.355 

-0 .194 
1.00 

Std. error of 
Estimate 

0.065 
0.059 
0.054 
0.054 
0.054 
0.054 
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Fig. 7.2 Distribution of adjusted detention times f or 
Lake Mead inflows . 

was used to estimate the tonnage in storage in any 
month. This tonnage was the accumulation of salt en­
tering minus the salt leaving. The outflow concentra­
tion 1;as the ratio of the tons of salt in the system 
divided by the monthly reservoir contents. Salts 
leaving the system were calculated as the product of 
discharge and estimated concentration. Since the ac­
tual reservoir content was used as the diluting vol­
ume , evaporation was indirectly accounted for . The 
results of this analysis were very good . For the 1935 
to 1968 period, the mean salinity was predicted at 
0.962 tons per acre-foot compared to a value of 0 . 952 
calculated from the data. The correlation between 
predicted and historic concentration values was r = 
0.78, and the standard error of estimate was 0 . 081 
tons per acre-foot . The model followed the extreme 
changes such as the 1955-1956 and 1965-1966 rises in 
concentration quite well as Fig . 7 . 3 shows. Although 
this model is simple, the main factors and processes 
governing reservoir behavior are incorporated in its 
structure. It also has an implicit self-correcting 
property . When outflow concentration is overestimated, 
salt output is also overestimated, bringing subsequent 
approximations back to the proper l evel . 

7.3 Time Series Analysis 

In this section, Fourier and spectral analysis 
are used to investigate the periodic structure of in­
puts, outputs, and system behavior. The first part 
presents results obtained from analyzing annual peri­
odic components of salinity load inputs and concentra­
tion outputs. Spectral analysis is employed later in 
this section to investigate the system structure over 
the frequency range from zero to 0 .5 cycles per month . 
The use· of the gain function is explored and results 
are shown for two sets of data. 

Analysis of cyclic components for seven different 
time periods during 1941 to 1968 was used to compare 
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historical results with the theoretical mixing model 
predictions based on the completely mixed model struc­
ture of Section 4.4 . These seven periods were selected 
to represent stable conditions over short time spans 
as well as average conditions over many years. Fourier 
analysis of the sal inity input load at Grand Canyon 
and the dissolved solids concentration of outflows are 
presented in Tables 11 and 12. The 12-month harmonic 
was isolated for thes·e calculations since it was the 
most significant for all the periods used. The columns 
of the tables follow the Fourier analysis coefficients 
of t he equations 

x(t) X + A cos wt + B sin wt, 7.5 

x(t) X + c cos (wt + .p), 7.6 

c IA2 
+ B2 

' 
7.7 

.p tan -1 (B/ A). 7.8 

Although the explained variances of the inflowing 
salt load indicate the annua l period is not signifi­
cant for most cases, some periodicity is definitely 
apparent in certain years. The annual cycle in the 
1961 to 1963 period is least significant. This is due 
to the closure of Lake Powell upstream. In the other 
periods, t he annual cycle explains from 25.5 to 62 . 2 
percent of the original variance. Thus, the cyclic 
model can be used to reflect a large portion of the 
st ructure of the inflowing salt load. The annual com­
ponent of t he concentration of dissolved soli ds in the 
outflow is not significant for any of the time periods 
studied. Again, this component varies in magnitude 
for different periods. For the 1941 to 1968 data, it 
is essentially non-existent. However, in other periods 
it explains up to 48 . 7 percent of the original 
variance. 



Period 

1945-1947 

1941-1950 

1948-1950 

1955-1956 

1961-1963 

1966-1968 

1941-1968 

Concentr ation 
(tons per ac-f t ) 

0 1.8 

1.6 0 

1.4 0 

>, 

1.2 1'\_ 
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Fig. 7.3 Historic and estimated dissolved solids concentration 
of Lake ~~ad outflow. 

Table 11 

Fourier Analysis of t he Salt Load 
of the Colorado River near Grand Canyon 

(103 T/month) Var iance A B c 4> (deg . ) 

837 97700 - 308 - 78 318 194 

878 16U20 - 368 52 371 172 

848 14()380 - 395 139 418 161 

611 50600 - 196 93 217 155 

593 174750 - 128 45 136 161 

627 34840 - 169 112 203 147 

761 169720 - 286 67 294 167 

Percent var i:Jce 
explained~ 

51.7 

42. 7 

62. 2 

46.5 

5.3 

59. 1 

25.5 

!! Values exceeding 61.6 are significant (67 :76) . 
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Table 12 

Fourier Analysis of t he Concentration of 
D1.sso1ved Solids, C

8
, below Hoover Dam 

Period Mean Variance A 

1945-1947 0.923 0.0010 - .0168 

1941-1950 0.918 0.0047 - . 0172 

1948-1950 0. 856 0.0025 .0014 

1955-1956 1.116 o. 0017 - .0314 

1961- 1963 . 934 0.0010 - .0054 

1966-1968 . 959 0. 0021 - .0054 

1941-1968 .943 0.0076 - . 0146 

!I Values exceeding 61.6 are significant (67:76) . 

The phase angle of the input and output series is 
interesting . For the inflowing salt load, the phase 
ranges from 147 to 194 degrees, or roughly six months. 
All the periods show this quito consistently. In con­
trast , the phase of the outflowing concentration 
series is highly variable , ranging f rom 87 to 219 de­
grees, or from three to seven months . This indicates 
a random mechanism which lags movements of water 
through the r eservoir. 

Equation 4 . 63 in Section 4.4 gave t he concent ra­
tion of salts in the outflow in terms of a constar.t 
load , flow, and time. Under steady-state conditions , 
the exponent ial term, exp (- t /T), approaches zero and 
concentration becomes equal to the ratio of l oad to 
flow. When this is calculated for the various periods 
in Table 13, the concentration values are all less 
than the historic ones. The reason for this is that 
the mixing model does not account for water loss by 
evaporation. From Fig . 5.4, the average monthly evap­
oration was about 70,000 acre-feet. When the concen­
tration is adjusted by this factor, t he values compare 
f avorably with historic data. This comparison i llus­
trates the applicability of a model based on the as­
sumption of a compl etely mixed reservoir and steady­
state condit ions . Thus , for predicting the average 
concentration coming out of a reservoir, the ratio of 
the average salt load to the average flow adjusted for 
evaporation would work wel l . 

The ratio of the ampl itudes of input load and 
output concentration was tabulated in the column head­
ed ' 'Gain from data.'' The ''Gain from model" was cal cu­
lated from the system gain function, A. , of Eq. 4.74 

J 
using the mean cont ents and detention time as tabu­
lated. 

Good agreement between the two gain values again 
indicates successful application of the model of the 
completely mixed reservoi r. The gain for annual com­
ponents can be predicted accurately if the system is 
close to steady-state behavior. 

It is important to keep in perspective the order 
of magnitude of the quantities being invest igated . 

~ Percent variance 
B c (degrees) explained !./ 

.0121 .0207 144 21. 4 

. 0264 .0315 128 10.6 

. 0325 . 032.5 87 21.1 

- .0259 .0407 219 48.7 

.0201 . 0208 105 21.6 

.0043 .0069 142 1.1 

. 0183 . 0234 129 3.6 

The first step in the model resulted in a mean concen­
tration value which was at most 10 percent in error 
when corrected for evaporation . The gain from input 
to output represents the change i n amplitude of peri­
odic fluctuations which are superimposed on the mean 
values. The size of this component of the out put is 
insignificant when compared to the mean . For example, 
the 1941 t o 1968 average concentration jn the outflow 
was 0.94 tons/acre- feet . The amplitude of the yearly 
periodic component was onl y 0.0234 tons/acre-foot in 
that period. This is within the accuracy of the data 
itself. As the spectral ana l ysis will show, the res­
ervoir dampens out essentially all periodiccomponents , 
leaving the output composed mainly of an average 
value wi th' ~larkovian fluctuations added. Time lags 
and phase shif~s of inputs are l ess well defined and 
appear greater by about three to four months than the 
theoretical val ues. Apparently, the time lag from the 
point of measured inflow to the outlet is highly vari­
able . It undoubtedly changes with reservoir contents 
and rate of inflow . This is very likely and was 
pointed out in t he discussion of reservoir circ~lation 
patterns . 
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The above analysis used the annual component of 
reservoir inputs and outputs to i llust rate the gain 
function. Results of the complete spectrum of inputs, 
outputs, and the gain function wi ll now be discussed. 

The original data were first used to estimate 
spectra for i nflowing and outflowi ng dissolved solids 
concentrations f r om 1935 to 1969. The input spectra , 
in Fig. 7.4, shows peaks at twelve and six-month peri­
ods, as well as some significant low-frequency vari­
ance . The 1935 to 1969 downstream dissolved sol i ds 
spectrum in Fig. 7.5 shows peak variance in the fre ­
quency range bel ow 0.05 cpm. A significant variance 
density at 0.083 cp111 indicates strong annual periodic­
i ty in both series. However, when 1935 to 1940 data 
are removed, this component is no longer sign ificant 
on the output as Fig. 7.7 illustrates . The per iodic­
ity i n 1935 to 1940 data was very strong since the 
dampening effect of the reservoir was minor. The 1941 
to 1968 dissolved solids spectrum in Fig. 7.7 is 
almost entire ly composed of low frequency variance. 
The load spectrum of Fig. 7.6 shows periodicity i n the 



Table 13 

l·1eans , Amplitudes of Annua l Periodic Components , Gain, and 
Phase for Sel ected Periods from 1935 to 1968 

Detention Cs from model 
Mean inflow Mean load Mean contents time c s from adjusted for Hist oric 

Period (1, 000 AF/mo) (1 , 000 tons) 

1945-1947 989 837 

19tll-1950 1,100 878 

1948-1 950 1, 070 848 

1955-1956 670 611 

1961-1963 673 593 

1966-1968 712 627 

1941-1968 910 761 

Amplitude Amplit ude Gain from 
of l oad of Cs model 

Period inEut OutEut (x 10- 5J 

1945-1947 318 

1941-1950 371 

1948-1950 418 

1955-1956 217 

1961-1963 136 

1966- 1968 203 

1941-1968 294 

G(f) 
2 (T/ac- ft 

4.0 

2.0 

0.0 

0 .0 

0.0207 8.3 

0 . 0309 8.2 

0.0325 6.1 

0 . 0407 13.4 

0.0208 8.9 

0.0069 11. 2 

0.0234 9. 5 

95~ tole:r:::mce leve l 

o. 25 
frequency, cyc les per 1110nth 

(1,000 1\F) 

21,650 

23 , 000 

22,500 

14, 200 

21,400 

17,000 

20 ,000 

Gain from 
data 

(x lo-5J 

6.5 

8. 3 

7.8 

18.8 

15.3 

3. 4 

18.6 

o.so 

Fi g . 7.4 Spectrum of dissolved solids of the Colorado 
River near Grand Canyon, 1935 to 1969. 
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(mont hs) J:Jodel evaporation TDS 
(T/ AF) (T/ AF) (T/AFJ 

22 0. 85 0 .92 0.92 

21 0 . 80 0.86 0.93 

21 0 .79 0.86 0.86 

21 0 . 91 l. 01 1.12 

32 o.ss 0.97 0. 93 

24 0 . 88 0.97 0.96 

22 0 . 84 0.90 0.94 

Input Output Phase Theoret ical 
phase phase shift from phase 
angle angl e data shift 

(degrecsl (degreeSJ (degrees) (degreeSJ 

194 144 310 85 
or 445 

128 172 44 85 
or 404 or 445 

161 87 286 85 
or 445 

155 219 64 85 
or 424 or 445 

161 105 304 87 
or 447 

147 142 355 85 
or 445 

167 129 322 85 
or 445 

0.28 G(f) 2 
{T/Dc-ft) 

0.24 

0.20 

0.16 

0.12 

o.os 95\ tolcrnncc level ---- ----- ----- --------
0.04 E (G(f) I 

0. 0 ~----.::::::::::::::=:::::,.----------
0 . 0 0 . 25 0.50 

f requency, cy~lc~ per month 

Fig. 7. 5 Spect rum of dissol ved sol ids of the Col orado 
River below Hoover Dam, 1935 to 1969 . 
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Fig. 7.6 Spectrum of salt load for the Colorado River 
near Grand Canyon. 

data at twelve and six months, as well as considerable 
low frequency variance. These two spectra indicate 
the dampening effect of the reservoir on periodic in­
puts. Both six- and twelve-month cyclic patterns of 
load and concentration entering the system are almost 
completely obliviated in the dissolved solids output. 
The spectrum of Fig. 7.7 shows no trace of any six­
mon~h periodicity. A minor peak is displayed in the 
frequency range corresponding to an annual cycle. 
However, this peak is not statistically significant. 
It is also worthwhile to note the shift in density 
toward the extreme low-frequency end of the scale be­
twe·en Figs. 7. 6 and 7. 7. The smoo~hing effect of res­
ervoir storage on fluctuations of salinity is evident. 

The cross-correlogram of load and dissolved sol ids 
in Fig. 7.8 indicates an inverse relationship between 
load and concentration. This is as expected since the 
load indicates inflowing water to the system as well 
as concentration. Since concentrat i on is nearly con­
stant , a high load reflects a large water volume di­
luting the salt mass in the system. The maximum nega­
tive correlation occurs at about 17 or 18 months. 

0.28 
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Fig. 7.7 Spectrum of dissolved solids of the Colorado 
River below Hoover Dam, 1941 to 1968. 

However, the cross-correlation function is fairly 
smooth in this region, indicating longer and shorter 
lags are also important. Since both ser ies are per i­
odic, absolute values of the tolerance level are not 
meaningful. The negative correlation at about 17 
months indicates a high inflowing salt load will be 
followed 17 months later by a low salinity concentra­
t ion downstream. If a simple correlation between salt 
inflow and salinity outflow were made, only about 10 
percent of the variance in the original series would 
be explained using the 17-month lag. 

The syst em gain function, jH(f) j , is s hown in 
Fig. 7.9 . The theoretical gain computed from the model 
of a completely mixed reservoir with average values of 
flow and volume for 1941 to 1968 is also shown. This 
comparison illustrates good agreement between observed 
and predicted behavior of the reservoir . Despite the 
stratification · and seasonal segregation of inflows , 
the system evidently mixes completely before outflows 
are released . The gain function reflects the changes 
observed in the spectra of inputs and outputs as well 

0.20 

0.40 

Fig . 7.8 Cross-correlation of inflowing salt load and outflowing 
dissolved solids, 1941 to 1968. 
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Fig. 7. 9 Gain function of inflowing salt load and 
outflowing dissolved solids, 1941 to 1968. 

as the results of Table 13. High frequency oscilla­
tlons are dampened out whereas the low f requency com­
ponents are passed with much less attenuation and im­
part a high dependence to the output sequence. The 
very small vaulcs of the gain function (on the order 

of 10-
4

) indicate the extreme dampening of amplitudes 
of periodic components as inflows transverse the res­
ervoir . 

The phase function for 1941 to 1968 data in Fig. 
7.10 does not show a smooth change wlth frequency. 
However, the average value, 3.16 radians, corresponds 
to an average lag of six or equivalently 18 months 
which is indicated by the cross-correlogram. For the 
system under study, phase analysis as discussed in 
Section 4.4 of Chapter IV does not appear applicable. 
Thjs results from the flow and storage volume being 
periodic and changing over time 1~hich the model does 
not consider. 

The analysis of load as the system input and dis­
solved solids as output was pursued as suggested by 
the mixing model structure of Section 4.4. Significant 
periodic components were removed from the 1941 to 1968 
data . The load Renerally contained one or two signif­
icant harmonics whereas the concentration series was 
nearl y aperiodic. The Fourier analysis was used to 
estimate the periodic components of each time series. 
The residual series of the difference between the data 
and the fitted function was standardized to have a 
mean of zero and unit variance. Tile spectra then have 
an expected value of the variance density equal to2.0. 
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Phase function of inflowing salt load and 
outflowing dissolved solids, 1941 to 1968 . 
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The spectra of the residuals from the Fourier 
analysis illustrated in Figs. 7.11 and 7.12 ind i cate 
no significant periodic components remain in either 
series as expected . Most of the variance occurs in 
frequencies with periods greater than two years . This 
shape is characteristic of a highly dependent~larkovian 
type of process illustrated previously in Fig. 4.1. 
The gain function, Fi g . 7 .13, shows greatest attunua­
t ion at high frequencies and passes more variance at 
the low end of the spectrum. The value of the gain 
function is less than one at all frequencies. ihis 
indicates that periodic fluctuations of the input 
series are attenuated by the reservoir. 

Correlograms of the residual load and dissolved 
solids series were plotted for both periods in Figs . 
7 .14 and 7.15. As suspected, a high ser ial corr·el a­
tion among consecutive poi.nu was found . The first- . 
order ~tarkov model apparently fits both pr ocesses we 11 . 
The first serial correlat ion coefficient for the 1941 
to 1968 salt load is 0 . 62. Thus, a first-order ~larkov 
model of this series would explain over 36 perc~n~ of 
the variance. For the output of 1941 to 1968, r

1 
is 

0. 93 and a ~tarkov model would explain over 81 percent 
of the variance i n the residual series . 

The cross-correlogram of Fourier residuals ln 
Fig. 7.16 retains the general shape found in the orig­
inal series. However, the minor lobes at twelve-month 
intervals have been removed. It appears that load in­
puts f rom 2 to 32 months affect the output concentra­
tion. This indicates a mJ.Xlng process which extends 
over a period of at least two years. 
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Spectrum of residuals from the Fourieranal ­
ysis of outflowing dissolved solids, 1941 
to 1968. 
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Fig . 7.13 Gain function of residuals from the Fourier analysis 
of inflowing salt load and outflowing dissolved 
solids, 1941 to 1968. 
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Fig. 7.15 Correlogram of residuals from Fourier anal­
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Fig . 7.16 Cross-correlogram of residuals from Fourier analysis of inflowing salt load 
and outflowing dissolved solids, 1941 to 1968. 
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The final time series analysis was to inspect the 
residuals from a first-order Markov model. They were 
calculated by 

7.9 

Spectra of these residuals are plotted in Figs . 7.17 
and 7. 18. In both cases, no periodic components were 
found, indicating the residuals were completelyrandom. 
Removal of first-order dependent component of the re­
sidual series reduced the large portion of variance 
previously associated with low frequencies. This shows 
that both the input and output time series represent 
processes with a strong dependence on past values. 
That is, a high value of load will tend to follow a 
previous high value. This memory property is more 
pronounced in the output series . The mixing process 
within the reservoir in largely responsible for this. 
Apparently "events" entering the reservoir are mixed 
or averaged together as the water moves to the outlet. 
Thus the concentration of the outfl ow in any one month 
~<'1 11 ho vo properties which have been influenced by the 
quality f r om several months earlier and l ater . The 
gain fu.nction of Fig. 7.19 shows no particul ar pattern, 
indicating the random transfer of inputs through the 
system. Again, the gain value is less that one, indi­
cating the dampening effect of the reservoir . 

The cross-correlograms of Fig. 7.20 shows further 
the lack of any relationship between inputs and out­
puts. Both processes may now be considered indepen­
dent. This is further confirmed by the coherence func­
tion of the Markov residual s in Fig. 7.21, which shows 
no significant correlation between the t wo series. 
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Fig. 7.17 Specnum of residua l s from ~1arkov !model of 
inflowing sal t load, 1941 to 1968. 
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TI1is analysis has explored the time series struc­
ture of the salt load as the input and t he concentra­
tion of dissolved solids below the reservoir as the 
output. It has been shown that long-term records of 
both series can be well-represented by the common com­
ponents. They are (1) a mean value, (2) a periodic 
variation about the mean, and (3) a random component 
which may exhibit Markovian dependence. The mean value 
of the output concentration is well -estimated by the 
ratio of salt l oad to the mean f low adjusted for evap­
oration. The unadjusted mean value is essentially the 
flow-weigh t ed concentration of tho inflow. Periodic 
components in t he output are obtainable as dampened 
periodic components of the input load. The theoretical 
gain for specific frequencies as given by Eq. 4.74 
gives a favorable estimate of the gain found from the 
data. 

Both i nput and output series display linear de­
pendence. The f irst-order Markov model was found to 
represent this well . The analysis of the final resid­
ual components for each series showed they were indt~­

pendent random processes which had no significant 
cross-correlati on at any frequency or t ime l ag. 

7. 4 Summary and Comparison of ~1ethods 

The discussi on of the advantages and disadvantages 
of each approach of the precious section must be based 
upon the properties the model exhibits. For the objec­
tive of reproduci ng historic data, multiple regression 
analysis is superior. The highest correlations between 
predicted and observed data resulted from this method. 
However, a severe limitation on the general applica­
bi lity of the resul ting relationship exists. If the 

C(t) 
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Fig . 7.18 Spectrum of residuals from Markov Imode l of 
outfl owing dissolved solids , 1941 to 1968. 
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Fig. 7.19 Gain function of residua l s from Markov I model of 
i nflowi ng salt load and outflowing dissolved 
solids, 1941 to 1968. 

43 



0.30 

0.20 

-so 

-0.20 

-0.30 

;; (k) 
x.y 

95% tolerance level 

so k, 
months 

Fig . 7.20 Cross-correlogram of residuals from Markov I model of 
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Fig. 7. 21 Coherence function of residuals from ~farkov I 
model of inflowing salt load and outflowing 
dissolved solids, 1941 to 1968 . 

reservoir were operated differently, the model might 
not reflect outflow quality properly. 

1\nother disadvantage of multiple regression is 
that it requires a fairly long historic record to re­
liably estimate the coefficients. For a new reservoir, 
or one where limited data had been collected, it would 
be risky to assume a multiple regression analysis 
would give a reliable model of the reservoir's behav­
ior . 

An advantage of the regression approach is its 
economy of calculation and computer storage require­
ments. For Eq. 7.18 it would be necessary to store 
and update only three variables to predict the concen­
tration of the outflow. This advantage is especially 
valuable for modeling a long-term salinity trace using 
a short time step . 

In summary, the regression approach is desireable 
for reservoirs such as Lake Mead which have an ade­
quate data base for evaluating model coefficients. It 
is not a good technique for predicting behavior of 
reservoirs with a short period of data or those which 
will operate under conditions not included in the pe­
riod of record. 

The mixing model approach was found to work best 
when the mathematical structure was a simpl e as pos­
sible. lt was shown that attempts to represent the 
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detailed m1x1ng and circulation processes gave poor 
results. The straightforward mass balance and dilution 
model produced superior correspondence to the historic 
data. TI1is model also requires no parameter estimation 
and is directly applicable to a new reservoir where no 
data has been collected. It is also economical to 
operate since the updated tonnage in s·torage and 
monthly contents are the only quantities required. 
Changes in infl ow patterns are easily accounted for , 
and assuming the system is completely mixed, outflow 
concentrations are accurately predicted . This model 
has the further advantage of maintaining continuity 
through the mass balance as well as tending to return 
to a stable condition when it over- or under-estimates 
the concentration. 

The time series analysis of Section 7.3 i llus­
trated the application of the completely mixed model 
formulation as given in Section 4.4. The steady-state 
estimate of outflow concentration adjusted for evap­
oration illustrated that even if the inflow, outflow 
and reservoir storage varied over time, ·the average 
properties were consistent with the model. 

Spectral analysis was used to inspect the struc­
ture of the input and output time series. Spectra of 
inputs and outputs immediately identified the t.remen­
dous dampening effect of the reservoir and indicated 
high serial dependence of system output. The gain 
function verified this behavior. The gain function 



based on the differential equation of the mass balance 
of salts was found to closely match the results from 
historical data. The anal ytical gain function can be 
used when inputs of kno~~ periodic components are an­
ticipated. The output concentration can be immediately 
described. This study has shown that the gain analysis 
is valid even when the system i nfl ow and volume are 
not constant as the model supposes . Inspection of the 
phase functivn from t he historical data showed a high 
degree of variation among frequency components. The 
phase shift from inputs to outputs was not clearly de­
fined and apparently fluctuated at random. The cross­
correlogram did indicate an average lag of about 17 
months from the time an input entered the reservoir 
until it was released. 

After removal of periodic components, the autore­
gressive input and output characteristic became more 
clear. High serial correlation was found in all time 
series. The effect of the reservoir was to increase 
correlation between sequential outputs. For the 1941 
to 1968 period, the first serial correlation coeffi­
cient was 0.62 for the input and 0.93 for the output. 
According to the theoretical correlation function of a 
moving average process in Eq. 4.83, r 1 would be about 

0.94 for 17 t erms . This coincides with the 17-month 
lag found between inputs and outputs from the cross­
correlograms. However, since the theoretical corre la­
tion is based upon independent inputs this does not 
reflect the smoot hing produced by the reservoir alone. 
Dependence in the input and output series followed the 
pattern of a ~larkov I model quite close ly. Removal of 
serial dependence produced residual series which 
showed only random properties and were independent of 
each other . This was illustrated by their spectra, 
cross- correlogram and coherence function . 

In summary, the time series analysis isolated the 
components of the input and output series. The mean 
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of the outflowing concentration could be estimated 
from the f l ow-IVeighted average inflow concentration 
adjusted for evaporation. Period \city 1o~as rclat ed to 
the gain function as developed in the analysis of 
cyclic input loads in Section 4.4. Serial correlation 
was added by the mixing mechanism of the reservoir 
which behaved like a moving- average process . The re­
sidual "noise" of the output concentration series ac­
counted for l ess than 20 percent of the variance in 
the residuals f r om the Fourier analysis . For 1941 t o 
1968 data, this would be on the order of 0.0001 

' (T/ac ft)-. Such variation could be due to inconsis-
tencies in sampling and dat a collection procedures. 

The multiple regression approach is most useful 
when data are available to estimate the regression 
coefficients. The other two approaches arc generally 
applicable to any well-mixed reservoir and mer it fur­
ther discussion . The selection of either the finite ­
step mixing model. or the time series analysis based 
on the completely mixed reservoir depends on the 
nature of the problem being attacked and the relation 
of the reservoir to the problem. For a problem re­
quiring an estimate of the long-term properties of 
outflow salinity with the inflow salt load specified, 
the steady-state values might be adequate. This could 
be simply an estimate of the mean concentration and 
its variance . 

In another context, the problem might be to esti­
mate a mon·thly outflow concentration for a reservoir 
which formed one subsystem of a large basin model . 
The properties of the inflow might not be specified 
until the basin simulation model had reached the point 
in its logic where quality had to be routed through 
the r eservoir. In this case, the single time-step 
type of cal culation would be best. As this brief dis­
cussion has shown, the choice of which model to use 
depends upon the needs of the modeler. 



,. 

CHAPTER VII 1 

CONCLUSIONS AND SUGGESTIONS 
FOR FURTHER STUDY 

8.1 Conclusions 

This study has provided a comparison between 
several methods of modeling the complex process of 
reservoir m1x1ng by simpli~ied mathematical approache~ 
The behavior of the system was first explored by in­
vestigating mixing and circulation patterns from a 
limnological standpoint. Models were reviewed which 
attempted to reflect the processes governing quality 
movement within the reservoir. In general these models 
required extensive mathematical calculations (taking 
about a standard box of computer cards for the pro­
gram), many parameters or coefficients, and several 
time series of meteorological data for the heat budget 
analysis. Although they could be used to predict the 
vertical distribution of water quality within a reser­
voir, they do not meet the model requirements laid out 
early in this study. 

In the search for methods of repres-enting the be­
havior of a complex system i n a more compact fashion, 
the black-box, or input-output approach was reviewed. 
Along these lines, three methods of modeling the con­
centration of salinity in reservoir outflows were con­
sidered. In addition to the well-known multiple re­
gression analysis, two mixing models were e.xplored. 
One was based on a simple mass balance including in­
flowing salts, salt storage, reservoir volume, and 
outflowing salts. The tonnage in storage at any time 
was equal to the prior salt in storage plus any salt 
inflows minus the salt outflows. Concentration was 
estimated as the mass of salt in storage divided by 
the volume of water in storage. 

The second model based on the assumption of a 
completely-mixed reservoir followed the prior wor k of 
Thomann (51). This model used relationships resulting 
from a differential equation which described the mass 
balance of salts in the system. 

The three above approaches were applied to qual­
ity data from Lake Mead to compare their value for 
simulation use. Initially water and salt budgets were 
explored to account for system input, output, and 
storage. Although several uncertain sources of water 
and salts were encountered, bank storage and salt 
pickup were most elusive. Lack of adequate data pre­
vented reliable modeling of both quantities. It was 
shown that bank storage could be modeled by a ground­
water convolution model but the data contained too 
much error to judge its performance. 

Regression analysis and the mixing model tech­
niques all showed capability of reflecting the sys­
tem's behavior. For the data sets pertaining to Lake 
Mead, the regression and mixing approaches provided 
the simplest method of modeling sal inity of the out­
flows. Although both methods gave similar prediction 
results, the mixing model was judged superior since it 
was more general and could be applied to other reser­
voirs directly. 

Results from the analysis of tim~ series indi­
cated the theoretical gain function described by Tho­
mann (51) was valid even under conditions of time­
varying inflow and storage. It was also shown that 
the time series could be decomposed into periodic, 
autoregressive, and independent random components. 
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After removal of periodicity the output concentration 
showed very high serial dependence with r of the 
firs t order Markov model equalling 0.93. 1Residuals 
from the deterministic components of inputs and out­
puts were random independent variables uncorrelated 
with each other. 

Spectral analysis was used to verify the gain 
function as well as detect deterministic time series 
components. Cross correlograms between inputs and 
outputs indicated 17 to 18 months were required on the 
average for input s to pass through the system. Al­
though phase functions did not reveal any consistent 
pattern, the average phase for a!l frequencies rein­
forced the cross-correlogram results. 

It should be noted that this study has utilized 
historic data to investiage methods which have been 
relatively untried. The analytical description of the 
concentration of outflowing salinity was based on the 
hypothetical behavior of an abstract system. As this 
study has shown , the theoretical model goes far to­
wards duplicating the response of the real system. 

The final model recommended for sequential time­
step simulation is the simpl e mixing model. This mod­
el was judged superior to the others for simulation 
use as a result of its economy of calculation effort, 
accuracy of prediction, and general applicability. 

8.2 Suggesti6ns for Further Study 

This study opens up several interesting areas of 
investigation related to reservoir water quality. One 
of the most obvious of these is an analysis of data 
from other reservoirs to find which conditions violate 
the assumption of complete mixing. Several reservoirs 
representing a variety of climates, a range of f l ow to 
storage ratios; and several patterns of the inflow 
t ime series should be analyzed similarly to Lake Mead. 
Results of such an investigation would give planners 
better information to judge the applicability of the 
mixing model under new conditions. 

A second area of investigation which would be of 
great use in basin water quality studies i s the rela­
tionships among specific ionic constituents as water 
is mixed in a reservoir. Perhaps multivariate techni­
ques of principal components, factor analysis, or can­
onical analysis in the time domain, or cross-spectral 
analysis in tne frequency domain would reveal rela­
tionships between the percentage distribution of ions 
in the inflow and in the release. Methods should be 
developed which the planner can use to estimate the 
ionic brea.kdown of total dissolved solids in the re­
lease. This type of study is very difficult due to the 
lack of consistent, long term water quality data above 
and below reservoirs. 

Fairly simple mixing models which grossly reflect 
water movement and thermal stratification within the 
reservoir might be explored . Although a few such mo­
dels were tried unsuccessfully in this study, the ap­
proach is a logical one to pur sue.. A compromise be­
tween the simple model of the completely mixed reser­
voir and the complex thermal stratifi cation models 
might produce satisfactory results without extensive 
mathematical opera.tions . 



A final suggestion for further study is the ex­
ploration of the serial dependence in the outflow con­
centration time series. The increase i n serial cor­
relation of the Fourier analysis residuals from the 
inflow to the outflow is undoubtedly related to the 
detention and amount of mixing in the reservoir. It 
should be possible to relate r 1 , the first serial 
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correlation of the outflow concentration to r 1 of 

the inflow by means of certain reservoir charncteris­
tics. Similar to the gain and phase relationships, 
the analyticaL expression for linear dependence of the 
residuals should be found. This could be expl ored 
through the analysis of time series for several reser­
voirs. 
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ABSTRACT: The movemt:nt of dissolved solids (in the text al­
so called "salinity") through a reservoir 1~as investigated 
and modeled. It is sho1m that for a reservoir 1\ith a deten­
tion time greater than one year, the concentration of dis­
solved solids in the outflow can be r.todeled by a straight-
fon~ard linear salt-mix model. A reviel\ of the thermal 
stratification pattern of a monomictic reservoir l>as made to 
provide an understanJjng of the mixing and movements of 
~Vater in storage. ~lathematical models 1~hich attempt to re­
flect this pattel'n are reviewed to ascert ain t heir potential 
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as an examph: for comparing techniques of simplifying t he 
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gression analysis was used to model water movement into 
bank storage and to find a relationship between the salt 
concentration of the outflow and inflowing salt load and 
reservoir storage. Spectral analysis of the inflowing 
salt load and outflowing dissolved solids concentration 
was used to identify the smoothing effect of storage. 
Time series analysis methods were used to isolate perio­
dic , time-dependent Markovian, and random components of 
inputs and outputs. For the objective of finding a 
model which reflects the system well, yet requires min­
imal numerical calculation, the simple mass balance ap­
proach is recommended. 

John Hendrick 
Techniques for Modeling Reservoir Salini ty 

Hydrology Paper #62 
Colorado State University 

gression analysis was used to model water movement into 
bank s t orage and to find a relat i onship between the salt 
concentration of the outfl o"' and inflowing salt load and 
reservoir stor age. Spectral analysis of the inflowing 
sal t load and outflowing dissol ved solids concentration 
was used to identify the smoothing effect of storage. 
Time series analysis methods were used to isolate perio­
dic, time-dependent Markovian , and random components of 
inputs and outputs . For the objective of finding a 
model which reflects the system well , yet requires min­
imal numerical calculation, the simple mass balance ap­
proach is recommended. 

John Hendrick 
Techniques for Modeling Reservoir Salinity 

Hydrology Paper 162 
Colorado State University 

gression analysis was used to model water movement into 
bank storage and to find a relationship between t he salt 
concentration of the outflow and inflo1dng salt load and 
reservoir storage. Spectral analysis of the inflowing 
salt l oad and outflowing dissolved solids concentration 
was used to identify the smoothing effect of storage. 
Time ser ies analysis methods were used to isolate perio­
dic, time-dependent Markovian, and random components of 
inputs and outputs. For the objective of finding a 
model which r eflects the syst em well, yet requires min­
imal numerical calculation, the simple mass ba lance ap­
proach is recommended . 

John Hendrick 
Techniques for Modeling Reservoir Salinity 

Hydrology Paper lt62 
Colorado State University 

gression analysis was used to model water movement into 
bank storage and to find a relationship between the salt 
concentration of the outflow and inflowing salt load and 
reservoir storage. Spectral anal ysis of the inflowing 
salt l oad and outflowing di ssolved solids concentration 
was used to identify the smoothing effect of stor age . 
Time series analysis methods were used to isolate peri o ­
dic, t ime-dependent Markovian, and random components of 
inputs and outputs. For the objective of finding a 
model which reflects the system well, yet requires min­
imal numerical calculation, the simple mass balance ap­
proach is recommended. 

John Hendrick 
Techniques for Modeling Reservoir Salinity 

Hydrology Paper lt62 
Colorado State University 



LIST OF PREVfOUS 25 PAPERS 

No. 37 Regional Discrimination o f Ch.:mge in Runoff, by Viboon Nimmanil and Hubert J. Mt>n·I·Seytnux . 
November 1969. 

No. 3S Ev,1luation of the Effec t of Impoundment on Wil ter Quality in Cheney Rescrv~lir, by J. C. W..1rJ .l nd 5. 
KarJki, March 1970 . 

i'.'o. 39 T he Kinematic C.?sc.1de ,ls a H ydrologic Model, by Davie F. Kibler and D.:tvid A. Wllulhist· r, 1\•bru.n y 
1970. 

No. 40 Application of Run-Lengths to Hydrologic Seri~s, by Jaime Saldarriag.1 :~ nd Vujic.1 Ycvjcvi~h. 1\pnl l Q70. 

No. 41 Nu merical Simulatio n of Dispersion in Groundwater Aqui fers, by Don.Jld Lee RcJd~.·ll anJ 0Jni~.·l K. 
Sun.:~ da, june 1970. 

1\;o. 41 Theoretical Pro bability Distribution for Flood Peaks, by Emir Zelenhasic, December 1 Q70. 

No. 4J Flood Routing Through Storm Dr~lins, Part I, Solu tio n of Problems of Uns tCJdy free SurLll.:l' flt1w in a 
Storm Drain, by V. Yevjevich and A. H. Barnes, November 1970. 

No. 44 Flood Routing Thro ugh Storm Drains, Part II, Physical Facilities and Ex periments, by V. Yevjt·vit h .11HI 

A. H. Barnes, November 1970. 

No. -1 5 Flood Routing Throug h Sto rm Drains, Part III, Evalua tion of Geometric and HyJr<:~ulic P.lr.lmt'lL·rs, by V. 
Yevjevich and A. H . Barnes, November 1970. 

~o. 46 Flood Routing Through S tor m Drains, Part IV, J umerical Computer Methods of Solut ion, by V. 
Yevjevich and A. H . Barnes, November 1970. 

No. ·1 7 Mathematical Simulation oflnfiltr.:~ting Watersheds, by Roger E. Smith ,1nd D<:~ vidA. Woolhl!>t:r, }JtlUMY 
1°71. 

No. 48 Models for Subsurface Dr.1in.1ge, by W. E. Heds trom, A. T. Corey and H. R. Dukv, ft:bru.11y 197 1. 

No. 49 fnfiltration Affected by Flow of Air, by David 8 . McWhorter, May 1971. 

No. S O Probabilities of Observed Droughts, by Jaime Millan and Vujica Yevjevich, June I 97 1. 

No. 51 Amplification Criterion of Gr.:~du.1lly Varied, Smgle Peaked Waves, by john Pct<.·r jolly .111J VujilJ 
Yevjevich, December 1971 . 

. ·o. 52 S tochas tic Structure of Water Use Time Series, by Jose D. Salas-La C rut. .tnd Vlqil'., Y<.·vi<.·v•~.h, Ju ne 
19 72. 

No. 53 Agricultural Response to Hydrologic Drought, by V. j. Bidwell, July 1972. 

N<.~. S4 Loss of fn formation by Discretizing Hydrologic Series, by Mogens Dyhr-Nicbt·n, October 1972. 

No. 55 Drought Impact on Regional Economy, by }..time Millan, October 1972. 

No. 56 Structur.l l Analysis of Hydrologic Time Series, by Vujica Yevje vich, Nov<.•mbl·r !972. 

No. 57 Range Analysis for Storage Problems of Periodic-Stochastic Processes. by Josl· S.1l.1s-la Cruz, November 
1 972. 

Ko. 58 Applicability of Ca nonic.1l Correlation in Hydrology, by Padoong Torr.1nin, December 1972. 

No. 59 Transposition of Storms, by Vijay KumM Gupta, December 1972. 

No. 60 Response of KMst Aquifers to Recharge, by Walter G. Knisel, Decembt· r 1972. 

No. 61 Drain;:~ge Design Based Upon Aeration, by Harold R. Duke, June 1973 . 




