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ABSTRACT

EVIDENCE FOR A ROTATION IN ASTHENOSPHERIC FLOW IN NORTHWEST CANADA:

INSIGHTS FROM SHEAR WAVE SPLITTING

The Mackenzie Mountains (MM) of northwest Canada are an actively uplifting, seismogenic

salient of the northern Canadian Cordillera that lie 750 km NE of the nearest plate boundary. We

present new shear wave splitting measurements for the region from a linear array which transects

the region to characterize upper mantle anisotropy. A gradual rotation in anisotropy occurs across

the Canadian Cordillera, with stations nearest to the craton yielding fast axis orientations that are

subparallel to North America absolute plate motion (~230°). Moving SW from the craton, across

the MM and towards the plate boundary, fast-axis orientations rotate to become aligned with major

lithospheric fabrics (NW-SE). Previous work has shown that the Cordilleran lithosphere is thin

(~50 km) in this region. We therefore interpret these results to primarily reflect sublithospheric

flow. Three subduction-transpressional related hypotheses for flow are presented, where our pre-

ferred hypotheses invokes depth-dependent, subduction-induced flow.
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Chapter 1

1.1 Organization of Thesis

This thesis is formatted into three chapters. Chapter 1 gives an overview of all the background

material necessary to understand this project. This overview includes information regarding seis-

mic anisotropy, shear wave splitting, and the methodology utilized in this research. Chapter 2 is

a prepared manuscript detailing some necessary background to the study, the method used, results

determined, and a discussion of those results with conclusions. Chapter 2 is meant as a standalone

study ready to be sent to Geophysical Journal International for publication. The final chapter de-

tails some ideas future work as well as an overview of how to repeat this study with the necessary

data acquisition techniques and scripts developed. Chapter 3 serves as a guide for future graduate

students and researchers to further this work.

1.2 Seismic Anisotropy

Seismic anisotropy is a term for the directional dependence of seismic wave velocities as they

propagate through a medium. Anisotropy is generally caused by one of two end-member phenom-

ena: shape preferred orientation (SPO) or lattice preferred orientation (LPO), also called crystal-

lographic preferred orientation, (CPO) (e.g. Long and Silver, 2009). SPO describes anisotropy

produced due to the alignment of elastically different materials, such as the foliation in metamor-

phic bodies, fractures, presence of fluid or melt within a medium, or stacking of different layers of

media. LPO describes the alignment of crystallographic axes in anisotropic minerals that are not

elastically distinct from one another (Figure 1.1, 1.2). In the upper mantle, anisotropy is commonly

attributed to LPO development of olivine, the volumetrically dominant mineral phase (e.g. Ben-

Ismail and Mainprice, 1998; Frost, 2008). Under certain conditions the olivine becomes mostly

oriented along the crystallographic a-axis, creating directionally dependent seismic velocities as

the a-axis has a higher shear and bulk modulus (e.g. Hess, 1964). This alignment occurs due to a

glide plane along the a- and b-axes of the olivine crystal, which accommodates stress more read-
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ily than other planes of weakness. In the lithosphere, olivine LPOs are thought to result from

fossilized strain created from the most recent large-scale tectonic activity within the study region

(Crampin, 1984; Park and Levin, 2002). In the asthenosphere these orientations are attributed to

regional lateral mantle flow (Crampin, 1984; Hanna and Long, 2012).

Olivine LPO is produced from deformation within the dislocation creep regime, as confirmed

both by microstructures observed in mantle xenoliths and experimentally deformed olivine. (Green II

and Radcliffe, 1972; Gueguen, 1977; Jin et al., 1989; Karato and Wu, 1993). Dislocation creep

occurs due to atomic imperfections within the crystal lattice. These imperfections can be organized

into two end-member types: edge dislocations and screw dislocations. These dislocations are de-

fined by their Burgers vector, which denotes the direction of slip that occurs when a dislocation

moves through a crystal lattice. Edge dislocations form as a result of a half-plane of atoms within

the lattice structure, which creates compressional stresses above the edge dislocation (the last atom

on the half-plane) and tensional stresses below it, and have a Burgers vector perpendicular to the

half plane. Screw dislocations consist of a rotation out of the plane of the crystal lattice, which

pushes some atom-planes outward from the crystal center and others inward, similar to the threads

on a screw, with a Burgers vector parallel to this motion (Figure 1.3) (Stein and Wysession, 2003;

Turcotte and Schubert, 2014). The dislocation creep regime occurs at high strain rates and large

grain sizes, which produce a non-linear rheology in the crystal body. This creep regime is thought

to dominate upper mantle rheology (Karato and Wu, 1993; Ranalli and Fischer, 1984). In the

lower mantle, olivine deformation is not thought to produce anisotropy, as decreases in grain size

coupled with increases in temperature and pressure push the lower mantle into the diffusion creep

regime, where deformation doesn’t result in LPO (e.g. Long and Silver, 2009). Diffusion creep

results from the migration of atoms through vacancies present in the interiors of crystal grains

when subjected to stress. This change in creep regime explains why the lower mantle is gener-

ally thought to be isotropic despite being predominantly composed of anisotropic minerals such as

bridgemanite (Karato et al., 1995). These assertions of an isotropic lower mantle are compounded

by laboratory studies that indicate random orientations in perovskite-structured analog crystals at
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lower mantle temperatures and pressures (Karato et al., 1995); however, some studies question the

validity of using analogs to investigate deep mantle structures (e.g. Cordier et al., 2004). Because

of these observations, anisotropic measurements within the mantle are often inferred to stem solely

from the upper mantle. One should note that despite the generally isotropic lower mantle, the D"

region is thought to be anisotropic, and can be probed by comparing SKS and SKKS arrivals at the

same station (e.g. Kendall, 2007).

The elasticity tensor, which relates the second-order stress tensor to the second-order strain

tensor, gives information regarding the strength of an elastic medium in all directions. This ten-

sor is fourth-order and, due to the various symmetries can have between 2 and 21 independent

components. In the case of a two-component elastic tensor, the elastic material is isotropic and is

described only by the first Lamé parameter λ and the shear modulus µ. If the elastic tensor has

more than two independent components, then the given elastic material is anisotropic. In shear

wave splitting studies, hexagonal symmetry of anisotropy is often assumed, which reduces the

number of independent terms in the elastic tensor to 6 (e.g. Stein and Wysession, 2003). This

assumption is made because the alignment of olivine a-axes does not guarantee alignment of the

crystallographic b- or c-axes in these orthorhombic crystals, and random orientations of b- and c-

axes within nearby crystals approximates a hexagonal symmetry (Figure 1.1) (e.g. Savage, 1999).

However, this approximation is not always sufficient to explain upper mantle anisotropy (e.g. Sav-

age, 1999).

The type of olivine anisotropy described above is termed A-type anisotropy, but there are five

different olivine fabric types that have been observed in laboratory studies (e.g. Karato et al.,

2008). These fabric types vary by the crystallographic slip system. For example, A-type olivine

fabrics form, as described above through the [100](010) slip system; the bracketed [100] refers

to the crystallographic axis that the slip occurs in, and the parenthetical (010) refers to which

crystallographic axis is a vector normal to the plane that accommodates slip (Skemer and Hansen,

2016) (Figure 1.4). The position of the digits denotes the particular axis related to that slip (i.e.

these slip-system are denoted by (a b c)[a b c]). B-type olivine fabrics are thought to form within
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the mantle wedges in some subduction zones or in partially melted rock, with the [001](010) slip

system being dominant (Mizukami et al., 2004; Skemer and Hansen, 2016). C-type fabrics have

been identified in deep mantle xenoliths and correspond to the [001](100) slip system. D-type

fabrics are likely the second-most abundant fabric after A-type; these fabrics have a dominant slip

system of [100](0kl), and occur when the [100](010) and [100](001) slip systems have similar

strength (Bernard et al., 2019). The k and l terms within D-type anisotropy signifies that slip can

occur on any plane along the a-axis. The final E-type olivine fabric has the slip system [100](001)

(Karato et al., 2008). B-, C-, and E-type fabrics are thought to only control 7%, 7%, and 2%

of the global olivine fabrics, respectively, and are typically disregarded in shear wave splitting

studies (Long and Silver, 2009). The geometry of the anisotropy generally does not change the

relationship between mantle flow and fast-axis orientation for any fabric besides B-type, which

is geographically sparse (Long and Silver, 2009; Skemer and Hansen, 2016). In other words,

the relationship between fast direction of anisotropy and mantle flow direction is the same for all

olivine anisotropy types except B-. In all cases except B-type anisotropy, the fastest propagation

direction for seismic waves traveling through this anisotropic media will be subparallel to the flow

direction of the mantle.

1.3 Shear Wave Splitting

Shear wave splitting is one of the most common methods used to determine mantle anisotropy.

These types of studies typically use SKS, SKKS, PKS, and similar phases, (refered to as XKS for

the remainder of this paper) (Figure 1.5). XKS phases are useful because they propagate through

the outer core as a P-wave and then convert to an S-wave on the receiver-side of the ray path. Due

to the coupling of P- and SV -waves, any SH energy within the source-side S-wave in the SKS or

SKKS phase will be reflected at the core-mantle boundary, while some SV energy transmits as a

P-wave. Some of this P- energy within the outer core will then convert back into SV energy upon

re-entry into the mantle, and at this point the XKS will have a known polarization in the plane

between source and receiver. For this reason, we generally rotate our seismograms into radial and
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transverse directions, where the radial direction is the horizontal projection of the source-receiver

plane, and the transverse is orthogonal to the radial. Furthermore, any anisotropy measured from

an XKS phase must occur on the receiver-side leg of the ray path since any signature of anisotropy

from the source-side leg is destroyed upon entering the outer core. The receiver-side S-wave

continues to be polarized in the SV direction so long as it stays within an isotropic medium, such

as the lower mantle. When the S-wave encounters a hexagonally anisotropic medium, it splits into

two orthogonal quasi S-waves; one wave is polarized parallel to the fast direction of anisotropy and

the second perpendicular to that direction (Figure 1.1). The wave polarized along the fast direction

is termed the "fast wave" and its orthogonal pair is termed the "slow wave." If the incoming S-wave

is perfectly parallel or perpendicular to the fast direction of hexagonal anisotropy, no splitting will

occur - waves of this nature are called null measurements or null splits, an example of which can

be seen in Figure 1.6 (Menke and Levin, 2003; Silver and Chan, 1991). The two quasi S-waves

are measured by the horizontal channels of the seismograph due to the near-vertical incidence (and

therefore near-horizontal particle motion) as the XKS phase approach the surface. Due to this

vertical incidence, hexagonal anisotropy that is also vertical will not produce a shear wave split

(e.g. Savage, 1999). It is easy to observe null splits on the radial and transverse traces, as XKS

energy is solely observed on the radial channel (Figure 1.7).

Anisotropy is typically quantified in terms of the fast-axis azimuth, φ, and the delay time be-

tween fast and slow arrivals at the seismometer, δt. Fast-axis orientations allow one to quantify the

directionality of the anisotropy, whereas delay time (also called split time) is generally interpreted

to suggest the thickness of the anisotropic medium. SV waves traveling through peridotite are es-

timated to have around 4% anisotropy; hence waves traveling along the fast-axis have velocities

4% greater than those traveling in the slow-direction (e.g. Crampin, 1981; Peselnick and Nicolas,

1978).

Given this simplified view of peridotite anisotropy, the source function s(t) of the shear wave

split will have the following relations on radial and transverse waveforms, given that the peri-
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dotite is hexagonally symmetric, horizontally oriented, and the incoming XKS phase has vertical

incidence:

R(t) = s(t) cos2 φ+ s(t� δt) sin2 φ (1.1)

T (t) =



s(t)� s(t� δt)

2

�

sin 2φ (1.2)

The above equation holds true under the assumption that the thickness of the anisotropic layer is

much greater than the (⇠40 km) wavelength of the incident XKS wave (i.e. this is a ray theoretical

approximation). (Stein and Wysession, 2003).

1.4 The Whittle Likelihood Estimation Method

We use a method developed by Corbalán (2016); Corbalán et al. (in revision), which builds

upon the cross-convolution method described in Menke and Levin (2003). A convolution describes

how the shape of one function is altered by a second function. The convolution theorem is de-

scribed as:

f(t) ⇤ g(t) = (f ⇤ g)(t) =
Z

∞

−∞

f(τ)g(t� τ)dτ (1.3)

The cross-convolution method of Menke and Levin (2003) shows that for a true anisotropic

model m0, the radial waveform convolved with the tangential impulse response τ is exactly equal

to the transverse waveform convolved with the radial impulse response ρ:

R(t) ⇤ τm0
= T (t) ⇤ ρm0

(1.4)

Therefore, to find the true anisotropic model one can minimize the function:

kR(t) ⇤ τm � T (t) ⇤ ρmk2 (1.5)
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over likely values of anisotropy m, which is usually described in terms of fast-axis orientation,

φ, and delay time between fast and slow waves, δt. The Menke and Levin (2003) method also

approximates the impulse response functions for radial (ρm) and transverse (τm) signals for single-

layer anisotropy with normally incident shear waves. These impulse response functions are:

ρm = ρ1δ(t) + ρ2δ(t� δt) (1.6)

τm = τ1δ(t) + τ2δ(t� δt)

ρ1 = cos2 φ� θ

ρ2 = sin2 φ� θ

τ1 = �τ2 = cosφ� θ sinφ� θ

where θ represents the backazimuth of the event. Menke and Levin (2003) also demonstrate

that this method is well suited for application to two layers of anisotropy.

A major issue in shear wave splitting methods is uncertainty estimation (Sandvol and Hearn,

1994; Walsh et al., 2013). In some cases shear wave splitting measurements can have uncertainties

in fast-axis orientation as high as 90° or split times of greater than 1 s, making those measurements

functionally useless to determine mantle processes. For example, note that Equation 1.5 will not

be exactly zero if there is noise present in R(t) or T (t), and is thus a source of uncertainty. The

Corbalán (2016); Corbalán et al. (in revision) Whittle Likelihood Estimation Method, herein re-

ferred to as the WLEM, builds upon the Menke and Levin (2003) cross-convolution method by

better quantifying the effects of pre-event microseismic noise on the estimation of m0. By taking

into account the effects of pre-event noise, this method can better constrain uncertainties of φ and

δt. The resulting likelihoods from multiple events observed at one location can be summed to pro-

duce a more accurate estimation of the station-averaged splitting parameters, as opposed to other

techniques that make approximations to estimate station averages (Schutt et al., 1998; Wolfe and

Silver, 1998).
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Corbalán (2016); Corbalán et al. (in revision) assumes a vertically incident XKS phase trav-

elling through a non-dipping, hexagonally anisotropic medium to derive a formula for the spectral

characteristics of the pre-event noise. This method transforms the pre-event noise time series into

the frequency domain and computes normalized radial and transverse noise spectra that are then

smoothed to produce stable estimates of the noise spectral density (Corbalán, 2016; Corbalán

et al., in revision). With these known spectral characteristics, the WLEM runs a grid search over

plausible values of the cross-convolution radial and tangential impulse response parameters ρm and

τm, specifically varying fast-axis orientation φ (0-180°) and integer-valued lag, L = δt
SI

, where SI

is the sampling interval. A theoretical spectral density is calculated using the grid search param-

eters to compare with the spectral density of the cross-convolved signal in Equation 1.5. These

spectral densities are compared using a Whittle likelihood approximation (Whittle, 1953). The

splitting parameter grid search produces a log-likelihood surface whose maximum is the best-fit

splitting parameters φ̂ and δ̂t (Corbalán, 2016; Corbalán et al., in revision). The data must be

windowed such that grid-searched models with different lag values use the same number of obser-

vations, N (i.e. the data must have a uniform sampling rate).

The uncertainty of the best-fitting parameters φ̂ and δ̂t is assessed by perturbing the signal

with randomly phase-shifted microseismic noise, which is obtained by cutting the trace before

the determined XKS arrival (Corbalán, 2016; Corbalán et al., in revision). Synthetic radial and

transverse traces are produced with input anisotropic parameters φ̂ and δ̂t. The pre-event noise

is extracted from the input signals R(t) and T (t) and randomly phase-shifted over 100 bootstrap

realizations, b. For each realization new likelihood surfaces are generated with new maxima and

thus new best-fitting splitting parameters φ̂b and δ̂tb (Corbalán, 2016; Corbalán et al., in revision).

The WLEM then assesses the distribution of φ̂b and δ̂tb values about the true best-fit splitting

parameters φ̂ and δ̂t to give an estimate of the uncertainty. After performing this uncertainty

analysis for each event recorded at a station of interest, the station-event likelihood surfaces are

then summed to generate a station "average" likelihood surface whose maximum represents the
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best-fitting anisotropic parameters for all events. The bootstrapping uncertainty analysis is then

performed on the summed likelihood surface to assess station-average uncertainty.

We note that due to some inconsistencies in the WLEM code, we opted to use SplitLab (Wüste-

feld et al., 2008) to determine shear wave splitting measurements for our study. In synthetic tests,

the cloud of bootstrapping estimates did not cover the input anisotropy used to create the synthetic

traces; we also observed an azimuthal dependence on best-fitting splitting parameters in synthetic

tests with realistic signal-to-noise ratios (SNR) (e.g. 5), though this dependence does not show

up for large, unrealtistic SNR values (e.g. 1000). These synthetic traces were created using Tele-

wavesim (Audet et al., 2019a), and tested the assumptions of the WLEM by generating synthetic

traces with a vertically incident raypath passing through a single-layer of hexagonally anisotropic

upper mantle.

1.5 SplitLab

SplitLab (Wüstefeld et al., 2008) is a MATLAB user interface for shear-wave splitting. This

package allows users to query FDSN (International Federation of Digital Seismograph Networks)

servers to download North-East-Vertical (NEZ) seismograms and manually process them per-event

at a given station. After windowing the arrival, SplitLab computes individual station-event best-

fitting splitting parameters using the rotation correlation (RC) method (Bowman and Ando, 1987),

minimum energy (ME) method (Silver and Chan, 1991), and eigenvalue minimization method

(EV) (also Silver and Chan, 1991). These best-fitting splitting parameters are computed via grid

search over likely values of φ (from -90 to 90 degrees) and δt (from 0 to 4 s). SKS signals are

windowed about the arrival in NEZ and these traces are rotated to compute the best-fitting parame-

ters. The rotation correlation method used in Bowman and Ando (1987) maximizes the correlation

coefficient between radial and transverse traces. The Silver and Chan (1991) minimum energy

method finds the minimum displacement energy on transverse traces, and the final eigenvalue min-

imization method maximizing the λ1 or λ1/λ2 eigenvalues and minimizing the λ2 or λ1 ⇤ λ2. The
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user defines which two methods they would like to obtain δt-φ maps of, though all three methods

will compute results.

For our SplitLab analysis, we focus on the RC and ME methods. We applied a filter on each

trace, either a lowpass filter with 0.4 Hz corner or a bandpass filter with corner frequencies of 0.01

Hz and either 0.3 or 0.4 Hz. Filter corners were determined manually based on the characteristics

of each signal and noise. SKS windowing is also chosen manually and cover at least a whole period

of the arriving SKS. We assign a manual quality to each filtered and windowed waveform, based

on the agreement between RC and ME methods. We assign qualities of "Good," "Fair," or "Poor"

to the waveforms, based on agreement between RC and ME methods’ fast-axes and delay times as

well as linearity of particle motion after the rotation correction. Good quality arrivals have a very

linear particle motion, and poorer quality results have less linear particle motion.
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1.6 Figures

Figure 1.1: Schematic example of A-type aligned olivine and the splitting of a shear wave. The bottom-left

inset shows a single olivine crystal with crystallographic axes labeled. In the middle lineations are shown,

that are aligned parallel to the maximum shear direction (arrows above). The rightmost schematic depicts

a collection of olivine crystals with generally aligned fast-axes splitting a shear wave into two orthogonal

waves. The fast wave is polarized parallel to the crystallographic fast-axes while the slow wave is polarized

parallel to the horizontal slow axis. After Lev (2009).
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Figure 1.2: Natural example of olivine grains showing lattice preferred orientation (LPO) in a photomicro-

graph of the Higashi - Akaishi dunite of southwest Japan. Note that grains are aligned along L2 direction.

p denotes coarse porphyroclasts within the dunite, but are generally irrelevant for the LPO alignment. After

Mizukami et al. (2004).
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Figure 1.3: Examples of dislocation creep mechanisms. Edge dislocation (left, black circle) shows an

inserted half plane of atoms between two whole-planes of atoms. The edge dislocation is denoted by the last

atom along the half plane. The Burgers vector, b⇤, is perpendicular to the half plane of atoms in this case.

The edge dislocation (right) shows deformation out of the plane of the atoms, parallel to the direction of the

Burgers vector. Figures 7.9 and 7.10 in Turcotte and Schubert (2014).
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Figure 1.4: Olivine anisotropic slip systems and predicted LPO response. After Skemer and Hansen (2016).
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Figure 1.5: (A) An SKS phase traveling from source to receiver. In seismology the K denotes a wave

traveling through the outer core; this phase must travel as a compressional wave as shear waves cannot

propagate through liquid. (B) Raypaths for SKS, SKKS, and PKS phases. Note that they sample different

areas of the mantle but arrive at the same station. S-waves are shown as red lines, P-waves as blue. After

Crotwell et al. (1999).
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Figure 1.6: A noiseless synthetic null split in which fast-axis orientation is parallel to the backazimuth (i.e.

initial polarization) of the incident SV wave. These data were rotated to radial (top) and transverse (bottom)

direction. Note the lack of transverse energy. Synthetics generated by Telewavesim (Audet et al., 2019a).
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Figure 1.7: A noiseless synthetic shear wave split in which fast-axis orientation is 30° from backazimuth

(i.e. initial polarization) of the incident SV wave in radial (top) and transverse (below). Synthetics generated

by Telewavesim (Audet et al., 2019a).
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Chapter 2

2.1 Introduction

The northern Canadian Cordillera (NCC) roughly extends from northern British Columbia

through western Canada to the Beaufort Sea. The NCC is composed of a complexly deformed

set of accreted terranes and miogeoclinal rocks formed off the western margin of the Laurentian

craton (Figure 2.1) (Nelson et al., 2013). Within our study region, the Tintina fault - a 530 km long

fault with approximately 430-490 km of dextral displacement (Gabrielse, 1985; Hayward, 2015;

Roddick, 1967; Saltus, 2007) - can be used to broadly separate terranes by their paleogeographic

affinity. Terranes NE of Tintina are generally paraautochthonous miogeoclines and deformed by

the Cordilleran orogen, terranes between the Tintina and Denali faults are pericratonic - accreted

island arcs, accretionary complexes, and back-arc basins, on top of rifted North America basment

(Monger and Price, 2002; Nelson et al., 2013). To the west of the Denali fault are allochtonous

exotic terranes (Colpron and Nelson, 2011).

Contemporary deformation in the NCC is created in part by the transpressional subduction

of the Yakutat indentor beneath Alaska (Hyndman et al., 2005). This transpression has resulted

in uplift, shortening, and volcanism of the St. Elias and Chugach mountains, which lie to the

southwest in the NCC, abutting the Gulf of Alaska (e.g. Plafker et al., 1978; Sheaf et al., 2003).

Little ongoing deformation is observed in the central NCC, an area in which two large lithosphere-

scale strike-slip faults, the Tintina fault (TF) and the Denali fault (DF), lie. These faults both show

greater than 400 km of dextral offset (Estève et al., 2020; Leonard et al., 2008), but exhibit little

seismicity today (Hyndman et al., 2005; Leonard et al., 2008).

The Mackenzie Mountains (MM) are a seismically active fold and thrust belt which is convex to

the east and lies ~750 km northeast of the North America-Pacific plate margin, abutting the craton

(Figure 2.2). These mountains are shortening at a rate of ~4 mm/yr, and moment tensors show

thrust mechanisms with increasing proportions of strike-slip motion approaching the Richardson

Mountains (Hyndman et al., 2005). The source for the far-field stresses driving shortening is a
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subject of debate. Hypotheses for this deformation include an orogenic float model (Oldow et al.,

1990) where deformation is induced by the Yakutat indentor (Mazzotti and Hyndman, 2002) or,

alternatively, uplift from tractions along the base of the lithosphere (Finzel et al., 2015).

The Mazzotti and Hyndman (2002) model of deformation suggests that strain is transferred

inboard of the Yakutat indentor via a lower crustal detachment. This model requires a weak zone in

the lower crust which creates a décollement, that transmits compressional stress northeast towards

the craton. The craton, which is much stronger than the Cordillera (e.g. Lewis et al., 2003), acts as a

backstop for this strain transfer. Deformation is then accommodated along imbricated thrust faults

in the MM, creating the uplift and deformation recorded in this region (Mazzotti and Hyndman,

2002).

An alternate hypothesis proposed by Finzel et al. (2015), suggests that the convergence seen in

the MM is the result of asthenospheric flow creating convergent tractions along the base of the MM

lithosphere. These tractions are suggested to result from large-scale mantle flow being deflected

by the subduction of the Yakutat indentor beneath North America. This model is borne out of

residuals between observations and models of surface velocity and strain rate, and does not require

(or exclude) the lower crustal zone of weakness in the Mazzotti and Hyndman (2002) hypothesis.

For instance, the lower crust could be weak to the SW of the MM allowing upper crustal movement

to the NE, while the stronger lower crust under the MM could transmit basal tractions.

Contemporary uplift is not the first instance of uplift in the MM. Thermochronology studies

suggest a first phase uplift occurring as early as the Late Cretaceous (Enkelmann et al., 2019; Pow-

ell et al., 2016, 2019), with another phase of cooling and uplift in the Paleocene-Eocene (Enkel-

mann et al., 2019; Powell et al., 2016). Enkelmann et al. (2019) further find strong evidence for

uplift from approximately 33-20 Ma and infer 1-3 km of exhumation during this time. These

episodes of deformation are generally related to the terrane accretion and deformation during the

construction of the Cordillera; however, the 33-20 Ma uplift in Enkelmann et al. (2019) is inferred

to result from the opening of the north Atlantic rift and subsequent plate reorganization. We note

that these phases of uplift were distinguished by exhumation and subsequent cooling of sedimen-
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tary formations, which is not observed in the contemporary uplift, suggesting that the modern

phase is quite recent.

In this paper we investigate mantle dynamics - specifically anisotropic structure - within the

NCC using anisotropy as a proxy for uppermost mantle fabrics. Shear wave splitting is a well-

established technique for determining upper mantle anisotropy. Shear waves split into two quasi-S

waves upon travel through an anisotropic medium, so long as the polarization direction of the inci-

dent wave is not parallel or perpendicular to the anisotropic alignment (e.g. Menke and Levin, 2003;

Silver and Chan, 1991). Of these quasi-S waves, the "fast" wave travels at a higher velocity, and

the other at a slower velocity. Shear wave splitting techniques typically characterize the anisotropy

by the polarization of the fast wave - the fast-axis orientation, φ, and a delay time between the fast

and slow arriving waves, δt. SKS waves are typically used in seismic anisotropy studies due to

the lack of SH energy and known radial polarization. Anisotropy in the upper mantle is generally

thought to result from the alignment of olivine crystals; in the lithosphere anisotropy is generated

from fossilized strain from the most recent tectonic events and in the asthenosphere this alignment

is interpreted to be oriented in the direction of contemporary flow. Audet et al. (2016) compiles

results from Courtier et al. (2010) and Snyder and Bruneton (2007) and adds new measurements

to show a coherent NE-SW trend in anisotropy within the craton, subparallel to North American

absolute plate motion (APM) (Argus et al., 2010). However,the authors note a distinct change in

the fast directions of anisotropy across the Liard Transfer Zone (LTZ) (Figure 2.2, black lines). The

LTZ is a rifted margin that may be controlled by a sharp contrast between adjoining lithospheric

fabric types (Audet et al., 2016; Tarayoun et al., 2017). Strong NW-SE alignment of fast axes is

observed in the western Yukon, and large variations in splitting orientations are observed in the

exotic terranes nearest the Yakutat indentor (Hanna and Long, 2012; Venereau et al., 2019). Es-

tève et al. (2020) adds splitting measurements from three regions: the northernmost portion of the

NCC, about the Tintina fault, and to the northeast deep into the craton. Their results show a clear

change in fast axis orientations between the Cordillera and the craton, where cratonic anisotropy

is generally aligned NE-SW parallel to North American APM and Cordilleran anisotropy is much
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more variable. Fast axes in the Cordillera are generally aligned with tectonic fabrics such as the

Tintina and Denali faults, and the terrane boundaries within the NCC (Figure 2.1).

Relevant to the interpretation of any shear wave splitting is the observation that the Cordilleran

mantle lithosphere is only ~20 km thick, based on a Moho depth of ~33 km (e.g. Audet et al.,

2019b; Clowes et al., 2005; Tarayoun et al., 2017) and a lithosphere-asthenosphere boundary at

~50 km depth (Audet et al., 2019b; Tarayoun et al., 2017). This contrasts with a 250 km thick

cratonic lithosphere (Frederiksen et al., 2001). Given that olivine fabrics in the upper mantle are

the dominant source of seismic anisotropy observed using SKS splitting data (Figure 2.2, black),

the contribution of a thin mantle lithosphere to the observed anisotropy measurements may be

small. For a near-vertical ray path, one can estimate the thickness of an anisotropic layer given

delay time, assumed percent anisotropy, and average shear velocity (e.g. Schutt et al., 1998) using

the relationship

L = Vsavg ⇤
δt

%ani

. (2.1)

If we assume a 4% anisotropic upper mantle (Savage, 1999), and an average Vs of 4.5 km/s

(ak135 upper mantle model of Kennett et al., 1995), along with the delay times of ~1s that we see

in this study region, we estimate an anisotropic layer thickness of about 110 km, which is much

greater than the < 20 km estimates of mantle lithospheric thickness in the region. Nevertheless,

the stark change in fast axis orientations at the LTZ may indeed be due to a change in lithospheric

fabric.

2.2 Data & Method

The MMEP network was deployed as a part of the National Science Foundation-funded Macken-

zie Mountain Earthscope Project (MMEP) (Baker et al., 2020). Station deployment began in Au-

gust of 2015, and the final station retrieval occurred in August of 2019. These 41 seismographs

were deployed along a roughly 875 km, approximately linear array extending from Fraser, British

Columbia to Great Bear Lake in the Northwest Territories (Baker et al., 2020). Stations are num-
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bered sequentially from MM01 furthest to the SW in British Columbia to MM40 on the shore of

the Great Bear Lake in Northwest Territories (Baker et al., 2020). We analyzed signals from 44

events of magnitude > 5.8 and a signal-to-noise ratio >2.5 recorded between August 2015 and

August 2019. We used SKS phases with angular distance ranges of 80-120°. Stations MM04

and MM06 were not oriented North and East - seismograms at these stations were rotated to this

orientation. Data were detrended, demeaned, and resampled to 40 Hz. We used ak135 (Kennett

et al., 1995) to estimate SKS arrival time and excluded traces where another phase was predicted

to arrive within 20 s of the SKS phase. We performed a visual inspection to eliminate seismograms

with errors in the trace, or where the SKS signal was not clearly observed. Figure 2.3 shows the

distribution of teleseismic events used in our study.

Data processing was performed using the SplitLab software package (Wüstefeld et al., 2008).

Some waveforms were left unfiltered, others were lowpass-filtered with a corner frequency of 0.4

Hz, and most of our waveforms were bandpass-filtered using corner frequencies of 0.01 Hz and

either 0.4 or 0.5 Hz.; filter cutoffs were chosen manually depending on the visual characteristics of

the waveform. SKS arrivals were manually windowed for at least one full period of the phase. We

used both the rotation correlation (Bowman and Ando, 1987) and transverse energy minimization

(Silver and Chan, 1991) methods to find best-fitting splitting parameters. We used these methods

together to assign quality factors to each station-event pair based on signal-to-noise ratio within

the window, and linearity of corrected particle motions. These quality designations are labeled

"Poor" "Fair" and "Good", where higher qualities have higher signal-to-noise ratios (SNR), more

linear particle motion, and good agreement between methods. SplitLab computes quality factors

quantitatively using the relationship:

dnull =
p

∆2 + (Ω� 1)2
p
2

dgood =
p

(∆� 1)2 + Ω2

p
2
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Q =

8

>

>

<

>

>

:

�(1� dnull) for dnull < dgood

(1� dgood) for dnull � dgood

(2.2)

where ∆ is the ratio of delay times between the rotation-correlation and Silver and Chan (1991)

methods, and Ω is the normalized difference in fast axes between these methods (Wuestefeld et al.,

2010). Q-values near 1 are typically considered "Good" measurements, while measurements near

0 are "Poor" and negative results signify null events. Many event-station pairs were culled based on

disagreement between methods. We also characterized some arrivals as null measurements (Figure

2.4), and we used these results to verify the fast/slow axes determined for non-null measurements.

Station-average results were created by stacking the misfit surfaces (e.g. Schutt et al., 1998; Wolfe

and Silver, 1998). This stacking relies solely on the transverse energy minimization error surface

results (Silver and Chan, 1991) and does not utilize our rotation-correlation results, but it is likely

a more robust estimate of the single-layer average than simple or weighted averages. Transverse

energy error surface stacking allows one to utilize non-Gaussian error surfaces and the covariance

between delay time and fast orientation uncertainties. We only included "Fair" or "Good" quality

results in our average stacks to ensure high quality station-averages.

2.3 Results

Individual results for the MMEP stations are listed in Table A.1, and plotted against backaz-

imuth modulo 180° in Figures A.1 - A.35. In these results we see little evidence for multiple layers

of splitting - fast axis orientation does not clearly depend on backazimuth for any of these stations,

motivating our look at station averages (Figure 2.2). Event backazimuthal coverage shows gaps

from approximately 315° - 115°, and another gap between approximately 135° - 220° (Figure 2.3).

The MMEP stations had on average 5 high quality events used to compute best-fitting station aver-

ages, and had a total of 180 station-event pairs. Individual station splitting results show a rotation

in fast-axes across the MMEP array (Figure 2.5). The southwestern part of the array shows fast

axes that generally align NW-SE, subparallel to the strike of the major tectonic fabrics and Pacific
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APM (no net rotation) (Argus et al., 2010). Within this region, stations MM02 and MM03 show

strikes closer to a 330° azimuth and MM04-MM06 are oriented closer to 300°, though MM05

and MM06 show some splits oriented orthogonally to this general trend. Stations MM07-MM11

are located between the Teslin and Tintina faults; these stations also show general NW-SE trends

and recorded more events than those SW of the Teslin. Northeast of the Tintina and southwest of

the MM, individual splitting measurements show a gradual rotation in fast axes from NW-SE to

NE-SW. The best fitting splitting parameters for stations located between the MM and Tintina are

quite consistent with each other. Within the Mackenzie Mountains themselves, splits are not so

consistent. We see large variations in fast axis orientations, and some minor variation in δt. These

individual split results show rough trends -SW. The results within the undeformed craton show

somewhat less scatter in splitting parameters and are oriented NE-SW.

Our station-average results (Figure 2.2, red; Table 2.1) show fast axes in the southwest that

range from NW-SE to approximately E-W. Moving to the northeast, fast orientations stay rela-

tively consistent across the Tintina fault. Northeast of the Tintina, station averages begin to show a

rotation to NE-SW, similar to the direction of North American APM (Argus et al., 2010). Splitting

measurements northeast of the deformation front generally show alignment in this direction. We

categorize the MMEP splitting measurements into three domains that show patterns of fast axis

orientation along the strike of the array (Figures 2.2, 2.6). The furthest southwest group (green,

Figures 2.2, 2.6), shows anisotropy oriented NW-SE, subparallel to the major faults and terrane

boundaries in the NCC (Figure 2.1). The northeast group (violet) encompasses those measure-

ments oriented NE-SW. The intervening group (yellow) demarks the transition between the two

major fabric orientations.

Cratonic stations and those south of the LTZ show a general NE-SW alignment (violet circles,

Figure 2.2. However, along the MMEP array as well as other measurements in the western portion

of Figure 2.2 (blue circles), many of the averages show alignment with the terrane boundaries and

major faults (Figure 2.1). To the southwest, fast axis orientations vary over shorter distances than

elsewhere. Within the MM, splitting measurements are less consistent than in other areas. Near
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the Teslin fault, large delay times are observed in the MMEP array stations, but very small times

are observed to the SE along the fault (e.g. Courtier et al. (2010), near Watson Lake).

2.4 Discussion

SKS splitting measurements near and northeast of the deformation front are interpreted (Fig-

ures 2.2, 2.6 violet circles) as asthenospheric flow in the direction of APM (Argus et al., 2010),

echoing the interpretations of other anisotropy studies in this region (e.g. Courtier et al., 2010;

Snyder and Bruneton, 2007), although multiple lithospheric fabric layers may also exist here (e.g.

Snyder and Bruneton, 2007). Despite variation in the splitting measurements within the MM -

probably due to scattering off of topography or near-surface structure - these broadly align with

APM. As one approaches the Tintina Fault from the NE, a rotation is observed over about 200 km,

at which point the fast axes begin to match the strike of the fault.

While there is some significant crustal anisotropy aligned with the fault (Rasendra et al., 2014),

this is insufficient to create the observed ~1 s split times, and much of the anisotropy must reside

below 50 km depth, in asthenospheric mantle. Additionally, the gradual transition suggest a deeper

source (Alsina and Snieder, 1995). We suggest three possible causes for the rotation of fast axes

from APM to fault strike (near the Pacific APM).

The first is that the dextral shear associated with the Tintina and Denali faults extends into the

mantle lithosphere (Estève et al., 2020) and splays out in the asthenosphere, perhaps as the result

of a shear hardening process (e.g. Karato, 2013). A second possibility is that these fault-parallel

orientations are the result of asthenospheric flow that is diverted by the subducting slab to the east,

as modeled by Finzel et al. (2015). Their predicted asthenospheric tractions in this area match the

fast axis orientations. Our third is that current and past subduction of the Pacific plate has caused

asthenospheric flow in the direction of subduction. The model of Wang and Becker (2019), while

based on global tomography, and therefore being somewhat low resolution, shows that near the

subduction zone asthenospheric flow is aligned with subduction throughout the upper ~200 km

of the mantle (Figure 2.8). Then as one moves to the NE, such as along the strike of the MMEP
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array, the uppermost part of the asthenosphere starts to show flow along APM, and the portion of

the asthenosphere that flows along APM increases with distance away from the subduction zone.

Hence, in Figure 2.6 the "subduction-related" regime is showing subduction-induced flow, the

"transition" is where an increasing wedge of the uppermost asthenosphere is flowing along APM,

and the APM zone is where the whole asthenosphere is flowing in the direction of APM. We note

that this would imply two layer splitting in the transition (MM17 - MM27), and while we see no

conclusive evidence for this we cannot rule it out.

The ~220 km wide "transition" in Figure 2.6 may offer some clues to the process producing

the rotation. This transition is too wide to be produced from the Fresnel zone of two regimes

of fast axis orientation that bound each other (Alsina and Snieder, 1995). It could be due to a

graduate rotation between two regimes, or due to a depth-dependant flow field. We do not favor

shear associated with the large dextral faults as a possibility, because the lithosphere here is quite

thin, and it seems implausible that ~90 km of asthenosphere are sheared. This leaves either the

flow field associated with basal tractions (Finzel et al., 2015), or that associated with subduction-

induced flow (Wang and Becker, 2019). Differentiating between the two models is difficult, as

the Finzel et al. (2015) model does not extend beyond the MM, and the Wang and Becker (2019)

model is based on global tomography, and thus is missing many of the local tomographic (and thus

density) nuances. However, based on the current evidence, the shear wave splits seem to match the

Wang and Becker (2019) depth-dependant flow field better.

Furthest to the southwest, inconsistency within shear wave splits may result from the com-

plex mantle flow and highly imbricated lithosphere associated with the subduction of the Yakutat

indentor beneath North America (Figure 2.6; green).

Shear wave splitting measurements may further provide insight into the discussion of contem-

porary MM uplift. If the orogenic float hypothesis (Mazzotti and Hyndman, 2002) proves true, then

crustal anisotropy would be decoupled from underlying mantle anisotropy (e.g. Hyndman et al.,

2005; Mazzotti and Hyndman, 2002). Conversely, the mantle traction model of uplift (Finzel et al.,

2015) predicts that these fabrics would be coupled, and splitting results would be aligned with their
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predicted tractions. Our results show general agreement with predicted tractions (Figure 2.9), but

the source of the anisotropy is unclear. The shear wave splitting results seem to be the result of

subduction in the southwest, but whether this fabric was created from the more-recent subduction

of the Yakutat microplate beneath Alaska or from longer-lived subduction of the Pacific plate is

unclear. Of the models discussed above, only the shear hardening model requires crust-mantle

coupling that would effectively rule out the orogenic float.

2.5 Conclusions

We present new results for shear wave splitting across the MM using the new MMEP seis-

mograph network. Our results, coupled with previous splitting studies, show a net rotation of

anisotropic fast axis orientations across this study region. Nearest to and inboard of the Cordilleran

deformation front, fast axes are generally aligned with North American APM and are inferred to

result from asthenosphere flow in this direction. As distance from the plate margin decreases, fast

axes rotate to be subparallel to large-scale lithospheric fabrics, though we do not interpret splits to

represent lithospheric anisotropy. Instead we note that both lithospheric fabric (such as the strike of

the Denali and Tintina faults) and asthenospheric flow are both modulated by subduction. The flow

pattern producing the observed splits may be either an asthenospheric shear zone splaying off be-

low the large dextral faults, southward flow under Alaska that is redirected by the slab (Finzel et al.

(2015)), or depth variable flow induced by the subducting plate (Wang and Becker (2019)). We

currently favor the depth variable flow model, but new geodesy data and new studies that update

the (Finzel et al. (2015)) tractions may produce distinctive testable hypotheses.
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2.6 Figures

Figure 2.1: Terrane map of the NCC and Alaska, colored by terrane heritage. After Nelson et al. (2013).
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Figure 2.2: Compilation of shear wave splits within our study area. Shear wave splitting measurements

shown as colored lines above the station in which they are averaged. Station-averaged fast axis orientation

is the orientation of the lines, and length is proportional to the delay time. Red lines denote measurements

introduced in this study, Colors along the MMEP array denote perceived mantle fabric affinity noted in

Figure 2.6. Splitting measurements from other studies are shown as black lines with violet or blue circles,

denoting the general affinity of the split (blue circles denote splits aligned with the major tectonic fabrics,

violet circles are aligned with North American APM (Argus et al., 2010)). Yakutat subduction direction

shown as yellow arrow, North American absolute plate motion shown as green arrow. Solid black line

denotes the eastern limit of deformation between Canadian Cordillera and craton. Major faults show in

purple, minor faults are dark gray. Dashed line is the extent of the Liard Transfer Zone. YK=Yukon,

NWT=Northwest Territories, BC=British Columbia, BS=Beaufort Sea, GBL=Great Bear Lake, LTZ=Liard

Transfer Zone. Previous splitting measurements after Audet et al. (2016); Courtier et al. (2010); Estève

et al. (2020); Snyder and Bruneton (2007); Venereau et al. (2019).
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Figure 2.3: Event distribution of SKS phases used in this study.
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Figure 2.4: Example results for a ’good’ quality (a) and null event (b).
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Figure 2.5: Individual event best-fitting splitting parameters at each MMEP station. Sticks are oriented

parallel to the determined fast axis direction, and the length of the stick is proportional to the delay time.

Red sticks show the rotation correlation (Bowman and Ando, 1987) method, blue sticks show the transverse

energy minimization (Silver and Chan, 1991) method. Null backazimuths are plotted as crosses beneath the

splitting measurements. Inset provides a better view of the stations situated about Ross River, NE of the

Tintina fault.
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Figure 2.6: (Top) Fast axis orientation of station-averaged results against distance from MM01 (furthest

southwest station). We categorize splitting averages into three fabric affinities: those aligned ~parallel to

major faults (green), those aligned ~parallel to NA absolute plate motion (orange), and the rotation between

those two fabrics (yellow). Note the highly linear nature of the yellow mantle fabrics. (Bottom) Average

delay time of against distance from MM01. The delay times in this study are lie around 1 s (with the excep-

tion of MM04 and MM06, which have few recorded events) and do not have an obvious relationship with

distance. Uncertainties were constructed using the 95% confidence intervals in the φ and δt measurements

as expressed in Silver and Chan (1991).
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Figure 2.7: Histogram of station-average delay times along the MMEP network, binned at 0.25 s intervals.

Mean delay times are greater than 1 s with a large standard deviation. Two splitting results (MM04 and

MM06) give anomalously large delay times, and those stations have only few recorded events used in this

study (Table A.1).
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Figure 2.8: Modeled asthenospheric flow patterns beneath the NCC at depths of 150, 170, and 230 km.

Blue circle denotes the perceived extent of the Yakutat slab on the 150 km depth slice. Note that modeled

flow paths tend to align with NA-APM (NE-SW) but are diverted about the slab as depth increases. Data

from (Wang and Becker, 2019), figure after Wanying Wang, pers. comm.
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Figure 2.9: Modeled tractions inferred to be created by asthenosphere flow in Finzel et al. (2015). To the

furthest east, the NCC can be seen. The large-scale flow thought to create these tractions could explain the

change in anisotropy seen in our results.
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2.7 Tables

Table 2.1: Station-average results for the MMEP shear wave splitting measurements taken in this study.

Station Name Longitude (°) Latitude (°) fast axis (°) σfast delay time (s) σδt

MM01 -135.051 59.7153 -22.0 6.4 1.0 0.1

MM02 -134.8387 59.8029 -14.0 31.2 0.9 0.3

MM03 -134.6654 59.9992 -68.0 4.0 3.5 0.2

MM04 -134.5509 60.24 -64.0 2.5 1.0 0.3

MM05 -133.9864 60.3412 -72.0 2.0 3.6 0.3

MM06 -133.306 60.4834 -28.0 8.5 0.3 0.1

MM07 -133.0708 60.7272 -14.0 5.9 0.7 0.1

MM08 -133.0788 61.1496 -26.0 4.0 0.7 0.0

MM09 -133.021 61.3568 -36.0 5.9 0.7 0.1

MM10 -133.0906 61.5744 -62.0 1.5 1.6 0.2

MM11 -132.9147 61.8624 -58.0 1.0 1.4 0.1

MM12 -132.4607 61.9525 -60.0 1.0 1.1 0.1

MM13 -132.5498 61.9564 -64.0 1.0 1.2 0.0

MM14 -132.4257 61.9733 -58.0 1.5 1.2 0.1

MM15 -132.5815 61.9764 -58.0 2.0 0.7 0.1

MM16 -132.2521 62.0378 -64.0 1.5 0.8 0.1

MM17 -131.9483 62.0789 -70.0 10.9 0.6 0.2

MM18 -131.734 62.2424 -90.0 13.8 0.3 0.1

MM19 -131.4946 62.3754 -80.0 3.0 1.4 0.4

MM21 -131.1073 62.6859 46.0 5.9 0.9 0.2

MM22 -131.0108 62.744 80.0 3.5 1.1 0.1

MM23 -130.8161 62.8713 66.0 4.5 1.1 0.1

MM24 -130.5585 62.9184 68.0 3.5 0.8 0.1

MM25 -130.419 63.0049 58.0 3.5 1.1 0.1

MM26 -130.1928 63.081 52.0 3.5 0.8 0.0

MM27 -130.2005 63.1749 56.0 2.0 1.0 0.1

MM29 -128.7663 63.7846 72.0 4.9 0.8 0.1

MM30 -128.8747 64.2803 46.0 2.0 1.1 0.1

MM32 -128.3708 64.5422 88.0 4.5 1.0 0.1

MM33 -127.7338 64.5754 66.0 6.4 0.6 0.1

MM34 -127.8535 64.6682 70.0 5.9 0.6 0.1

MM35 -127.2314 64.7072 34.0 5.9 1.4 0.4

MM36 -127.201 64.8969 60.0 5.4 1.1 0.1

MM38 -126.0765 65.4005 30.0 4.0 0.8 0.1

MM39 -125.5396 65.6226 74.0 2.0 1.2 0.1

MM40 -124.6709 66.0246 70.0 2.0 0.9 0.0
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Chapter 3

3.1 Future Work

The availability of seismic data in the northern Canadian Cordillera is increasing, and with it

the prospect of better understanding the deep Earth within this region. Arrays such as the Macken-

zie Mountain array (7C), Transportable Array (TA), and others provide the opportunity to better

constrain both shallow and deep Earth structures and better understand the dynamics of modern

Cordilleran deformation. Prospective studies in the NCC are outlined within this section.

Getting the Whittle Likelihood Estimation method code working is foremost of the work to

be done after this study. This code package needs to be able to better resolve synthetic tests of

various backazimuths for low SNR tests, such that the input splitting parameters are within the

distribution of bootstrap realizations. We were not able to pinpoint the exact cause of the code’s

discrepancies, but we suspect it is related to the ψ term that indicates the angle between the fast axis

orientation φ and the backazimuth θ. This suspicion is based on the observation that the maximum

likelihood surface for events of backazimuth varying by 10 degrees showed great periodicity in the

best-fitting fast axis orientations. For synthetic tests with a SNR of 5, vertical ray incidence, and

a single-layer of horizontal, hexagonally anisotropic mantle, we observed that best-fitting splitting

parameters were exactly dependent on the backazimuthl; for example, an event with backazimuth

of 0 degrees was able to resolve the input anisotropy perfectly, but an event with backazimuth

equal to 20 degrees would give a fast axis orientation of φinput + 20°. Delay times did not seem to

be periodic in this fashion, though they did vary much as the backazimuth changed. This could be

expected for null and near-null events, but should be roughly uniform for all other backazimuths.

Note that the backazimuth here (and in Telewavesim) is interpreted to be the input polarization of

the incidence XKS phase before splitting.

After fixing the code, the Whittle Likelihood Estimation method may be augmented to better

resolve multiple layers of anisotropy and/or dipping anisotropy, as the impulse response functions

computed in the Menke and Levin (2003) cross-convolution method are readily adapted for these
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scenarios. The two-layer splitting augmentation may involve a second grid search over additional

best-fitting splitting parameters, maximizing the likelihood that both layers represent the true earth

model, compared to a single layer of anisotropy. Previous studies within the NCC attribute com-

ponents from the lithosphere and asthenosphere to the true anisotropy (e.g. Audet et al., 2016;

Courtier et al., 2010; Rasendra et al., 2014). The WLEM may also be augmented so that the

formulation of the pre-event noise spectral characteristics does not assume a single-layer of hexag-

onal anisotropy and a vertically incident XKS phase. Additionally, one simple but possibly useful

adaptation of the WLEM code is an adaptation to a different coding language. The current version

of the code provided in Appendices A and B is written in R, but could be adapted to MATLAB or

Python so that it is more familiar to a broader scientific audience.

Given the receiver-side anisotropy computed from the XKS phases, one could use S-wave split-

ting techniques to determine source-side anisotropy, such as that suggested in Eken and Tilmann

(2014). The Menke and Levin (2003) method’s impulse response functions could be modified in a

similar manner to two-layer splitting to account for source- and receiver-side anisotropy, and the

receiver-side anisotropy can be fit to the apparent splitting parameters computed from this or other

XKS splitting studies.

Local S-phases may be used to better constrain crustal anisotropy and can be computed using

MFAST (Savage et al., 2010). Constraints on crustal anisotropy may assist in understanding the

overall structure of the lithosphere and perhaps provide evidence for or against the Mazzotti and

Hyndman (2002) hypothesis of a lower crustal décollement. This lower crustal décollement would

have a highly sheared fabric that should be visible in local shear wave splitting studies if depth can

be constrained.

This study region may be well suited for Rayleigh wave anisotropy studies which would assist

in determining depth-dependent anisotropy. Snyder and Bruneton (2007) utilized Rayleigh wave

anisotropy to compound their shear wave splitting results determined by SKS and SKKS waves.

They note that Rayleigh waves are sensitive to changes in vertical velocity gradients which could

be used to augment the determination of dipping or vertical anisotropic fabrics. I note here that the

59



lithosphere in the region around the MMEP network is anomalously thin (e.g. Audet et al., 2019b),

so these Rayleigh waves could be used to examine a greater thickness of asthenosphere. To do this,

one could first compute backazimuth and mean phase velocity of Rayleigh waves across an array,

then calculate the overall mean phase velocity and determine the azimuthal variation of that phase

velocity (Snyder and Bruneton, 2007).

Shear wave velocity structures can also be determined using Rayleigh and Love wave tomog-

raphy. Variations in phase and group velocities in surface waves have long been used to estimate

lithospheric seismic anisotropy Eddy et al. (e.g. 2018); Montagner and Tanimoto (e.g. 1991); Smith

and Dahlen (e.g. 1973); Tanimoto and Anderson (e.g. 1985). Often these studies characterize az-

imuthal anisotropy within the lithosphere, as the phase and group velocities of these surface waves

are azimuthally dependent. Smith and Dahlen (1973) provides a mathematical framework for the

dependence of Rayleigh and Love wave phase velocities on azimuth. These studies often utilize

hundreds to thousands of Rayleigh and Love wave paths (e.g. Eddy et al., 2018; Montagner and

Tanimoto, 1991). Anisotropy is often determined from velocity variations based on the azimuth of

the surface wave. One interested in performing a surface wave anisotropy study could use the code

developed for the Debayle and Sambridge (2004) method, which may be able to process thousands

of ray paths in a few hours. This method not only able to assess anisotropy, but also allows for the

user to perform surface wave tomography. Documentation for this software package and informa-

tion on retrieval can be found here. Tangential receiver functions also allow for the determination

of dipping anisotropy (e.g. McNamara and Owens, 1993; Peng and Humphreys, 1997). These

studies can use Ps phases and involve assessing the shear wave splitting of the s-leg of the phase

after conversion at the Moho. One could perform a simple shear wave splitting analysis on this

phase, but waveform modeling (i.e. receiver function analysis) provides the opportunity to also

resolve dipping anisotropy (e.g. Peng and Humphreys, 1997). Peng and Humphreys (1997) utilizes

the ray tracing code of Langston (1977) to calculate the incidence angle of the incoming sphase,

as well as the dip direction. Anisotropic parameters are determined using typical splitting methods

(e.g. Corbalán et al., in revision; Menke and Levin, 2003; Silver and Chan, 1991).
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3.2 Data Acquisition

The data used for this project was acquired using Standing Order for Data (SOD) (Owens

et al., 2004). SOD is a software package that allows an easy query to the Incorporated Research

Institutions for Seismology (IRIS) Data Management Center (DMC). Using SOD, one can readily

create XML ’recipes’ containing the necessary event, station, and seismogram information to be

requested. The SOD recipe can be augmented to request data with specified date interval, event-

station distance, signaltonoise ratio, gain code, band code, orientation code, as well as to remove

data mean and trend, among others. One can also rotate the data to radial and transverse compo-

nents, remove overlapping phases interfering with XKS arrivals, and mark the phase arrivals using

a velocity model, all of which are particularly useful in shear wave splitting studies, which require

much data screening before any analysis can begin.

3.3 Data Pre-processing

The Whittle Likelihood Estimation Method (Corbalán, 2016; Corbalán et al., in revision) re-

quires seismograms centered around the XKS arrival with an equal number of sample points be-

fore the arrival (pre-event noise) and after the arrival (signal + noise). This method also requires

equally-spaced samples, although this is not typically an issue in seismic studies. The procedure

we adopted for this analysis is as follows:

1. Download seismogram files for each seismic station to be included in the study and organize

them into event folders. We do this in order to print record sections of each event, which are

used to determine whether the event is a ’good’ event (i.e. that the XKS arrival appears clear

on many radial and transverse channels). This is done to cut down on the amount of time

spent on Step 2 of this procedure, but this is optional.

2. Loop through the ’good events’ data and examine individual radial and transverse traces to

determine whether a specific station-event pair shows a clean XKS arrival with little phase

interference and a high enough SNR to warrant analysis. These data are organized by station.
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Clean arrivals are further organized by quality: quality 1 events show very clean arrivals

with high SNR and little coda, while quality 2 events have less SNR and more coda than

q1 events. Quality 2 events typically have more data which may be useful in solidifying

our understanding of the study region. We also categorize null splits in which no transverse

energy is recorded; isolating the nulls allows one to compare their input polarization to the

station averages. This comparison serves as a check to ensure that the results are realistic.

3. Manually choose the XKS arrival to mark the true arrival, rather than an arrival predicted

by velocity model. This step is done to better estimate the pre-event noise in the XKS

seismogram; if the velocity model misplaces the arrival later than the true arrival, some of

the signal will be assessed as pre-event noise and can alter the results given in the final

output.

4. After choosing the XKS arrival manually, cut the seismogram to an equal length before and

after the arrival. We cut to 20 s before and after the arrival, but any length of trace should be

useable so long as there are no interfering phases within the time range specified.

5. Create a list of events for each station, named "<station>_events.txt". The WLEM code uses

these files to loop over the seismograms being processed. A list of stations within a file

called "stations.txt" must also be generated in order for the code to loop over each station

directory holding all the RT traces. Station names within "stations.txt" must match the name

of the station directories.

Shell scripts that perform all of these pre-processing steps can be found on at Colorado State

University’s Warner College of Natural Resources Network: /data/seismo/Bolton/scripts.

3.4 Running the WLEM Code

The WLEM code used in this study is written in R, an open-source coding language that is quite

popular due to its numerous statistical functions. This code requires version 3+ of R. The code can

be run solely from Mac or Linux command line, or via a GUI such as RStudio, which may be useful

62



for debugging. This code consists of two scripts, titled "Step_1_Setup.R" and "Step_2_Data.R".

Step_1_Setup.R should be run first as it creates a number of functions to be utilized in the analysis.

For example, Step_1_Setup.R contains functions to be able to read SAC files containing the data

to be analyzed, read their headers and use the header information in the analysis, setup the Whittle

Likelihood approximation, etc. Step_2_Data.R performs the actual analysis. After pre-processing

according to section 3.3 is completed, the code can be run as follows:

1. Source Step_1_Setup.R to import the necessary functions

2. In Step_2_Data.R, change the variable "pathname" to the path of the master directory con-

taining station-event directories, the stations text file, and station-event list text files. One

could create a script that passes a global variable into the "pathname" variable in order to

loop through multiple master directories, such as the quality directories we created in this

analysis. You may also need to change the variable "cut" depending on the data’s sampling

rate. The default "cut" value is based off a 50 Hz sampling rate.

3. Source Step_2_Data.R to run the analysis. Outputs are:

(a) Splitting results text file containing δt and φ

(b) Splitting containing δt, φ, σδt, and σφ

(c) A pdf of the log likelihood surface with chosen splitting parameters highlighted at the

global maximum of the station average.

(d) A text file containing the likelihood values used to generate the log likelihood surface

(e) A list for each event in the station directory comparing the event backazimuth to the

highest likelihood fast axis orientation (NET.STA_baz_vs_fast_axis.txt)

(f) A list for each event in the station directory comparing the event backazimuth to the

highest likelihood split time (NET.STA_baz_vs_split_time.txt)

(g) A list of each bootstrapping iteration for the station average showing the fast-axis ori-

entation and split time for those consecutive iterations
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(h) A list of each bootstrap iteration of all station-events showing fast-axis orientation and

split time for all bootstraps.
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Appendix A

Individual results

A.1 Tables

Table A.1: Individual station-event results for the MMEP network.

Station Event Info SplitLab Results

date evlo evla baz Mw fastRC σfastRC δtRC σδtRC fastSC σfastSC δtSC σδtSC

MM02 02-Apr-2018 -63.01 -20.66 115.79 6.8 -12.47 9.50 0.78 0.17 -28.47 8.50 0.95 0.16

MM02 13-Aug-2017 101.62 -3.77 298.06 6.4 -10.14 13.00 0.95 0.29 -16.14 14.00 1.00 0.28

MM03 02-Apr-2018 -63.01 -20.66 115.91 6.8 -14.36 15.50 0.62 0.46 -10.36 13.50 0.95 0.29

MM04 23-Aug-2016 122.43 -7.29 277.72 6 -16.36 7.50 0.50 0.09 -66.36 4.00 3.50 0.20

MM05 15-Dec-2017 108.17 -7.49 291.07 6.5 -11.09 14.50 0.25 0.17 -61.09 3.00 3.70 0.68

MM05 15-Jul-2017 121.98 0.41 282.45 5.9 -21.71 9.50 0.25 0.12 -69.71 1.50 2.45 0.31

MM05 21-Feb-2017 -63.90 -19.28 116.52 6.5 -17.76 5.50 0.15 0.08 12.24 22.00 0.55 0.82

MM05 23-Aug-2016 122.54 -7.21 278.18 5.8 72.10 7.50 0.00 0.04 -71.90 4.00 1.65 0.55

MM05 23-Aug-2016 122.43 -7.29 278.24 6 70.16 8.00 0.00 0.03 -71.84 2.00 1.60 0.28

MM06 15-Dec-2017 108.17 -7.49 291.76 6.5 -34.41 10.00 0.40 0.20 -76.41 3.50 4.00 0.35
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MM06 21-Feb-2017 -63.90 -19.28 117.08 6.5 -25.21 13.00 0.35 0.15 14.79 19.50 1.15 0.78

MM07 23-Aug-2016 122.54 -7.21 279.09 5.8 -28.01 11.00 0.25 0.14 -33.01 90.00 0.20 2

MM07 23-Aug-2016 122.43 -7.29 279.14 6 -28.95 9.00 0.25 0.11 -32.95 90.00 0.20 2

MM07 28-Jul-2018 122.73 -7.10 278.97 6 -36.12 6.25 0.17 0.05 -37.12 90.00 0.15 2

MM07 04-Aug-2016 -66.01 -22.33 120.42 6.2 -10.88 15.25 0.50 0.18 -22.88 17.00 0.55 0.31

MM07 21-Jan-2018 -69.44 -18.88 121.76 6.3 -6.60 7.75 0.57 0.12 -33.60 12.00 0.80 0.31

MM07 20-Nov-2016 -68.63 -31.62 126.90 6.4 -3.36 14.75 1.15 0.35 -1.36 12.75 1.25 0.36

MM07 15-Dec-2017 108.17 -7.49 292.06 6.5 -17.10 8.25 0.07 0.06 -53.10 21.75 0.30 0.29

MM07 21-Feb-2017 -63.90 -19.28 117.25 6.5 -6.05 11.50 0.38 0.11 -47.05 11.75 0.90 0.38

MM07 31-Oct-2017 169.15 -21.70 232.06 6.7 -83.55 6.25 0.35 0.10 -74.55 13.75 0.50 0.17

MM07 02-Apr-2018 -63.01 -20.66 117.13 6.8 -9.14 10.25 0.33 0.09 -51.14 9.00 1.20 0.42

MM08 24-Apr-2017 -72.06 -33.04 130.16 6.9 -8.11 14.00 0.50 0.32 -34.11 6.00 1.20 0.31

MM08 21-Feb-2017 -63.90 -19.28 117.19 6.5 -27.10 6.50 0.62 0.05 -19.10 5.50 0.60 0.06

MM08 20-Nov-2016 -68.63 -31.62 126.80 6.4 8.53 10.00 1.05 0.23 6.53 4.50 1.05 0.14

MM09 02-Apr-2018 -63.01 -20.66 117.09 6.8 -17.18 8.50 0.65 0.08 -31.18 2.00 0.80 0.04

MM09 21-Feb-2017 -63.90 -19.28 117.22 6.5 -35.07 6.50 0.80 0.10 -33.07 3.00 0.80 0.07

MM09 20-Nov-2016 -68.63 -31.62 126.79 6.4 -17.47 11.50 0.95 0.19 -11.47 5.50 1.00 0.09

Continued on next page

7
6



Continued from previous page

MM09 23-Aug-2016 122.54 -7.21 279.28 5.8 -36.82 12.00 0.35 0.11 -62.82 4.50 0.70 0.15

MM09 23-Aug-2016 122.43 -7.29 279.33 6 -38.76 12.50 0.35 0.11 -62.76 4.50 0.65 0.12

MM09 25-Jul-2016 -70.51 -26.11 125.81 6.1 -16.50 6.00 1.85 0.24 -4.50 7.00 1.95 0.36

MM10 20-Nov-2016 -68.63 -31.62 126.68 6.4 -29.57 13.00 0.97 0.33 -33.57 8.00 1.10 0.29

MM10 21-Feb-2017 -63.90 -19.28 117.13 6.5 -45.15 3.00 1.40 0.06 -35.15 3.00 1.30 0.12

MM10 02-Apr-2018 -63.01 -20.66 117.00 6.8 -47.27 4.00 1.15 0.16 -45.27 3.00 1.10 0.16

MM11 28-Jul-2018 122.73 -7.10 279.37 6 -14.72 8.00 0.10 0.09 -64.72 2.00 1.85 0.15

MM11 17-Jun-2017 179.60 -24.09 222.41 6.1 64.81 12.00 0.33 0.19 -65.19 5.50 1.55 0.35

MM11 28-Jul-2018 116.51 -8.24 284.47 6.4 -19.66 12.00 0.17 0.14 -65.66 3.00 2.25 0.57

MM11 31-Oct-2017 169.15 -21.70 232.27 6.7 -53.35 19.50 1.73 0.68 -55.35 3.00 1.80 0.24

MM11 02-Apr-2018 -63.01 -20.66 117.11 6.8 -1.17 7.50 0.15 0.09 -49.17 1.50 1.90 0.19

MM11 05-Aug-2018 116.44 -8.26 284.53 6.9 -25.60 13.00 0.85 0.24 -45.60 13.50 1.10 0.39

MM11 10-Jan-2017 122.62 4.48 284.88 7.3 -11.33 90.00 0.25 2.00 -63.33 90.00 1.95 2

MM12 23-Aug-2016 122.54 -7.21 279.92 5.8 -76.18 22.00 1.27 0.35 -60.18 7.00 0.95 0.26

MM12 23-Aug-2016 122.43 -7.29 279.98 6 -74.12 20.50 1.25 0.36 -60.12 7.00 0.95 0.26

MM12 28-Jul-2018 122.73 -7.10 279.80 6 -58.30 4.50 1.02 0.08 -54.30 3.50 1.00 0.10

MM12 17-Jun-2017 179.60 -24.09 222.81 6.1 -70.80 26.00 0.95 0.34 -60.80 2.50 1.45 0.20
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MM12 20-Nov-2016 -68.63 -31.62 127.10 6.4 -23.16 13.50 1.93 0.85 -29.16 90.00 1.85 2

MM12 21-Feb-2017 -63.90 -19.28 117.63 6.5 -52.67 3.50 1.60 0.07 -40.67 4.50 1.50 0.23

MM12 31-Oct-2017 169.15 -21.70 232.66 6.7 81.04 14.50 0.70 0.27 -60.96 2.50 1.50 0.12

MM12 02-Apr-2018 -63.01 -20.66 117.48 6.8 -50.80 3.50 1.62 0.17 -50.80 2.50 1.65 0.21

MM13 23-Aug-2016 122.54 -7.21 279.84 5.8 -60.26 3.50 1.20 0.11 -60.26 2.00 1.20 0.10

MM13 15-Jul-2017 121.98 0.41 283.91 5.9 -38.26 14.00 0.42 0.22 -50.26 17.50 0.55 0.30

MM13 23-Aug-2016 122.43 -7.29 279.90 6 -60.20 3.50 1.20 0.11 -60.20 2.00 1.20 0.10

MM13 28-Jul-2018 122.73 -7.10 279.72 6 -60.37 6.50 1.05 0.16 -58.37 4.50 1.00 0.16

MM13 20-Nov-2016 -68.63 -31.62 127.02 6.4 -25.23 9.50 1.82 0.34 -23.23 9.50 1.85 0.44

MM13 21-Feb-2017 -63.90 -19.28 117.55 6.5 -58.74 40.00 1.73 0.11 -50.74 4.00 1.65 0.31

MM13 02-Apr-2018 -63.01 -20.66 117.40 6.8 -4.87 11.50 0.10 0.09 -52.87 1.50 1.80 0.16

MM13 10-Jan-2017 122.62 4.48 285.21 7.3 -17.00 90.00 0.40 2.00 -43.00 90.00 0.55 2

MM14 19-May-2019 169.58 -21.73 232.31 6 -43.30 9.50 2.20 0.18 -59.30 3.50 1.95 0.24

MM14 19-May-2019 169.78 -21.66 232.17 6.3 -65.44 20.00 1.35 0.32 -65.44 6.00 1.35 0.25

MM14 16-Oct-2018 169.49 -21.92 232.31 6.3 -67.31 10.00 1.27 0.23 -65.31 5.50 1.35 0.20

MM14 16-Sep-2018 178.20 -25.41 223.56 6.5 -64.06 4.50 1.27 0.16 -64.06 2.00 1.25 0.12

MM14 10-Sep-2018 -179.37 -31.74 219.28 6.9 -60.40 15.00 1.57 0.43 -64.40 2.50 1.30 0.21
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MM14 28-Jul-2018 122.73 -7.10 279.84 6 -46.26 9.50 0.80 0.15 -52.26 4.50 0.90 0.12

MM14 12-Jun-2018 98.59 -2.02 304.73 5.9 -85.51 8.50 1.38 0.27 -87.51 90.00 1.30 2

MM14 02-Apr-2018 -63.01 -20.66 117.51 6.8 -2.77 9.00 0.12 0.10 -50.77 3.50 1.85 0.31

MM14 15-Dec-2017 108.17 -7.49 293.10 6.5 -51.08 3.00 1.73 0.14 -55.08 15.50 1.75 0.65

MM14 17-Jun-2017 179.60 -24.09 222.84 6.1 65.23 8.50 0.45 0.10 -66.77 5.00 1.30 0.26

MM14 21-Feb-2017 -63.90 -19.28 117.65 6.5 -50.64 4.00 1.77 0.08 -42.64 6.00 1.80 0.25

MM14 05-Dec-2016 123.38 -7.32 279.15 6.3 -72.94 38.00 0.97 0.11 83.06 5.50 2.95 0.39

MM14 23-Aug-2016 122.54 -7.21 279.96 5.8 -58.14 15.00 0.93 0.22 -62.14 2.50 1.00 0.12

MM14 23-Aug-2016 122.43 -7.29 280.01 6 -58.09 16.50 0.93 0.24 -62.09 2.50 1.00 0.12

MM15 02-Apr-2018 -63.01 -20.66 117.50 6.8 1.23 8.50 0.07 0.06 -50.77 1.50 1.85 0.14

MM15 17-Jun-2017 179.60 -24.09 222.84 6.1 -70.77 18.00 1.27 0.37 -64.77 3.00 1.45 0.17

MM15 21-Feb-2017 -63.90 -19.28 117.65 6.5 -52.64 40.00 1.68 0.12 -48.64 4.50 1.65 0.29

MM15 10-Jan-2017 122.62 4.48 285.32 7.3 -22.89 23.00 0.47 0.49 -52.89 90.00 0.75 2

MM15 20-Nov-2016 -68.63 -31.62 127.12 6.4 -35.14 33.00 2.30 0.33 -29.14 10.00 2.15 0.64

MM15 23-Aug-2016 122.54 -7.21 279.96 5.8 -14.14 11.50 0.28 0.11 -62.14 2.50 1.25 0.15

MM15 23-Aug-2016 122.43 -7.29 280.01 6 -14.08 22.50 0.28 0.39 -62.08 3.00 1.25 0.19

MM15 04-Aug-2016 -66.01 -22.33 120.79 6.2 -13.51 90.00 0.05 2.00 -47.51 90.00 1.70 2
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MM16 15-Jul-2017 121.98 0.41 284.19 5.9 -31.99 10.50 0.25 0.14 -55.99 90.00 0.40 2

MM16 17-Jun-2017 179.60 -24.09 222.99 6.1 75.39 11.50 0.42 0.18 -64.61 90.00 1.00 2

MM16 23-Aug-2016 122.54 -7.21 280.13 5.8 -43.97 10.00 0.60 0.12 -57.97 5.00 0.80 0.14

MM16 23-Aug-2016 122.43 -7.29 280.19 6 -43.91 12.50 0.60 0.16 -57.91 5.00 0.80 0.14

MM17 23-Aug-2016 122.54 -7.21 280.41 5.8 -69.69 5.00 1.10 0.14 -65.69 4.00 1.00 0.20

MM17 23-Aug-2016 122.43 -7.29 280.47 6 -69.63 4.00 1.10 0.12 -65.63 4.00 1.00 0.21

MM17 28-Jul-2018 122.73 -7.10 280.30 6 -23.81 8.00 0.15 0.09 -69.81 24.50 1.10 0.99

MM17 17-Jun-2017 179.60 -24.09 223.25 6.1 -54.35 9.50 1.68 0.16 -72.35 11.00 1.55 0.53

MM17 20-Nov-2016 -68.63 -31.62 127.48 6.4 -14.79 11.50 0.28 0.19 -38.79 90.00 0.75 2

MM18 17-Jun-2017 179.60 -24.09 223.44 6.1 -70.16 24.50 1.48 0.47 -66.16 4.00 1.55 0.26

MM18 29-Dec-2016 118.66 -9.03 283.31 6.3 -84.81 28.00 1.93 0.14 -64.81 3.00 2.10 0.29

MM18 23-Aug-2016 122.54 -7.21 280.64 5.8 68.54 7.00 0.07 0.06 -71.46 3.50 1.90 0.76

MM18 23-Aug-2016 122.43 -7.29 280.70 6 68.60 8.00 0.07 0.06 -71.40 3.00 1.90 0.38

MM19 17-Jun-2017 179.60 -24.09 223.66 6.1 -81.95 5.50 1.20 0.11 -75.95 4.00 1.30 0.14

MM19 04-Aug-2016 -66.01 -22.33 121.52 6.2 87.22 7.00 0.28 0.09 -80.78 21.50 0.40 0.28

MM21 02-Apr-2018 -63.01 -20.66 118.53 6.8 76.24 11.00 0.50 0.14 50.24 11.50 0.85 0.30

MM22 19-May-2019 169.78 -21.66 233.45 6.3 -86.19 12.00 1.43 0.14 -84.19 5.50 1.40 0.17
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MM22 16-Oct-2018 169.49 -21.92 233.59 6.3 -80.05 11.00 1.32 0.22 -76.05 5.00 1.40 0.14

MM22 16-Sep-2018 178.20 -25.41 224.82 6.5 85.19 6.50 1.38 0.12 -86.81 4.00 1.45 0.14

MM22 10-Sep-2018 -179.37 -31.74 220.53 6.9 -71.16 11.00 1.68 0.36 -77.16 4.50 1.50 0.20

MM22 02-Apr-2018 -63.01 -20.66 118.60 6.8 74.32 11.00 0.55 0.15 54.32 8.50 0.85 0.19

MM23 28-Jul-2018 116.51 -8.24 286.71 6.4 50.57 10.50 1.50 0.21 58.57 10.50 1.45 0.33

MM23 28-Jul-2018 122.73 -7.10 281.51 6 81.40 6.00 1.55 0.12 71.40 5.50 1.50 0.25

MM23 02-Apr-2018 -63.01 -20.66 118.75 6.8 84.47 9.50 0.62 0.15 86.47 12.50 0.65 0.20

MM23 10-Jan-2017 122.62 4.48 286.81 7.3 68.58 5.50 1.15 0.11 60.58 10.50 1.10 0.24

MM23 23-Aug-2016 122.54 -7.21 281.63 5.8 67.52 8.00 2.25 0.29 65.52 8.00 2.50 0.54

MM23 23-Aug-2016 122.43 -7.29 281.69 6 71.58 9.50 2.10 0.33 67.58 11.00 2.30 0.68

MM24 28-Jul-2018 122.73 -7.10 281.76 6 81.64 5.00 1.23 0.12 75.64 4.00 1.15 0.15

MM24 15-Dec-2017 108.17 -7.49 295.20 6.5 69.02 4.50 0.68 0.06 61.02 7.00 0.70 0.11

MM24 20-Nov-2016 -68.63 -31.62 128.39 6.4 88.13 8.50 0.40 0.12 68.13 18.00 0.50 0.35

MM25 05-Aug-2018 116.44 -8.26 287.18 6.9 61.04 7.50 1.45 0.19 65.04 6.00 1.50 0.21

MM25 28-Jul-2018 116.51 -8.24 287.13 6.4 72.98 8.50 1.50 0.19 68.98 6.00 1.35 0.17

MM25 28-Jul-2018 122.73 -7.10 281.91 6 63.79 3.50 1.23 0.06 63.79 2.50 1.20 0.09

MM25 02-Apr-2018 -63.01 -20.66 119.08 6.8 68.78 9.00 0.53 0.11 56.78 8.00 0.65 0.12
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MM26 05-Dec-2016 123.38 -7.32 281.44 6.3 35.32 11.50 0.82 0.12 55.32 12.50 0.75 0.19

MM26 23-Aug-2016 122.54 -7.21 282.25 5.8 52.13 9.00 0.80 0.10 52.13 8.00 0.80 0.12

MM26 23-Aug-2016 122.43 -7.29 282.31 6 52.20 9.00 0.80 0.10 52.20 9.00 0.80 0.15

MM27 16-Sep-2018 178.20 -25.41 225.55 6.5 -88.09 13.50 0.68 0.19 71.91 7.00 0.95 0.20

MM27 28-Jul-2018 122.73 -7.10 282.15 6 72.03 6.50 0.93 0.08 58.03 8.00 0.95 0.16

MM27 12-Aug-2017 -72.16 -30.24 130.92 5.8 84.63 7.50 0.65 0.19 64.63 10.50 1.00 0.34

MM27 15-Jul-2017 121.98 0.41 286.18 5.9 61.99 8.50 0.97 0.13 51.99 6.00 1.05 0.15

MM27 17-Jun-2017 179.60 -24.09 224.82 6.1 67.20 10.50 1.20 0.24 69.20 5.00 1.25 0.24

MM27 21-Feb-2017 -63.90 -19.28 119.43 6.5 51.12 16.00 1.23 0.35 53.12 4.00 1.25 0.16

MM27 23-Aug-2016 122.54 -7.21 282.27 5.8 70.15 9.00 0.95 0.07 56.15 5.50 1.00 0.12

MM27 23-Aug-2016 122.43 -7.29 282.33 6 74.21 7.50 0.95 0.06 56.21 5.00 1.00 0.11

MM27 07-Jun-2016 126.37 1.28 282.59 6.3 62.42 9.50 0.95 0.14 56.42 13.00 0.95 0.25

MM27 05-Jun-2016 125.63 -4.59 280.65 6.3 48.53 10.00 0.78 0.13 42.53 9.00 0.85 0.19

MM27 01-Jun-2016 100.67 -2.10 305.18 6.6 54.94 4.00 1.40 0.20 50.94 3.50 1.75 0.25

MM29 28-Jul-2018 122.73 -7.10 283.62 6 85.49 7.50 1.30 0.19 75.49 7.50 1.15 0.26

MM29 13-Jul-2018 169.05 -18.93 237.20 6.4 -80.45 16.50 1.25 0.49 -76.45 15.50 1.35 0.46

MM29 15-Dec-2017 108.17 -7.49 297.23 6.5 81.04 6.00 0.82 0.11 75.04 4.50 0.85 0.07
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MM29 02-Apr-2018 -63.01 -20.66 120.40 6.8 -77.90 8.00 0.97 0.20 -87.90 13.00 0.70 0.24

MM29 10-Jan-2017 122.62 4.48 288.71 7.3 74.47 11.00 0.80 0.17 52.47 16.00 0.90 0.40

MM30 23-Aug-2016 122.54 -7.21 283.77 5.8 43.64 5.50 1.12 0.11 43.64 3.50 1.10 0.12

MM30 23-Aug-2016 122.43 -7.29 283.83 6 43.70 4.50 1.10 0.09 43.70 3.00 1.10 0.11

MM32 17-Jun-2017 179.60 -24.09 226.51 6.1 48.87 28.50 1.18 0.57 -89.13 90.00 1.00 2

MM32 28-Jul-2018 116.51 -8.24 289.52 6.4 55.36 10.50 0.85 0.22 39.36 10.00 1.35 0.49

MM32 26-Sep-2017 -176.84 -23.58 223.59 6.4 -66.02 9.00 1.68 0.12 -84.02 7.00 1.60 0.28

MM32 13-Jul-2018 169.05 -18.93 237.61 6.4 -88.05 8.50 1.25 0.21 -84.05 9.50 1.25 0.20

MM32 20-Sep-2017 169.09 -18.79 237.62 6.4 85.97 8.00 1.27 0.26 77.97 9.50 1.70 0.50

MM32 05-Aug-2018 116.44 -8.26 289.58 6.9 67.42 13.50 0.53 0.21 53.42 16.50 0.60 0.25

MM32 10-Jan-2017 122.62 4.48 289.12 7.3 60.88 11.00 1.02 0.24 62.88 9.00 1.00 0.17

MM33 17-Aug-2018 119.80 -7.37 287.40 6.5 41.25 12.00 1.40 0.31 47.25 9.00 1.30 0.31

MM33 28-Jul-2018 122.73 -7.10 284.78 6 62.64 12.00 0.68 0.16 76.64 9.00 0.85 0.21

MM33 13-Jul-2018 169.05 -18.93 238.17 6.4 88.51 8.50 1.23 0.18 -81.49 10.00 1.10 0.19

MM33 12-Jun-2018 98.59 -2.02 310.08 5.9 79.83 11.00 0.53 0.32 -62.17 6.00 2.45 0.75

MM33 02-Apr-2018 -63.01 -20.66 121.19 6.8 70.88 9.50 0.57 0.11 56.88 7.50 0.75 0.15

MM33 24-Oct-2017 123.07 -7.22 284.40 6.7 62.27 14.50 0.55 0.29 60.27 90.00 0.65 2
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MM33 20-Nov-2016 -68.63 -31.62 130.31 6.4 -85.95 12.50 0.23 0.14 52.05 16.50 0.95 0.50

MM34 02-Apr-2018 -63.01 -20.66 121.07 6.8 74.77 15.00 0.33 0.19 50.77 18.50 0.55 0.31

MM34 15-Dec-2017 108.17 -7.49 298.42 6.5 78.22 12.00 0.57 0.17 56.22 17.00 0.70 0.47

MM34 24-Apr-2017 -72.06 -33.04 133.56 6.9 89.29 10.00 0.00 0.03 -48.71 90.00 2.70 2

MM34 24-Feb-2017 -178.80 -23.26 225.87 6.9 -87.76 12.50 0.80 0.19 72.24 2.50 1.20 0.11

MM34 10-Jan-2017 122.62 4.48 289.60 7.3 55.35 16.50 0.75 0.40 51.35 90.00 0.80 2

MM34 24-Sep-2016 -178.24 -19.78 226.54 6.9 -85.05 12.50 0.88 0.23 74.95 11.50 1.40 0.56

MM34 23-Aug-2016 122.54 -7.21 284.81 5.8 36.68 14.50 0.97 0.15 54.68 14.50 0.95 0.29

MM34 23-Aug-2016 122.43 -7.29 284.88 6 34.74 15.50 0.97 0.15 58.74 12.00 0.95 0.23

MM35 10-Jan-2017 122.62 4.48 290.18 7.3 57.92 12.50 0.60 0.22 39.92 13.50 0.95 0.41

MM35 21-Dec-2016 127.92 -7.51 280.28 6.7 76.18 30.00 0.95 0.25 36.18 7.50 1.90 0.50

MM36 17-Aug-2018 119.80 -7.37 287.99 6.5 47.83 90.00 1.23 2.00 63.83 8.00 1.25 0.19

MM36 02-Apr-2018 -176.89 -24.72 224.31 6.1 70.68 25.50 1.45 0.32 82.68 9.50 1.35 0.26

MM36 15-Dec-2017 108.17 -7.49 299.14 6.5 60.94 11.00 1.02 0.19 66.94 11.00 1.00 0.25

MM38 07-Apr-2018 142.53 -5.84 268.83 6.3 16.84 13.50 1.05 0.25 16.84 3.00 1.05 0.12

MM38 10-Jan-2017 122.62 4.48 291.29 7.3 69.03 7.50 0.28 0.11 29.03 90.00 1.10 2

MM39 12-Jun-2018 98.59 -2.02 312.56 5.9 -87.69 7.50 0.60 0.14 60.31 12.50 1.30 0.55

Continued on next page
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Continued from previous page

MM39 24-Oct-2017 123.07 -7.22 286.73 6.7 -25.42 7.50 2.27 0.21 -19.42 4.50 2.90 0.29

MM39 15-Jul-2017 121.98 0.41 290.81 5.9 72.57 7.50 0.85 0.18 56.57 16.50 1.05 0.41

MM39 09-May-2017 167.38 -14.59 243.36 6.8 77.68 2.00 1.32 0.15 75.68 1.00 1.45 0.11

MM39 24-Apr-2017 -72.06 -33.04 135.24 6.9 -77.03 16.50 0.50 0.34 -79.03 22.00 0.50 0.57

MM39 24-Feb-2017 -178.80 -23.26 227.97 6.9 -59.67 11.50 0.57 0.10 70.33 3.50 1.50 0.20

MM39 18-Feb-2017 -66.66 -23.86 127.35 6.4 15.02 7.00 0.05 0.08 -38.98 3.00 2.45 0.28

MM40 28-Jul-2018 116.51 -8.24 293.54 6.4 69.35 5.00 0.95 0.12 79.35 13.50 1.05 0.36

MM40 02-Apr-2018 -63.01 -20.66 123.69 6.8 69.37 10.50 0.60 0.12 67.37 4.50 0.65 0.07

MM40 25-Mar-2018 129.82 -6.63 281.56 6.4 53.44 18.50 1.45 0.34 49.44 10.50 1.45 0.36

MM40 15-Dec-2017 108.17 -7.49 302.02 6.5 61.81 4.50 0.88 0.06 67.81 3.50 0.85 0.06

MM40 26-Sep-2017 -176.84 -23.58 226.95 6.4 49.31 40.00 0.10 0.07 73.31 5.00 1.70 0.21

MM40 19-Aug-2017 -178.84 -17.96 230.57 6.4 82.97 5.00 1.60 0.14 76.97 2.00 1.75 0.09

MM40 15-Jul-2017 121.98 0.41 291.68 5.9 67.44 7.50 1.07 0.12 55.44 5.50 1.20 0.17

MM40 09-May-2017 167.38 -14.59 244.17 6.8 -55.52 7.50 0.15 0.07 76.48 1.00 1.70 0.11

MM40 05-Dec-2016 123.38 -7.32 287.33 6.3 61.17 4.50 0.95 0.06 55.17 3.00 1.00 0.06

MM40 23-Aug-2016 122.54 -7.21 288.17 5.8 58.01 6.50 0.90 0.07 58.01 5.00 0.90 0.10

MM40 23-Aug-2016 122.43 -7.29 288.24 6 60.08 5.00 0.88 0.06 58.08 6.00 0.90 0.12
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A.2 Figures

Figure A.1: Individual station results for MM02. Black squares denote results computed for the rotation

correlation method (Bowman and Ando, 1987), white squares denote results computed from the transverse

energy minimization method (Silver and Chan, 1991).
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Figure A.2: Individual station results for MM03. Same notation as Figure A.1.
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Figure A.3: Individual station results for MM04. Same notation as Figure A.1.
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Figure A.4: Individual station results for MM05. Same notation as Figure A.1.
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Figure A.5: Individual station results for MM06. Same notation as Figure A.1.
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Figure A.6: Individual station results for MM07. Same notation as Figure A.1.
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Figure A.7: Individual station results for MM08. Same notation as Figure A.1.
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Figure A.8: Individual station results for MM09. Same notation as Figure A.1.

93



0 20 40 60 80 100 120 140 160 180

-50

0

50

fa
s
t 
a
x
is

 (
o
)

baz vs fast axis

RC

SC

MM10

0 20 40 60 80 100 120 140 160 180

baz (o )

0

1

2

3

4

d
e
la

y
 t
im

e
 (

s
)

baz vs delay time

number of events = 3

Figure A.9: Individual station results for MM10. Same notation as Figure A.1.
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Figure A.10: Individual station results for MM11. Same notation as Figure A.1.
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Figure A.11: Individual station results for MM12. Same notation as Figure A.1.
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Figure A.12: Individual station results for MM13. Same notation as Figure A.1.
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Figure A.13: Individual station results for MM14. Same notation as Figure A.1.
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Figure A.14: Individual station results for MM15. Same notation as Figure A.1.
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Figure A.15: Individual station results for MM16. Same notation as Figure A.1.
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Figure A.16: Individual station results for MM17. Same notation as Figure A.1.
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Figure A.17: Individual station results for MM18. Same notation as Figure A.1.
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Figure A.18: Individual station results for MM19. Same notation as Figure A.1.
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Figure A.19: Individual station results for MM21. Same notation as Figure A.1.
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Figure A.20: Individual station results for MM22. Same notation as Figure A.1.
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Figure A.21: Individual station results for MM23. Same notation as Figure A.1.
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Figure A.22: Individual station results for MM24. Same notation as Figure A.1.
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Figure A.23: Individual station results for MM25. Same notation as Figure A.1.

108



0 20 40 60 80 100 120 140 160 180

-50

0

50

fa
s
t 
a
x
is

 (
o
)

baz vs fast axis

RC

SC

MM26

0 20 40 60 80 100 120 140 160 180

baz (o )

0

1

2

3

4

d
e
la

y
 t
im

e
 (

s
)

baz vs delay time

number of events = 3

Figure A.24: Individual station results for MM26. Same notation as Figure A.1.
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Figure A.25: Individual station results for MM27. Same notation as Figure A.1.
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Figure A.26: Individual station results for MM29. Same notation as Figure A.1.
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Figure A.27: Individual station results for MM30. Same notation as Figure A.1.
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Figure A.28: Individual station results for MM32. Same notation as Figure A.1.

113



0 20 40 60 80 100 120 140 160 180

-50

0

50

fa
s
t 
a
x
is

 (
o
)

baz vs fast axis

RC

SC

MM33

0 20 40 60 80 100 120 140 160 180

baz (o )

0

1

2

3

4

d
e
la

y
 t
im

e
 (

s
)

baz vs delay time

number of events = 7

Figure A.29: Individual station results for MM33. Same notation as Figure A.1.
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Figure A.30: Individual station results for MM34. Same notation as Figure A.1.
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Figure A.31: Individual station results for MM35. Same notation as Figure A.1.
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Figure A.32: Individual station results for MM36. Same notation as Figure A.1.
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Figure A.33: Individual station results for MM38. Same notation as Figure A.1.
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Figure A.34: Individual station results for MM39. Same notation as Figure A.1.
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Figure A.35: Individual station results for MM40. Same notation as Figure A.1.
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