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ABSTRACT 

 

 

 

ENVIRONMENTAL CONTROLS AND AEROSOL IMPACTS ON  

TROPICAL SEA BREEZE CONVECTION 

 

 

 

Nearly half of the world's human population resides within 150 km of the ocean, and this 

coastal population is expected to continue increasing over the next several decades. The accurate 

prediction of convection and its impacts on precipitation and air quality in coastal zones, both of 

which impact all life's health and safety in coastal regions, is becoming increasingly critical. 

Thermally driven sea breeze circulations are ubiquitous and serve to initiate and support the 

development of convection. Despite their importance, forecasting sea breeze convection remains 

very challenging due to the coexistence, covariance, and interactions of the thermodynamic, 

microphysical, aerosol, and surface properties of the littoral zone. Therefore, the overarching 

goal of this dissertation research is to enhance our understanding of the sensitivity of sea breeze 

circulation and associated convection to various environmental parameters and aerosol loading. 

More specifically, the objectives are the following: (1) to assess the relative importance of ten 

different environmental parameters previously identified as playing critical roles in tropical sea 

breeze convection; and (2) to examine how enhanced aerosol loading affects sea breeze 

convection through both microphysical and aerosol-radiation interactions, and how the 

environment modulates these effects. 

In the first study, the relative roles of five thermodynamic, one wind, and four 

land/ocean-surface properties in determining the structure and intensity of sea breeze convection 

are evaluated using ensemble cloud-resolving simulations combined with statistical emulation. 
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The results demonstrate that the initial zonal wind speed and soil saturation fraction are the 

primary controls on the inland sea breeze propagation. Two distinct regimes of sea breeze-

initiated convection, a shallow and a deep convective mode, are also identified. The convective 

intensity of the shallow mode is negatively correlated by the inversion strength, whereas the 

boundary layer potential temperature is the dominant control of the deep mode. The processes 

associated with these predominant controls are analyzed, and the results of this study underscore 

possible avenues for future improvements in numerical weather prediction of sea breeze 

convection. 

The sea breeze circulation and associated convection play an important role in the 

transport and processing of aerosol particles. However, the extent and magnitude of both direct 

and indirect aerosol effects on sea breeze convection are not well known. In the second part of 

this dissertation, the impacts of enhanced aerosol concentrations on sea breeze convection are 

examined. The results demonstrate that aerosol-radiation-land surface interactions produce less 

favorable environments for sea breeze convection through direct aerosol forcing. When aerosol-

radiation interactions are eliminated, enhanced aerosol loading leads to stronger over-land 

updrafts in the warm-phase region of the clouds through increased condensational growth and 

latent heating. This process occurs irrespective of the sea breeze environment. While 

condensational invigoration of convective updrafts is therefore robust in the absence of aerosol 

direct effects, the cold-phase convective responses are found to be environmentally modulated, 

and updrafts may be stronger, weaker, or unchanged in the presence of enhanced aerosol loading. 

Surface precipitation responses to aerosol loading also appear to be modulated by aerosol-

radiation interactions and the environment. In the absence of the aerosol direct effect, the impacts 

of enhanced aerosol loading may produce increased, decreased, or unchanged accumulated 
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surface precipitation, depending on the environment in which the convection develops. However, 

when aerosols are allowed to interact with the radiation, a consistent reduction in surface 

precipitation with increasing aerosol loading is observed, although the environment once again 

modulated the magnitude of this aerosol-induced reduction.  
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CHAPTER 1: INTRODUCTION 

 

 

 

1.1 Importance of sea breeze convection   

Sea breeze circulations are one of the most prevalent flow regimes in tropical coastal 

regions. During the daytime, the horizontal differences in the diabatic heating of the air over land 

and sea surfaces can give rise to a significant horizontal air temperature gradient. This thermal 

contrast increases during the day and produces a pressure gradient at low levels in the 

atmosphere which drives a low-level onshore wind, defined as a sea breeze. As long as a 

sufficient thermal contrast exists between land and ocean surfaces and that cross-coast horizontal 

pressure gradients are achieved as a result, sea breeze circulations can develop. At the leading 

edge of sea breeze circulations, sea breeze convergence can initiate convection by lifting low-

level air to the level of free convection (LFC). During the daytime, lines of clouds along the 

coastline evident in satellite imagery mark the inland propagation of sea breeze (Figure 1.1). A 

wide range of clouds can form along the sea breeze convergence, from fair-weather cumuli 

(Loughner et al., 2011) to heavily precipitating cumulonimbi (Song, 1984; Yuter and Houze, 

1995) depending on the environment in which the sea breeze develops. 

Due to its ubiquity and recurrence, sea breeze-initiated convection is the major 

contributor to the diurnal variability of convective activity in the tropics (Yang and Slingo, 2001; 

Laing et al., 2011; Wang and Sobel, 2017). Given the continual increase in the human population 

within coastal regions (NOAA, 2013), the associated anthropogenic activities, as well as climate 

change, it is imperative to understand how tropical sea breeze convection varies, both as a 

function of current aerosol and environmental factors, and within the different aerosol and local 

environments that may result as a function of climate change. Despite a variety of past sea breeze 
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studies dedicated to investigating the primary drivers of sea breeze circulations (as discussed in 

more detail in 1.2), forecasting sea breeze convection remains challenging due to the significant 

uncertainties generated by the coexistence, covariance and interactions of the thermodynamic, 

microphysical, wind, aerosol and surface characteristics important to sea breeze circulations. 

 

 
 

Figure 1.1. Aqua Moderate Resolution Imaging Spectroradiometers (MODIS) image over Sri 

Lanka around midday on April 9, 2013. (https://earthobservatory.nasa.gov/images/81833/fair-

weather-clouds-sri-lanka)  

 

1.2 Limitations in previous sea breeze sensitivity studies  

Past studies investigating how different environmental parameters affect the sea breeze 

circulation have primarily focused on the zonal wind speed and land-surface heat flux (e.g., 

Arritt, 1993; Finkele, 1998; Molina and Chen, 2009), which affect the horizontal pressure 

gradient and land-sea thermal contrast. In particular, the variation in the propagation speed and 

inland extent as a function of these two parameters have been extensively studied (Crosman and 
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Horel, 2010; Igel et al., 2018). Firstly, previous studies revealed that the critical range of offshore 

background wind that prevents sea breezes is 6–11 m s-1 (Arritt, 1993). The inland propagation 

speed of the sea breeze front is also decreased by increasing offshore background wind (Physick, 

1980). Secondly, the magnitude of land-surface sensible heat flux has been found to be the 

primary driver of sea breeze circulations. Higher land-surface sensible heat flux values drive 

greater inland penetration and faster propagation of sea breeze front (Physick, 1980; Ogawa et 

al., 2003; Antonelli and Rotunno, 2007). As the solar zenith angle, which determines the amount 

of incoming solar radiation reaching the surface, is a function of latitude, the inland penetration 

also depends on latitude (Rotunno, 1983). Only a few studies in the literature have examined the 

impacts of the multitudinous interactions between aerosols, radiation, and other environmental 

factors on sea breeze processes, where the focus has been on the following:  

1. the effects of two-way interactive land surface processes on sea breezes (Baker et al., 

2001; Miao et al., 2013; Steele et al., 2013; Grant and van den Heever, 2014; Igel et 

al., 2018; Rajeswari et al., 2020); 

2. the response of the sea breeze to a multidimensional environmental parameter space 

in dry environments (Igel et al., 2018);  

3. the manner in which aerosol particle interactions with microphysics and radiation 

affect sea breeze circulations and convection (Fan et al., 2012; Grant and van den 

Heever, 2014); and 

4. the modulation of aerosol impacts by multiple environmental conditions (Tao et al., 

2012). 

The following subsections summarize the salient findings of the previous studies. 
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1.2.1 Two-way interactive land surface processes 

Most of the previous studies examining the characteristics of the sea breeze circulation 

only perturbed the land-surface sensible heat flux by prescribing temporally varying but spatially 

homogeneous surface flux profiles (Antonelli and Rotunno, 2007; Wang and Kirshbaum, 2017; 

Shen et al., 2018). This is typically due to the lack of appropriate and/or fully interactive land-

surface parameterizations within the models being utilized. While the land-sea thermal contrast 

is primarily dominated by the land-surface sensible heat flux and thus land-surface temperature, 

in reality, surface latent heat flux also influences surface temperature via partitioning of surface 

fluxes (i.e., Bowen ratio). Furthermore, when convection within sea breeze flow regimes 

produces precipitation, evaporative cooling can cool down the surface. Therefore, feedbacks 

between the land surface and atmosphere via evapotranspiration, radiation, turbulent mixing, and 

precipitation need to be included to represent the surface heat flux variations adequately. 

 

1.2.2 Multidimensional parameter space 

Most of the previous sea breeze sensitivity studies have applied a one-at-a-time (OAT) 

approach, perturbing only one parameter across a given value range while keeping all the other 

parameters of interest constant. Through the OAT approach, individual impacts of environmental 

parameters such as background wind speed have been particularly well understood. Different 

onshore and offshore cross-coast ambient wind velocities have been tested (Crosman and Horel, 

2010). It has been found that the sea breeze does not form when the background wind is stronger 

than critical threshold values, which depend on the location and other environmental conditions. 

However, the OAT analysis cannot detect how multi-parameter interactions or feedbacks change 

sea breeze convection. Some previous of studies (Baker et al., 2001; Lynn et al., 2001; Darby et 
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al., 2002; Grant and van den Heever, 2014) have considered parameter interactions in their sea 

breeze sensitivity experiments through the use of factor separation analysis (Stein and Alpert, 

1993). While synergistic interactions among parameters have been quantified in these studies, 

only two or three parameters were perturbed together over a coarse parameter uncertainty space 

due to the large computational expense involved when multiple parameters are varied. For 

example, if one examines three values for each parameter, the minimum number of simulations 

necessary for factor separation simulations is 3n, where n is the number of parameters of interest. 

Therefore, examining sea breeze sensitivity to multiple parameters over a finely resolved 

uncertainty parameter space is computationally infeasible when applying factor separation 

techniques. 

In order to overcome the limitations of OAT and factor separation methods, a Bayesian 

statistical approach has recently been developed (Lee et al., 2011, 2013; Johnson et al., 2015). 

This approach employs a statistical experiment design (Santner et al., 2003), Gaussian process 

emulation (O’Hagan, 2006; Rasmussen and Williams, 2006), and variance-based sensitivity 

analysis (Saltelli et al., 2000). In particular, the Gaussian process emulation and variance-based 

sensitivity analysis techniques can be used to perform a Monte Carlo sampling of the sea breeze 

convection characteristics across the multi-dimensional parameter space and then to assess the 

relative importance of individual parameters as well as parameter interactions. Utilizing this 

approach, Igel et al. (2018) successfully quantified the sensitivity of sea breeze convection in dry 

subtropical environments to eleven different environmental parameters by describing initial 

conditions of idealized sea breeze simulations. While this was the first study of its kind to do so, 

Igel et al. (2018) focused only on the structure of the sea breeze circulation and did not examine 

the cloud sensitivities to environmental changes. 
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1.2.3 Aerosol particle interactions with microphysics and radiation 

Aerosol particles may impact sea breeze convection by either (1) changing the three 

primary convective ingredients (Doswell, 1987)—moisture, instability, and lift—through 

aerosol-radiation interactions or (2) by directly changing cloud characteristics (e.g., vertical 

extent, albedo, buoyancy) through microphysical-dynamical feedback processes. In the first 

instance, aerosol particles can scatter or absorb radiation, thereby altering the thermodynamic 

instability and surface fluxes through the aerosol direct effect (Yu et al., 2002; Koren et al., 

2004, 2008; Feingold et al., 2005; Jiang and Feingold, 2006; Zhang et al., 2008). In turn, 

convective ingredients, such as moisture, instability, and lift, can be altered, thus affecting the 

development of sea breeze convection. In the second instance, as aerosol particles can serve as 

cloud condensation nuclei (CCN), changes in aerosol number concentration may affect 

microphysical processes within clouds that form over tropical sea breeze flow regimes. Changes 

in latent cooling or heating associated with CCN-induced microphysical processes can affect 

cloud dynamics through changes in cloud buoyancy through the aerosol indirect effect (Andreae 

et al., 2004; Khain et al., 2005; van den Heever et al., 2006).  

 

1.2.4 Environmental modulation of aerosol impacts 

The two pathways mentioned in Section 1.2.3 may be modulated by environmental 

conditions (Tao et al., 2012). While we know that environments can modulate aerosol impacts on 

convection, this has not been explored in the context of sea breeze convection. Furthermore, 

there is still much to be learned about the environmental modulation of aerosols on cloud 

processes. To fill this gap, this dissertation research investigates aerosol impacts on sea breeze 
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circulation and associated convection as a function of a wide range of environments and as a 

function of different aerosol conditions. 

 

1.3 Dissertation outline  

As the four aspects outlined above have not been extensively examined by previous 

studies, the primary goal of the work outlined in this dissertation is to understand the controls of 

tropical sea breeze convection under different environments (i.e., initial conditions) where 

aerosol, radiation, cloud, and land-surface interact with one another.   

In Chapter 21, an extensive ten-dimensional environmental parameter sensitivity analysis 

of tropical sea breeze convection is conducted. An ensemble of 130 idealized cloud-resolving 

simulations is performed by simultaneously perturbing six atmospheric and four surface 

parameters describing the initial conditions. All idealized tropical simulations are carried out 

using the Regional Atmospheric Modeling System (RAMS) coupled to a two-way fully 

interactive land surface model. The key parameters impacting the inland characteristics and the 

intensity of sea breeze convection in a tropical rainforest are then identified through the 

application of a statistical emulation and variance-based sensitivity analysis techniques. The 

processes responsible for environmental controls on the sea breeze are investigated. 

 
1 This study, titled “Environmental Controls on Tropical Sea Breeze Convection and Resulting 

Aerosol Redistribution,” has been published in Journal of Geophysical Research: Atmospheres 

(Park et al., 2020; © 2020 American Geophysical Union). Park, J. M., van den Heever, S. 

C., Igel, A. L., Grant, L. D., Johnson, J. S., Saleeby, S. M., Miller, S. D., and Reid, J. S. 

(2020). Environmental controls on tropical sea breeze convection and resulting aerosol 

redistribution. Journal of Geophysical Research: Atmospheres, 125, 

e2019JD031699. https://doi.org/10.1029/2019JD031699 
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Chapter 32	extends the study presented in Chapter 2 by introducing several additional 

simulation ensembles with different aerosol conditions. In this chapter, the manner in which 

microphysically and radiatively active aerosol particles influence over-land convection 

developing under a wide range of environments is examined, with particular focus on the 

modulation of aerosol direct and indirect effects within the context of sea breeze convection. The 

first two ensembles allow for aerosol particles to interact with both radiation and microphysics. 

The aerosol species considered in this study are comprised of ammonium sulfate, which 

primarily scatter radiation, and are only weak absorbers of radiation. These ensembles are 

designed to address the impacts of enhanced loading of aerosols, and as such, only differ in their 

initial aerosol loading, with one ensemble being representative of low aerosol loading or clean 

conditions, while the other is initialized with heavier aerosol loading being representative of 

more polluted conditions. Similar to the research presented in Chapter 2, each of these two 

ensembles contains 130 members initialized with 130 different initial conditions, where ten 

thermodynamic, wind, and surface properties are simultaneously perturbed. The next two 

ensembles are carried out to isolate aerosol indirect effects by eliminating the interactions 

between aerosol particles and radiation (i.e., the aerosol direct effect). Utilizing the 12 initial 

conditions that produce deep convection under clean conditions within the first ensemble 

described above, 24 additional simulations are performed, 12 of which are clean and 12 of which 

are polluted, and all of which have aerosol-radiation interactions turned off. These 4 different 

ensembles are then used to assess the direct and indirect impacts of aerosols on both the sea 

 
2 This study, titled “Environmental Modulation of Aerosol Impacts on Tropical Sea Breeze 

Convection” (Park and van den Heever, 2020, in preparation) is to be submitted. 
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breeze circulation and the associated convection, as well as the manner in which these effects are 

modulated by the environment in which the sea breeze develops.   

Chapter 4 summarizes this dissertation research. Implications of this research for 

enhancing our abilities to forecast sea breeze convection are presented, and suggestions for 

future work are provided.  
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CHAPTER 2: ENVIRONENTAL CONTROLS ON TROPICAL SEA BREEZE  

CONVECTION AND RESULTING AEROSOL REDISTRIBUTION 

 

 

 

2.1 Introduction 

Along the coastlines, the discontinuities between radiative and thermodynamic properties 

of the land and the ocean regions lead to the land‐sea breeze circulation (Crosman and 

Horel, 2010; Miller et al., 2003; Simpson, 1994). During the day, differential heating over land 

and ocean surfaces creates an inland‐directed pressure gradient force. In response, a relatively 

colder, moister, and more stable marine air mass advances inland, with compensating offshore 

flow aloft. On the landward side, the convergence at the leading edge of the circulation induces 

upward motion, which supports convective cloud formation by lifting the low‐level air parcels to 

the level of free convection. 

The sea breeze can affect a wide range of human activities along the coastlines, including 

recreation, agriculture, transportation, naval activities, wind energy use, and industry. Given that 

nearly half of the world's population resides within 150 km of the coastline and that this coastal 

population is expected to continue increasing (United Nations Atlas of the Oceans 

http://www.oceansatlas.org), it is important to provide reliable forecasts of sea breeze convection 

and associated coastal air quality. Observations indicate that the horizontal extent of sea breezes 

varies from a few kilometers to several hundred kilometers inland (Clarke, 1983; Muppa et 

al., 2012; Physick and Smith, 1985) and from several hundred meters to a kilometer in vertical 

(Atkins et al., 1995; Miller et al., 2003; Thompson et al., 2007). Furthermore, as both surface and 

meteorological conditions vary depending on the region and time of the year, sea breeze 
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forecasting techniques developed for a specific region do not necessarily work well in another 

region (Miller and Keim, 2003). 

As a persistent boundary layer feature existing along the inhomogeneous land‐sea 

interface, the sea breeze responds to and interacts with various surface properties such as soil 

moisture (Baker et al., 2001), surface roughness length (Kala et al., 2010), the coastline curvature 

(Boybeyi and Raman, 1992), and sea surface temperature (Lombardo et al., 2018; Seroka et 

al., 2018). Atmospheric parameters such as large‐scale winds (Arritt, 1993), wind shear 

(Drobinski et al., 2011; Moncrieff and Liu, 1999), relative humidity (Rousseau‐Rizzi et 

al., 2017), and low‐level instability (Xian and Pielke, 1991) play important roles as well. The sea 

breeze can be influenced by preexisting boundary layer processes such as river breezes (Zhong et 

al., 1991), Rayleigh‐Bénard convective thermals (Ogawa et al., 2003; Rochetin et al., 2017), 

horizontal convective rolls (Atkins et al., 1995; Fovell, 2005), and convective cold pool 

boundaries (Kingsmill, 1995; Rieck et al., 2015; Soderholm et al., 2016; Wilson and 

Megenhardt, 1997). Since these environmental properties and boundary layer processes covary 

and interact with one another in time and space, they introduce significant uncertainties both in 

the initial condition and prognostic fields of numerical simulations. 

Although several numerical experiments have demonstrated the individual impacts of the 

surface and atmospheric layer properties on the sea breeze convection, only a few studies (e.g., 

Baker et al., 2001; Darby et al., 2002; Grant and van den Heever, 2014) have assessed both the 

individual influences of parameters and their interactions by perturbing two or more parameters 

(i.e., factor separation technique by Stein and Alpert, 1993), the uncertainty ranges of which 

tended to be coarse. A comprehensive assessment of the relative influences of the many 

environmental parameters impacting sea breezes and their synergistic interactions is scarce and 
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hence forecasting the timing, location, and intensity of sea breeze convection remains a 

challenging problem that is worthy of more in‐depth inquiry. 

The extent and the intensity of the sea breeze have received considerable attention due to 

their role in the redistribution of near‐surface aerosols (Blumenthal et al., 1978; Edinger and 

Helvey, 1961; Lu and Turco, 1994; Verma et al., 2016). Near‐surface aerosols can be transported 

further inland and/or higher aloft through inland propagation and/or frontal uplift, respectively 

(Lyons et al., 1995; Thompson et al., 2007). While aerosol redistribution within the boundary 

layer has been studied extensively (Banta et al., 2011; Ding et al., 2004; Iwai et al., 2011; Liu et 

al., 2001; Loughner et al., 2014), the convective processes that may redistribute aerosols further 

aloft have received little attention. This is particularly true in observational studies using in situ 

measurements where sea breeze cases accompanying convective clouds and precipitation have 

been excluded from the analysis, since those signals generate substantial aerosol backscatter 

gradients which hinder the retrieval of boundary layer and aerosol properties (Caicedo et 

al., 2019). In the presence of moist sea breeze‐initiated convection, aerosols in the lower 

troposphere may be vertically redistributed to upper tropospheric levels via cloud venting 

(Cotton et al., 1995). It is, therefore, necessary to identify the response of the sea breeze 

convection and associated aerosol redistribution via convective processes to different 

environmental parameters, including those that may be altered by anthropogenic activity in these 

already populated coastal regions. 

Primarily due to the computationally intensive nature of the problem, few studies have 

considered the sensitivities of the sea breeze convection over a multidimensional parameter 

space where simultaneous parameter variations are allowed. Igel et al. (2018, hereafter IvJ18) 

explored this problem as part of the Holistic Analysis of Aerosols in Littoral Environments 
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(HAALE) team effort, an Office of Naval Research (ONR)‐funded Multidisciplinary University 

Research Initiative (MURI). One of the primary goals of the HAALE‐MURI team has been to 

characterize the fundamental environmental parameters that control aerosol redistribution in 

littoral (coastal) zones in order to aid the development of coupled data assimilation systems. 

IvJ18 quantified the percentage contribution of 11 environmental parameters to sea breeze 

characteristics and aerosol redistribution in a dry, cloud‐free subtropical environment. The 

present study extends the work of IvJ18 by examining a moist coastal rainforest environment that 

supports the development of both diurnal and sea breeze‐initiated convective clouds and 

precipitation over land. 

This research seeks to answer the following questions: in a moist coastal rainforest 

environment, what are the key environmental parameters that control the uncertainty in (1) the 

inland characteristics of sea breeze; (2) the intensity of the associated tropical sea breeze 

convection; and (3) the potential vertical redistribution of aerosols? We address these questions 

with an ensemble of idealized cloud‐resolving model simulations and the application of the same 

statistical procedure used in IvJ18. Specifically, this procedure includes statistical emulation 

(O'Hagan, 2006), enabling prediction of the model output responses for a large number of 

untried parameter combinations, thereby allowing us to efficiently investigate a wide range of 

multidimensional parameter relationships. Finally, the controlling environmental parameters are 

characterized using variance‐based sensitivity analysis (Saltelli et al., 2000), which decomposes 

the overall variance in a model output variable into contributions from the individual parameters, 

as well as their interactions. 
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2.2 Methods 

2.2.1 Choice of perturbed environmental parameters  

Table 2.1. A list of the environmental parameters perturbed in this study, including the ranges 

selected. Adapted from IvJ18 but for a moist tropical rainforest environment. See Table 1 in 

IvJ18 for detailed descriptions. 

Parameter 
Uncertainty Range 

This study IvJ18 

Atmospheric Moist tropical Arid subtropical 

Inversion layer strength 1–15 K km-1 

Inversion layer depth 100–1000 m 

Boundary layer potential temperature 285–300 K 

Boundary layer relative humidity 75–95 % 20–50 % 

Boundary layer height 100–1000 m 

Initial wind speed −5–5 m s-1 

Surface Rainforest Desert 

Sea-air temperature difference (SST-Tatm) −10–10 K 

Sea surface temperature gradient (SST Gradient) −0.02–0.02 K km-1 

Land-air temperature different (Tland-Tatm) 0–10 K 

Soil saturation fraction 

(0.1, 0.9) with the 

saturation 

volumetric moisture 

content of 0.420 m3 

m-3, sandy clay 

loam 

(0.1, 0.9) with the 

saturation 

volumetric moisture 

content of 0.395 m3 

m-3, sandy soil 

 

IvJ18 compiled six atmospheric and five surface characteristics that have previously been 

identified in the literature as important to sea breeze circulations (see Table 2.1 in IvJ18) and 

perturbed them to conduct the sensitivity experiments. To facilitate comparisons with IvJ18, we 

adopt 10 of those 11 parameters as initial conditions for each of the sea breeze simulations 

conducted here (Table 2.1). Each parameter has an uncertainty range, and we perturb these 

parameters simultaneously over their ranges to produce a perturbed parameter ensemble over the 

10‐dimensional parameter space. We assign to each parameter the same uncertainty range 

utilized in IvJ18, with the exception of the boundary layer humidity, which differs between the 

arid and moist environments. The latitude, which determines the Coriolis parameter and solar 
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zenith angle, thereby affecting the timing and strength of the circulation (Rotunno, 1983), is 

excluded here since our focus is on tropical sea breezes. 

Six atmospheric parameters are examined, and five of them are selected based on their 

potential impact on the moisture and instability available to the moist convection. These 

parameters are the thermodynamic characteristics of the boundary layer (potential temperature, 

relative humidity, and height) and those of the inversion layer (strength and depth). For the 

development of moist convection, higher values are assigned to the minimum and maximum 

values of the boundary layer relative humidity compared to IvJ18. The initial wind speed, which 

can exert strong control over sea breeze characteristics in different environments, is also 

considered (Crosman and Horel, 2010). 

The impacts of four surface parameters are analyzed due to their potential effects on sea 

breeze characteristics and convective properties via the partitioning of the surface sensible and 

latent heat fluxes. These parameters are the sea‐air temperature difference, sea surface 

temperature gradient, land‐air temperature difference, and soil saturation fraction. Over both 

ocean and land surfaces, the surface temperature is varied by perturbing the temperature 

difference between surface temperature and the initial air temperature (i.e., initial boundary layer 

potential temperature) at the lowest atmospheric level. The horizontal gradient of the sea surface 

temperature is specified to linearly vary from the coast to further offshore with the uncertainty 

range of −0.02 to 0.02 K km−1, based on the analysis by Reynolds et al. (2007). Soil saturation 

fraction is perturbed for all 11 soil levels with the same value. 
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2.2.2 Model configuration 

The Regional Atmospheric Modeling System (RAMS) is a three‐dimensional, 

nonhydrostatic, fully compressible cloud‐resolving model that has been successfully used to 

investigate sea breeze in a number of prior studies (e.g., Darby et al., 2002; Freitas et al., 2006; 

Grant and van den Heever, 2014; IvJ18; Miao et al., 2003). A suite of three‐dimensional 

idealized simulations of sea breezes, where the 10 environmental parameters are simultaneously 

perturbed, is carried out using RAMS version 6.2.08 (Cotton et al., 2003). Details of the RAMS 

parameter settings and grid configuration discussed below are all included in Table 2.2. The 

spatial resolution chosen here is fine enough to represent the detailed sea breeze structure 

(Crosman and Horel, 2010) while still being computationally feasible for a large ensemble 

approach. To ensure that a land breeze develops before dawn and a sea breeze develops during 

the day, thereby capturing one full diurnal cycle of the sea breeze, the model is integrated for 24 

hr, beginning at 0000 local time (LT). The RAMS output responses from the regions within 250 

km of the zonal borders are removed from the analysis to exclude any potential uncertainties 

associated with lateral boundary conditions. 

RAMS is coupled to the Land‐Ecosystem‐Atmosphere‐Feedback Version 3 (LEAF‐3, 

Walko et al., 2000), an interactive land‐surface model that is comprised of different surface 

vegetation types and soil classes. LEAF‐3 prognoses temperature and moisture fields for 11 soil 

levels and the vegetation canopy. Furthermore, through the two‐way interactive coupling, the 

land surface and atmosphere can interact via the exchanges of momentum, heat, moisture, and 

radiative fluxes, as well as transpiration and precipitation. For example, precipitation over land 

can modulate the spatial distribution of soil moisture, thereby altering the partition of surface 
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fluxes. Then the changes in these fluxes feed back to the atmosphere and hence can impact the 

development of convective clouds and precipitation. 

Table 2.2. RAMS model setup 

Model Aspect Setting 

Grid • 1500 (zonal) × 150 (meridional) points 

• ∆$ = ∆& = 1 km 

• 57 vertical levels; model top ~ 26 km 

• ∆( =	100 m near the surface increasing to 1 km near the model top 

Integration • 3 s time step  

• 24 h simulation duration beginning at 0000 local time (LT) 

• Sunrise at 0600 LT and sunset at 1800 LT 

Surface 

parameterization 
• Land-Ecosystem-Atmosphere-Feedback version 3 (LEAF-3, Walko et 

al., 2000) 

• Eastern half of the domain: flat ocean with fixed sea surface 

temperature (SST) and horizontal gradient of SST 

• Western half of the domain: flat land surface; evergreen broadleaf 

surface type (vegetation fraction = 0.90, vegetation height = 32 m, 

surface roughness length = 3.5 m) with sandy clay loam soil   

• Eleven soil levels from 0.01 m to 0.5 m below ground 

• Straight coastline stretching north-south at the mid-point in the zonal 

direction ($ = 750 km, black dashed line in Figure 3) 

Initialization • Thermodynamic profile: horizontally homogenous  

• Wind profile: horizontally homogenous, oriented perpendicular to the 

coastline without vertical shear  

• Random temperature perturbations within the lowest 500 m of the 

domain with a maximum perturbation of 0.1 K at the surface 

• Aerosol profile: horizontally homogeneous and exponentially 

decreasing with height with a maximum concentration of 500 mg-1 at 

the surface 

Boundary 

conditions 
• Open-radiative in zonal direction 

• Periodic in meridional direction 

Radiation 

parametrization 
• Two-stream (Harrington, 1997), updated every 60 s 

Microphysics 

parameterization 
• Double-moment bin-emulating bulk scheme with eight hydrometeors 

(Meyers et al., 1997; Saleeby and Cotton, 2004; Saleeby and van den 

Heever, 2013; Walko et al., 1995)  

Aerosol 

treatment 
• Ammonium sulfate  

• Radiatively and microphysically active 

• Sources and sinks  

Coriolis  No (* = 0)  
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We use the same surface configurations used in Grant and van den Heever (2014, 

hereafter GvdH14) to represent tropical rainforests such as those found in the coastal Cameroon  

region (Table 2.2). The surface configurations are significantly different from those used in 

IvJ18 (i.e., a bare desert surface type where vegetation is absent and with a surface roughness 

length of 0.07 m). As such, we can investigate sea breezes and convection over vegetated land 

surfaces in which friction and evapotranspiration can play an important role. 

The initial horizontally homogeneous thermodynamic profiles for our simulations (Figure 

2.1) are based on representative profiles derived for tropical coastal environments, allowing for 

the development of convective clouds and precipitation. Specifically, we adapt the initial 

thermodynamic profile used in GvdH14 (see Figure 1 of GvdH14), which is representative of 

equatorial Africa's summer months (June–August). Given the idealized nature of our framework, 

initial conditions are chosen to broadly represent moist coastal regimes, and not to represent a 

particular event over a tropical coastal rainforest. While utilizing the upper‐tropospheric 

thermodynamic profile from GvdH14, we perturb the lower‐tropospheric characteristics such as 

boundary layer potential temperature, relative humidity, and height, as well as the inversion layer 

strength and depth. 

Within the boundary layer, whose vertical extent is determined by the initial boundary 

layer height, the relative humidity and potential temperature are held constant with height. The 

initial relative humidity is made vertically homogeneous to ensure that we never initialize a 

simulation with supersaturated conditions. At the top of the boundary layer, the inversion layer 

begins immediately, and the potential temperature is increased linearly with height within the 

inversion layer. Example initial thermodynamic profiles from three of the 130 simulations are 

shown in Figure 2.1. Random temperature perturbations, which break the homogeneity of the 
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initial thermodynamic conditions thereby permitting the realistic development of the idealized 

sea breezes, are introduced to the potential temperature field. 

 
 

 

Figure 2.1. Example initial thermodynamic profiles from Tests 60 (red), 78 (green), and 128 

(purple) of the 130 ensemble members: (a) Potential temperature profiles and (b) relative 

humidity profiles. The upper-tropospheric relative humidity and potential temperature profiles 

are kept identical above the inversion layer for all simulations, based on GvdH14. In the GvdH14 

sounding, the relative humidity becomes less than 75% at 600 hPa, which is the minimum value 

over the parameter uncertainty range. At the same time, the potential temperature first exceeds 

315 K, which is the maximum value for the inversion top, considering the uncertainty ranges of 

the parameters. Panels (c) and (d) show the lowest 2 km of panels (a) and (b), respectively. Filled 

circles in (c) and (d) indicate the base of the boundary layer, the base of the inversion layer, and 

the top of the inversion layer. 

 

A passive tracer, serving as a proxy for the aerosol field, is introduced with 

concentrations identical to the initial ammonium sulfate distribution. This tracer field is not  

microphysically active but can be transported by the three‐dimensional wind field. Therefore, the 

tracer field represents particles that do not serve as cloud condensation nuclei and which are not 
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scavenged, but are vertically and horizontally transported. Hence, it allows us to take the first 

steps in visualizing and quantifying the dispersion and transport of aerosols while reducing the 

complexity introduced as a result of microphysical interactions. 

 

2.2.3 Statistical analysis methodology 

The proposed science questions are addressed through the application of a statistical 

procedure. This approach enables us to quantify the response of model output to individual input 

parameters and their interactions over the 10‐dimensional parameter uncertainty space at a 

relatively low computational expense. This statistical framework has been successfully employed 

in several previous modeling studies (Lee et al., 2011, 2013; Johnson et al., 2015; IvJ18; 

Wellmann et al., 2018) that have assessed the relative importance of simultaneously perturbed 

input parameters to modeled responses. This statistical procedure is composed of three major 

steps (see Figure 1 of Lee et al., 2011): statistical experiment design, statistical emulation, and 

variance‐based sensitivity analysis. 

 

2.2.3.1 Perturbed parameter ensemble of simulations 

The statistical procedure begins with the design of a perturbed parameter ensemble of 

simulations—a set of simulations in which the parameters are perturbed over their uncertainty 

ranges simultaneously to cover the multidimensional parameter uncertainty space. The selected 

input combinations of the parameters for each ensemble member correspond to the initial 

conditions of a RAMS sea breeze simulation. We utilize a space‐filling algorithm called 

maximin Latin Hypercube sampling (Morris and Mitchell, 1995), which generates simultaneous 

variations of the input parameters while ensuring good coverage of the multidimensional 
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parameter space with a minimum number of parameter combinations. We generate 130 

combinations of the parameters in Table 2.1 and use them to initialize and run 130 sensitivity 

simulations of sea breeze convection with RAMS. 

 

2.2.3.2 Gaussian process emulation 

The next step in this approach is the construction of a statistical emulator 

(O'Hagan, 2006) for each of the output variables. Emulators are used to act as statistical 

surrogates of the RAMS simulator, where for each model output an emulator maps the 

relationship between the uncertain input parameters and the output response over the entire 

parameter uncertainty space. For each RAMS output variable of interest, we construct an 

emulator using the statistical software R (R Core Team, 2017) and the DiceKriging package 

(Roustant et al., 2012). The information from the first 100 RAMS simulations in our perturbed 

parameter ensemble (the “training set”) is used to build an emulator. We then validate the 

statistical robustness of each emulator and its ability to produce a reasonable representation of 

the RAMS output response using the remaining 30 RAMS simulations (the “validation set”). As 

depicted in Figure 2.2, we compare RAMS output responses from the validation set with 

corresponding emulator predictions. The emulator is considered valid when at least 90% of the 

RAMS simulated “true” output values (values on the abscissa in Figure 2.2) lie within the 95% 

confidence bounds of the corresponding emulator prediction (values on the ordinate in 

Figure 2.2), and these values follow along the line of equality (solid black lines in Figure 2.2). 

Emulators for the maximum inland extent of the sea breeze front (Figure 2.2a) and the 

median updraft speed (Figure 2.2e) satisfy the validation criteria very well. For the sea breeze 

acceleration (Figure 2.2b) and the maximum mixed layer depth (Figure 2.2c), the emulator 
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predictions are noisier but still capture the overall signal and following the line‐of‐equality 

reasonably well. When there is a sharp regime shift that leads to substantial variability in the 

output over an area of parameter space, the constructed emulator can struggle to capture the 

model response. For example, as shown in Figures 2.2d and 2.2f (the maximum updraft speed  

and maximum tracer perturbation height, respectively), the validation data set looks acceptable at 

all points except those highlighted in red. These outliers are associated with the sharp convective 

behavior changes that occur when the initial boundary layer potential temperature is at the upper 

end of its range (~298 K). In these cases, we do not sample from the emulator where the 

emulator prediction is vastly underestimating the model output, and hence the contribution to 

output variance from the initial boundary layer potential temperature is likely underestimated for 

them. 

 
 

Figure 2.2. Emulator validation for six outputs of interest: (a) maximum inland extent, (b) sea 

breeze acceleration, (c) maximum mixed‐layer depth, (d) maximum updraft speed, (e) median 

updraft speed, and (f) maximum tracer perturbation height. For each RAMS model output of 

interest, the values explicitly simulated from 30 reserved RAMS simulations out of the ensemble 

(x axis) are plotted against that predicted by the emulator (y axis). The error bars are 95% 

confidence bounds on the emulator predictions. The solid line is the 1:1 line of agreement. 

Outliers are marked in red. 
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2.2.3.3 Variance-based sensitivity analysis 

Finally, variance‐based sensitivity analysis (Saltelli et al., 2000) is performed to 

decompose the overall variance in a given RAMS output variable into contributions from 

individual parameters and their interactions. Utilizing the validated emulators, we sample the 

model output response across the 10‐dimensional parameter space. We then compute the 

variance decomposition measures using the extended‐Fourier Amplitude Sensitivity Test method 

(Saltelli et al., 1999) in the R package “sensitivity” (Pujol et al., 2013). 

  

2.3 Results  

2.3.1 Overview of the sea breeze characteristics and convective morphology 

As the extent and intensity of sea breeze convection are different among the 130 

simulations, a summary of the sea breeze characteristics and the convective morphologies is 

given here. 

 

2.3.1.1 Inland propagation characteristics 

First, we consider the characteristics of the inland propagation of the sea breeze. In all of 

the 130 simulations in our ensemble, sea breeze convergence develops, and the inland 

propagation of each sea breeze front is objectively identified every 10 min using the 

identification algorithm developed by IvJ18. This algorithm uses the meridionally averaged 

surface fields of potential temperature and zonal wind speed to track the sea breeze convergence 

(see Appendix A in IvJ18 for further details). 

An example of the identified inland location of the sea breeze front is shown in 

Figure 2.3a on the Hovmöller diagram of the meridionally averaged surface zonal wind speed.  
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Figure 2.3. Hovmöller diagrams of (a) meridionally averaged surface zonal wind speed (m s−1), 

(b) surface‐based mixed layer depth (km), (c) maximum updraft speed (m s−1), and (d) 

meridionally averaged precipitation rate (mm hr−1) from Test 37. These figures demonstrate an 

example of the tracked evolution of the sea breeze front in this case. The land is on the left side 

of the domain and the ocean is on the right side, and as such the sea breeze front advances to the 

left (westward) as time advances upward on the ordinate. The magenta line denotes the 

horizontal location of a sea breeze front objectively identified every 10 simulation minutes. The 

black dashed line at x  = 0 km denotes the forest‐ocean border. Only a portion of the grid domain 

is shown.  

 

We define the time when the algorithm first identifies the sea breeze front as the onset of the sea 

breeze for all simulations. The last algorithm‐identified location represents the maximum inland 

penetration distance of the sea breeze front, and consequently, the maximum distance that the 

near‐surface pollutants can be horizontally advected over land through the dynamics of the sea 

breeze. The ensemble‐mean of the maximum inland extent is 243.8 km with a standard deviation 

of 84.6 km, which indicates that there is a considerable amount of variation in the sea breeze 

evolution across the ensemble. The range of the maximum inland extent in the simulations is 
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within the range of previously observed moist tropical sea breeze extents, as discussed above 

(Clarke, 1983; Muppa et al., 2012; Physick and Smith, 1985). 

It is known that sea breezes propagate slower during the daytime than at night since the 

turbulence ahead of the front associated with the daytime surface heating and convection acts as 

a drag, slowing the inland propagation of the sea breeze (Physick and Smith, 1985; Reible et 

al., 1993; Simpson et al., 1977). The speed of the inland penetration thus decreases in the 

afternoon due to the enhanced turbulent mixing and increases after sunset due to the decreased 

turbulence (Tijm et al., 1999). As in IvJ18, we define the daytime propagation speed by dividing 

the inland location of the sea breeze front at sunset by the total time that the sea breeze has 

existed from onset to sunset (
!"#$"%	'()'")	$)	*+,,	-.

*+,,	-./0"1')
). The nighttime propagation speed is 

computed as the final location of the sea breeze front divided by the time interval from sunset to 

the final time that sea breeze is identifiable. In all simulations, the daytime propagation speed is 

less than the nighttime propagation speed. The ensemble‐mean ± standard deviation daytime and 

nighttime propagation speeds are computed as 3.3 ± 1.3 and 6.2 ± 2.0 m s−1, respectively. We 

took the difference between the nighttime and the daytime propagation speed of the sea breeze 

front as a proxy of the sea breeze acceleration and examine this metric to demonstrate the impact 

of daytime turbulence on the sea breeze propagation. 

The inland advection of a relatively cold and stable marine air mass suppresses the 

development of the convective mixed layer over land within the air mass, as shown in Figure 

2.3b, demonstrating lower surface‐based mixed layer depths behind the sea breeze front 

compared to that ahead of the front. The maximum depth of this suppressed mixed layer behind 

the sea breeze front is also analyzed to describe the stability of the air mass adjacent to the sea 

breeze front, which can potentially impact the frontogenesis/frontolysis. Surface‐based mixed 
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layer depth is identified using the meridionally averaged potential temperature field at each 

model output time and is defined as the height above the surface at which the vertical potential 

temperature gradient first exceeds 2 K km−1 (IvJ18). The diurnal variations in the mixed‐layer 

depth are well captured with a 2 K km−1 threshold, and while other threshold values were tested, 

they did not qualitatively change the results. 

 

2.3.1.2 Convective characteristics 

We now examine the characteristics of the convection developing over land during the 

daytime (from onset to sunset) along and ahead of the sea breeze. At the sea breeze front, the sea 

breeze convergence induces vertical lifting, one of the key ingredients for moist convection 

(Doswell, 1987). An example of a Hovmöller diagram of maximum updraft speeds from one of 

the ensemble members clearly shows the most vigorous updrafts along the front (Figure 2.3c). 

For the same simulation, a Hovmöller diagram of the meridionally averaged precipitation rate is 

presented in Figure 2.3d, illustrating that the heaviest rainfall is also localized along the sea 

breeze front, while lighter rainfall associated with the daytime boundary layer convection occurs 

ahead of the sea breeze front. 

Figure 2.4a displays the frequency distributions of the low (< 4 km), middle (4–7 km), 

and high (> 7 km) clouds for each simulation based on the cloud top height. We define the cloud 

top height in each column as the highest height at which the total condensate exceeds 0.1 g kg−1. 

Lower thresholds are not used to avoid capturing the top of cirrus clouds. The neighboring 

columns are checked as well for the presence of condensate. In the majority of simulations, the 

percentage occurrence of the low clouds (gray bars) significantly exceeds that of the middle 

(cyan bars) or high clouds (magenta bars), which indicates the dominance of the low cloud  
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Figure 2.4. Summary of convective morphologies during the daytime over the land region: (a) 

cumulative frequency of occurrence (%) of low (< 4 km, gray bars), middle (4–7 km, cyan bars), 

and high (> 7 km, magenta bars) clouds where the sum of these three make 100%; (b) maximum 

cloud top height (km); (c) percentiles of updraft velocity for all grid points where the vertical 

velocity is greater than or equal to 1.0 m s−1 (log‐scaled); and (d) land‐averaged accumulated 

surface precipitation at sunset. 

 

regime. No middle and high clouds develop in 104 out of 130 simulations, and thus the 

maximum cloud top height of these simulations is lower than 4 km (Figure 2.4b). In 12 of the 

130 simulations, the frequency occurrence of high clouds is greater than zero, and these 

simulations are also marked with maximum cloud top heights greater than 7 km (Figure 2.4b). 

Figure 2.4c shows the different percentiles of updraft speeds greater than or equal to 1 m 

s−1. The sensitivity of different percentiles to different updraft speed thresholds was evaluated 

and did not qualitatively change the results. The peaks in the maximum updraft speed correspond 

with those peaks evident in the simulations with high clouds. For the 50th–99th percentiles, the 

updraft speeds do not exceed 10 m s−1 in any of the simulations (Figure 2.4c). While the updraft 
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speeds and cloud top heights show a close correspondence, the land‐averaged accumulated 

precipitation does not always match those peaks in cloud top height or updraft maxima 

(Figure 2.4d). Furthermore, the land‐averaged accumulate precipitation is lower than 0.1 mm in 

94 out of 130 simulations. As such, there is no distinct relationship between individual input 

parameters and land‐averaged accumulate precipitation revealed from pairwise scatter plots (not 

shown), and the emulator approach is not applicable. 

 
 

Figure 2.5. Example convective morphologies from a simulation where sea breeze‐initiated 

convection is (a) shallow (Test 80) and (b) deep (Test 59) at 15:10 LT. White isosurfaces are 

where total condensate except for rain is 0.1 g kg−1, and blue isosurfaces are where rain mixing 

ratio is 0.1 g kg−1. Shaded contours are the density potential temperature (K, Emanuel, 1994) at 

the surface. 

 

A graphical example of the convective morphologies that develop is illustrated in the 

three‐dimensional condensate fields in Figure 2.5. Two examples are chosen here to illustrate 

two cases where the sea breeze‐initiated convection is shallow (Figure 2.5a) and deep 
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(Figure 2.5b), respectively. In both cases, the deepest clouds and heaviest precipitation are 

collocated and localized along the sea breeze convergence. However, in the shallow case 

(Figure 2.5a), shallow clouds are prevalent over land, both ahead of and along the sea breeze 

front, and only the latter clouds produce precipitation. In the deep case (Figure 2.5b), the sea 

breeze‐initiated deep convective development and anvils are evident. Moreover, boundary layer 

convection marked by shallow clouds ahead of the sea breeze front also produce precipitation in 

this deep case. 

Altogether, in our ensemble, daytime boundary layer convection producing relatively 

lower clouds, weaker updrafts, and weaker precipitation are prevalent over land, particularly 

ahead of the sea breeze. In contrast, the stronger convection accompanying the highest cloud 

tops, strongest updrafts, and heavier precipitation is focused along the sea breeze convergence. 

Even though the boundary layer convection is not directly linked to the sea breeze convergence, 

they have a potential impact on the preconditioning of the sea breeze‐initiated convection, via 

boundary layer mixing (Fankhauser et al., 1995), cumulus formation (Waite and 

Khouider, 2010), and cold pool development (Wilson and Megenhardt, 1997). 

 

2.3.2 Sensitivity analysis: inland propagation characteristics of the sea breeze 

In this section, the sensitivity of the inland extent of the sea breeze is demonstrated. In 

particular, to facilitate direct comparison with the IvJ18 study, the same three model outputs are 

examined: (1) the maximum inland extent of the sea breeze, (2) the sea breeze acceleration, and 

(3) the maximum mixed layer depth behind the sea breeze. 

Throughout the following sections, the variance‐based sensitivity analysis results are 

presented as stacked, color‐coded bar graphs to demonstrate the relative contributions of the 10  
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Figure 2.6. Percentage contribution to the variance of maximum sea breeze inland extent (left 

stacked bar), nighttime minus daytime propagation speed (middle stacked bar), and the 

maximum surface‐based mixed layer depth behind the sea breeze front (right stacked bar) caused 

by each of the 10 parameters of interest over (a) the entire uncertainty parameter space, (b) the 

onshore regime only (initial wind speeds ≤ 0 m s−1), and (c) the offshore regime only (initial 

wind speeds ≥ 0 m s−1). Only those parameters which contribute to at least 1% of the variance are 

indicated. The height of each stacked bar indicates the summation of individual contributions to 

the output uncertainty from the 10 parameters. If the height is less than 100% this means that 

there are further contributions to the parameter variance arising from interactions among the 

parameters. 

 

environmental parameters to the variance in the output parameter being examined (see the legend 

in Figure 2.6). In order to understand how the dominant parameters drive the changes in the 

output response, the mean response of each output to the environmental parameters that 

contribute 5% or more to the output variance is demonstrated. 

Over the 10‐dimensional parameter uncertainty range here, for each fixed value of a 

given parameter, we make 500 emulator predictions. A set of 500 response surfaces records the 
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predicted output at each of these combinations for each response surface. An average of this 

large set of output data is then taken to determine the mean response. 

 

2.3.2.1 Maximum inland extent  

Initial wind speed dominates the variance in the maximum inland extent of the sea breeze 

front, explaining 85% thereof (Figure 2.6a). The mean response of the maximum inland extent to 

the initial wind speed (Figure 2.7a) shows that the sea breeze front propagates further inland 

when the initial wind is onshore (negative values), and vice versa. This response agrees with 

many previous studies, thus demonstrating the intuitive notion that strong offshore ambient flow 

inhibits the inland propagation of the sea breeze front (Arritt, 1993; Finkele, 1998; Porson et 

al., 2007; IvJ18). At the same time, when the ambient flow is offshore, it enhances convergence 

at the sea breeze front supporting frontogenesis (Reible et al., 1993). 

 

 
 

Figure 2.7. Mean responses of the maximum sea breeze inland extent to the parameters that 

contribute 5% or more to the output variance: (a) initial wind speed and (b) soil saturation 

fraction. Numbers at the top of each plot indicate the percentage contribution of each parameter 

to the output variance. 
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Soil saturation fraction is the second‐most‐important parameter contributing to the 

variance in the maximum inland penetration of the sea breeze front (7%, Figure 2.6a). The sea 

breeze front propagates further inland in drier soil conditions (Figure 2.7b). When the soil is 

drier, the sensible heat fluxes over the land surface are enhanced while the latent heat fluxes are 

reduced due to less evapotranspiration. As a result, the land surface temperature increases in 

drier conditions, and hence, the horizontal temperature gradient between the land and ocean 

regions, which is the primary driver of the sea breeze formation and propagation, increases as 

well. The variance‐based sensitivity analysis for the maximum horizontal temperature gradient 

(not shown) also identifies the soil saturation fraction as being the most influential parameter in 

determining the maximum thermal gradient. 

In IvJ18, the initial wind speed is also found to be the key parameter in determining the 

maximum sea breeze inland extent, accounting for 75% of the variance. Soil saturation fraction 

and sea‐air temperature difference are also found to be important, contributing 13% and 7% to 

the output variance, respectively. While initial wind speed and soil saturation fraction are 

identified as being critical in our analysis as well, the influence of the sea‐air temperature 

difference on the maximum inland extent is not found to be significant here. Overall, the relative 

importance of surface parameters (i.e., soil saturation and sea‐air temperature difference) on the 

inland extent is greater in IvJ18 than in this study. 

We hypothesize here as to why surface parameters are relatively more important for the 

maximum inland extent in a dry environment than in the moist environment. In the moist 

environment, shallow boundary layer clouds form over both land and ocean via boundary layer 

mixing, thereby reducing the incoming shortwave radiation absorbed at the surface. Additionally, 

surface vegetation, which is absent in IvJ18, responds to the incoming shortwave radiation via 
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evapotranspiration. In other words, the land surface is more effectively heated in an arid desert 

environment, thereby directly determining the ocean‐land thermal contrast. Therefore, the 

surface properties more directly influence the development and propagation of the incipient sea 

breeze front in the dry environment compared to the moist environment, where a number of other 

parameters modulate the role of the surface parameters. 

 

2.3.2.2 Sea breeze acceleration  

For the sea breeze acceleration, the key parameters vary between the analysis over the 

full parameter uncertainty space (Figure 2.6a) and the analysis over two different wind regimes 

(Figures 2.6b and 2.6c). These wind regimes are defined based on the uncertainty range of the 

initial wind speed: −5 to 0 m s−1 corresponds to the onshore regime, and 0 to 5 m s−1 corresponds 

to the offshore regime. While key parameters for the maximum inland extent and the maximum 

mixed layer depth (see Section 2.3.2.3) do not change as a function of the two wind regimes, the 

contribution of the initial wind speed to the sea breeze acceleration is almost absent in the 

onshore regime, with the contributions from inversion layer strength and sea‐air temperature 

difference being more important (second stacked bar graph in Figure 2.6b). 

In both the onshore and offshore regimes, soil saturation fraction is found to be the most 

important contributor to the sea breeze acceleration uncertainty, accounting for 35% and 48% of 

the variance, respectively. As shown in Figures 2.8a and 2.8e, the sea breeze acceleration 

increases when the soil saturation fraction is lower. Under drier soil conditions, the inland sea 

breeze propagation is reduced during the day due to enhanced boundary layer turbulence mixing 

processes, which are weaker in the wetter soil conditions. After sunset, drier soil cools down 

faster than wetter soil, and hence the turbulence over land surface disappears quicker in drier  
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Figure 2.8. Mean responses of the sea breeze acceleration to the parameters that contribute 5% or 

more to the output variance in the onshore (a–d) and offshore (e–h) regimes. Numbers on the top 

of each plot indicate the percentage contribution of each parameter to the output variance. 

 

soil. With less drag ahead of it, sea breeze front propagates faster in the nighttime. Therefore, the 

difference between the nighttime and daytime is greater in drier soil. To support this explanation, 

we examine the surface sensible heat fluxes over dry and wet soil simulations (Figure 2.9). 

Figure 2.9 shows that dry soil simulations have higher surface sensible heat fluxes (i.e., more 

near‐surface turbulence) during the daytime than the wet simulations. Also, the surface sensible 

heat flux increases faster in the morning and decreases faster in the late afternoon over dry soil 

than wet soil, as shown by the steep slope in Figure 2.9, supporting the explanation. 

Two more parameters contribute at least 5% to the variance in the sea breeze 

acceleration, in both the onshore and offshore regimes: inversion layer strength (27% in onshore 

and 11% in offshore) and boundary layer height (7% in onshore and 9% on offshore). Sea breeze 

acceleration increases when the inversion is stronger (Figures 2.8b and 2.8g), and the boundary 

layer is shallower (Figures 2.8d and 2.8h). These initial conditions are associated with shallower  
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Figure 2.9. Time series of the land‐averaged surface sensible heat flux (W m−2) ahead of sea 

breeze front averaged from all simulations (black). Based on the permanent wilting point (i.e., 

the amount of soil moisture below which most plants will wilt and not be able to recover), 

simulations are separated into two groups: dry (soil saturation ratio ≤ 0.4, yellow lines) and wet 

(soil saturation ratio > 0.4, green lines). Dashed lines denote one standard deviation from the 

averaged sensible heat flux. 

 

mixed layers over land during the daytime (see Section 2.3.2.3 for behind the sea breeze front), 

which indicate increases in the static stability of the air adjacent to the sea breeze front. The 

enhanced static stability inhibits the entrainment of the ambient environmental air into the sea 

breeze front. This entrainment can perturb the sharp gradient between the land and ocean air 

masses and reduce the thermal gradient across the sea breeze front during the daytime. Finally, 

the enhanced thermal gradient will result in the sea breeze propagating faster, especially at 

nighttime, when there is less drag from surface heat fluxes and convection. 

In the onshore regime, the sea‐air temperature difference is also a significant parameter, 

contributing 9% to the variance of the acceleration. In other words, the impact of the marine air 

mass that is advected inland along the sea breeze front is relatively more important in the 

onshore regime than the offshore regime. Figure 2.8c demonstrates that sea breeze acceleration 

increases when the sea surface temperature is colder than the initial air temperature at the lowest 
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model level, and vice versa. Relatively warm ocean temperatures support deeper mixing 

(Figure 2.10e) and vice versa. Therefore, the mean response (Figure 2.8c) can be related to the 

mean responses of the inversion layer strength and boundary layer height: suppressed 

development of the mixed layer behind the sea breeze front (see Section 2.3.2.3) produces a 

greater thermal gradient between the land and ocean which results in the faster propagation of 

the sea breeze in the evening. 

In the offshore regime, the sea breeze acceleration decreases when the offshore wind is 

stronger (Figure 2.8f). This response can be related to the “stagnation” of the sea breeze (Banta 

et al., 1993; Estoque, 1962). It appears that due to the stagnation effect in the stronger offshore 

wind flow, the difference between the nighttime and the daytime propagation speed is less 

notable compared to weaker offshore flow. The lower values in the mean responses of the sea 

breeze acceleration predicted over the offshore regime compared to the onshore regime also 

support this explanation. 

In IvJ18, the initial wind speed, soil saturation, sea‐air temperature difference, and 

Coriolis parameters were all found to be important for the sea breeze acceleration. The additional 

parameters of inversion layer strength and boundary layer height revealed in the moist regime 

can be explained as follows. A weaker inversion and a higher boundary layer result in stronger 

turbulent mixing, making the sea breeze more susceptible to entrainment and turbulence within 

the boundary layer. 

 

2.3.2.3 Maximum mixed layer depth  

The stacked bar graph on the right hand side in Figure 2.6a shows that there are five 

parameters contributing to more than 5% of the variance in the maximum mixed layer depth 
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behind the sea breeze front: boundary layer height (30%), initial wind speed (18%), inversion 

layer strength (16%), soil saturation fraction (10%), and the sea‐air temperature difference 

(10%). These contributions are similar in magnitude when the analysis is split into the onshore 

and offshore regimes (Figures 2.6b and 2.6c). Figure 2.10 shows that the maximum mixed layer 

depth behind the sea breeze front increases when the initial boundary layer is deeper, the initial 

wind is stronger regardless of the direction, the inversion is weaker, the soil is drier, and the sea 

surface is warmer than the air above it. The mean responses of the first four parameters are 

straightforward as they all promote deeper mixing of the boundary layer. For the sea‐air 

temperature difference (Figure 2.10e), the warmer sea surface temperatures relative to the air 

above it promotes the mixing of air over the ocean, and that this deeper marine boundary layer 

air mass is advected inland through the inland propagation of the sea breeze. 

 
 

Figure 2.10. Mean responses of the maximum mixed layer depth behind the sea breeze front to 

the parameters that contribute 5% or more to the output variance: (a) boundary layer height, (b) 

initial wind speed, (c) inversion layer strength, (d) soil saturation fraction, and (e) sea‐air 

temperature difference. Numbers on the top of each plot indicate the percentage contribution of 

each parameter to the output variance.   
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IvJ18 revealed that the initial boundary layer height, inversion layer strength, and sea‐air 

temperature difference are the controlling parameters for the maximum mixed layer depth in an 

arid sea breeze regime. The mean responses of the mixed layer depth to these parameters shown 

by IvJ18 are in agreement with the responses shown here for a moist regime. The initial wind 

speed and soil saturation fraction, which can influence surface sensible heat flux and boundary 

layer turbulence, are also found to be dominant in our analysis, in contrast to IvJ18. It would 

seem that the difference between these two studies can be attributed to the presence of the 

vegetation canopy, which is completely absent in IvJ18. The presence of the vegetation canopy 

increases the mechanical production of turbulence (Melas and Kambezidis, 1992) in addition to 

the convective turbulence, thereby assisting in deepening the boundary layer. 

 

2.3.3 Sensitivity analysis: convective intensity 

In this section, we detail the impacts of our set of parameters on the intensity of the 

convection ahead of and along the sea breeze convergence, as quantified by updraft speeds. Here 

we look at the responses of the maximum and the median updraft speeds to represent the 

sensitivity of the sea breeze‐initiated convection and daytime boundary layer convection, 

respectively. 

 

2.3.3.1 Maximum updraft speed 

Before performing the variance‐based sensitivity analysis, we first explore pairwise 

scatterplots of the training and validation sets for all input‐output combinations to see whether 

there is a regime shift separating shallow and deep convection. It is evident from Figures 2.11a 

and 2.11b that there are two convective regimes: shallow and deep regimes. The variability in the 
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maximum updraft and the maximum cloud top height is small below the boundary layer potential 

temperature of 298 K, whereas there is a sharp transition from the weaker updrafts and shallow 

clouds to the strong updrafts and deep clouds around 298 K. 

 
 

Figure 2.11. Pairwise scatterplots of the RAMS simulations for the (a) maximum updraft speed 

(m s−1), (b) maximum cloud top height (km), (c) mixed‐layer CAPE (J kg−1), and (d) maximum 

tracer perturbation height versus the initial boundary layer potential temperature (K), showing 

two different convective regimes: shallow convection (< 298 K) and deep convection (298–300 

K).  

 

In the deep regime, the maximum updraft speed and the maximum cloud top height 

dramatically increase with the warmer boundary layer (Figures 2.11a and 2.11b). This result is 

not surprising given that the convective available potential energy (CAPE) is higher for the 

warmer boundary layer conditions in our environmental setup, all else being equal. Here we 

computed the mixed‐layer CAPE at every output time step using spatially averaged soundings 

(from 10 km ahead of the sea breeze front to the western domain edge), and then temporally 
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averaged these soundings from the sea breeze onset to sunset. Since by design the initial 

potential temperature profile above 5 km is identical in all of the simulations (Figure 2.1a), those 

simulations initialized with warmer boundary layer potential temperature have higher CAPE and 

are more likely to have deep convection. The pairwise scatterplot of the mixed‐layer CAPE 

versus initial boundary layer potential temperature (Figure 2.11c) also illustrates that the CAPE 

behavior changes sharply for the warmer boundary layer within the strong updraft regime. 

We now examine the sensitivity of the maximum updraft speed over the shallow 

convection regime to our 10 parameters. As stated in Section 2.2.3, we perform the variance‐

based sensitivity analysis for the maximum updraft speed only over the shallow regime where 

the emulator predictions of the model output behavior are statistically robust (i.e., 285–297 K). 

In Figure 2.12, the height of the stacked bar graph is 75%, which indicates that parameter 

interactions contribute 25% to the output variance in the maximum updraft speed over the 

shallow regime. 

 
 

Figure 2.12. Percentage contribution to the variance by each of 10 parameters for the 100th 

(maximum), 75th, 50th (median), and 25th percentiles of updrafts speeds equal to or greater than 

1.0 m s−1, and the maximum tracer perturbation height. For maximum updraft speed and the 

maximum tracer perturbation height, the range of the initial boundary layer potential temperature 

was limited 285–297 K where the emulator approach was suitable. Only those parameters which 

cause at least 1% of the variance are indicated. 
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Figure 2.13. Mean responses of (a, b) the maximum updraft speed over the shallow convection 

regime, (c, d) median updraft speed, and (e, f) maximum tracer perturbation height to the top two 

parameters. Numbers at the top of each plot indicate the percentage contribution of each 

parameter to the output variance.  

 

Over the shallow regime, the initial inversion layer strength is the most influential 

uncertainty source of the maximum updraft speed, explaining 41% of the output variance (first 

stacked bar graph in Figure 2.12). The emulated mean responses of the maximum updraft speeds 

increase when the initial inversion is weaker (Figure 2.13a), and this response is perhaps not 

surprising given the role of capping inversions in limiting convective activity. The pairwise 
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scatterplot of the maximum updraft speed over the shallow regime versus the initial inversion 

layer strength clearly confirms that the emulator approach captures the updraft behavior over this 

regime (not shown). 

The second‐most‐important parameter for the shallow regime maximum updraft speed is 

the initial boundary layer potential temperature, which accounts for 15% of the variance (first 

stacked bar graph in Figure 2.12). The warmer boundary layer favors stronger updrafts 

(Figure 2.13b). The warmer boundary layer enhances near‐surface buoyancy and warms the 

near‐surface air, thereby steepening the lapse rates of the lower troposphere. This enhanced low‐

level convective instability then can support the development of the boundary layer convection. 

The findings on the shallow regime are similar to those of Rousseau‐Rizzi et al. (2017), who 

found that in a strongly inhibited environment, none of the initial parameters or the 

environmental conditions they considered are sufficient enough for the deep convection initiation 

along the mesoscale convergence line. 

 

2.3.3.2 Median updraft speed 

The height of the stacked bar graphs increase after the first one in Figure 2.12 and do not 

vary much, particularly from the 75th to 25th percentiles, thus indicating that parameter 

interactions do not play as large of a role in these updraft percentiles as in the case of the 

maximum updraft speeds. Moreover, the relative contributions of the parameters do not change 

between the median and the 25th percentiles. Therefore, we now only examine the responses of 

the median updraft speed to understand the sensitivity of the boundary layer convection. 

For the median updraft speed, representative of the daytime boundary layer convection as 

discussed above, the key parameter is the soil saturation fraction, which explains 75% of the 
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output variance, followed by the inversion layer strength which contributes 7% (third stacked bar 

graph in Figure 2.12). These two parameters are the most important in determining the average 

depth of the mixed layer ahead of the sea breeze (not shown), and hence the activity of the 

shallow convective mode (see Figure 2.5). The median updraft speed increases with lower soil 

saturation fraction and a weaker inversion (Figures 2.13c and 2.13d). Drier soil and weaker 

inversions promote turbulent mixing over the land during the daytime, thereby leading to 

stronger vertical motions in this convective mode. 

 

2.3.4 Tracer redistribution 

We now investigate the impact of the 10 environmental parameters on the convective 

transport of aerosol over the land. We utilize passive tracers to represent our aerosol transport 

and define the tracer perturbation field as the difference in the number concentration of tracers 

between sunset and sunrise. 

Similar to Figures 2.5a and 2.5b, Figures 2.14a and 2.14b show examples of the 

percentage perturbation field for simulations where sea breeze‐initiated convection is shallow 

and deep, respectively. Positive (negative) perturbations shaded with red (blue) indicate that 

tracer concentrations have been increased (decreased) relative to the sunrise concentration during 

the daytime. In both cases, negative perturbations exist near the surface with positive 

perturbations aloft. 

The negative perturbations in both cases are stronger ahead of the sea breeze front at 

sunset (the location of which is shown using a pink star), where the diurnal boundary layer 

convection develops. During the daytime, boundary layer mixing over the land transports near‐ 
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Figure 2.14. Examples of the tracer perturbation field (difference of the tracer concentration 

between sunset and sunrise) in a simulation where the sea breeze‐initiated convection is (a) 

shallow (Test 80) and (b) deep (Test 59). The same simulations shown in Figure 2.5 are 

represented here. Pink asterisks along the x axis indicate the identified surface location of the sea 

breeze front at sunset in each case. 

 

surface tracers to the boundary layer top, thereby producing the negative perturbation in the 

lower atmosphere and the positive perturbation aloft. 

In the shallow case (Figure 2.14a), the positive perturbation above the boundary layer is 

impacted by the sea breeze front which assists in venting the aerosols out of the boundary layer, 

starting offshore. A similar structure has been documented in previous studies (e.g., IvJ18; Lu 

and Turco, 1994; Verma et al., 2006). In the deep case (Figure 2.14b), the tracers are transported 

further upward in the presence of the more vigorous updrafts and deeper cloud extent. As for the 

maximum updraft speed, the emulator predictions are poor where deep convection develops in 

the presence of the sharp regime shift (Figures 2.2d and 2.11a). Therefore, we conduct the 
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variance‐based sensitivity analysis for the maximum tracer perturbation height over the shallow 

convection regime only (i.e., uncertainty range of the initial boundary layer is 285–297 K), 

where the emulator performs well. 

Behind the sea breeze at sunset, weaker negative perturbations relative to those ahead of 

the sea breeze are observed. IvJ18 separated these two negative tracer perturbation plumes into 

one associated with boundary layer mixing and the other from horizontal sea breeze advection. 

However, in our ensembles, due to the complicated moist convective processes occurring over 

land, such plume separation is not feasible. 

 

2.3.4.1 Convective transport intensity 

We now look at the maximum positive perturbation height as an indicator of the intensity 

of the convective aerosol redistribution in the sea breeze regime. We determine this height by 

finding the height where the positive perturbation reaches its maximum value. The surface 

concentration behind the sea breeze at sunset, which is examined by IvJ18, is excluded here 

since it is difficult to obtain a statistically robust emulator. 

Over the deep regime, the maximum perturbation height dramatically increases with 

increasing boundary layer potential temperature (Figure 2.11d). The similar responses from the 

maximum updraft and the maximum cloud top over the deep regime imply that stronger updraft 

accomplishes the maximum aerosol venting, a result that is to be expected. 

Over the shallow regime, the variance‐based sensitivity analysis reveals that two 

parameters explain approximately 60% of the output variance: boundary layer potential 

temperature (31%) and inversion layer strength (29%). A warmer boundary layer and a weaker 

inversion layer lead to higher maximum perturbation heights (Figures 2.13e and 2.13f). These 
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two parameters, which impact the lower tropospheric convective instability, are the same 

parameters that are key to the maximum updraft speed in the shallow regime. However, the 

relative importance of the boundary layer potential temperature here is similar to that of the 

inversion layer strength. It appears that the warmer and unstable boundary layer air that 

encounters the sea breeze‐initiated convective updraft becomes more buoyant, ascends to a 

higher location, and transports the tracers to a higher height. 

In IvJ18, soil saturation fraction is found to be the controlling parameter for the 

maximum location of the positive aerosol perturbation (45%) in an arid regime. In the moist 

regime examined here, sea breeze frontal uplift and boundary layer mixing are the primary 

processes responsible for the vertical redistribution of the tracers. In the presence of vigorous 

moist sea breeze‐initiated convection, convective updrafts transport the tracer further aloft than 

the frontal uplift alone. Therefore, parameters contributing to the updraft strength variability also 

contribute to the variability in the vertical redistribution of tracer concentrations. 

 

2.4 Summary and discussion  

In this study, the relative importance of 10 different environmental parameters to the 

following characteristics of simulated tropical sea breeze convection is assessed: (1) the inland 

extent and characteristics of the sea breeze, (2) the intensity of convective updrafts over the land, 

and (3) the vertical redistribution of aerosols. Six atmospheric and four surface parameters, 

which describe the initial conditions of idealized sea breeze simulations, are perturbed 

simultaneously. A perturbed parameter ensemble of 130 sea breeze simulations is carried out 

using a high‐resolution cloud‐resolving model coupled to a two‐way interactive land‐surface 

model. Using statistical emulators, we conduct variance‐based sensitivity analysis on each model 
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output, thus decomposing the model output variance into contributions from the individual 

parameters and their interactions. This study builds upon IvJ18, which is the first study in the 

literature to examine the multidimensional sensitivity of the sea breeze characteristics and 

associated aerosol transport in a dry coastal desert environment. 

In contrast to IvJ18, the current study considers moist convective processes and the role 

of interactive vegetation. The maximum inland extent of the sea breeze is mainly controlled by 

initial wind speed in both dry and moist regimes. In both regimes, the soil saturation fraction is 

found to be the predominant parameter for the sea breeze acceleration followed by the initial 

wind speed. Unlike the dry environment, the inversion layer strength and boundary layer height 

are identified to be significant for the sea breeze acceleration in the moist environment, possibly 

due to the susceptibility of sea breeze to the entrainment and turbulence of the ambient flow. 

Our results also show that the mixed layer depth after the passage of the sea breeze is 

influenced by boundary layer height, initial wind speed, inversion layer strength, soil saturation 

fraction, and the sea‐air temperature difference. Only boundary layer height, inversion layer 

strength, and sea‐air temperature difference were important for the sea breeze mixed layer depth 

in the dry environment. The two additional parameters found to be important in the moist 

environment are (1) the soil saturation fraction, which influences the formation of convective 

clouds over land that then affect the boundary layer development and surface flux partitioning, 

and (2) the initial wind speed, which interacts with the vegetation canopy and influences the 

boundary layer turbulence. 

The most vigorous convection, and the accompanying deepest clouds and strong updrafts, 

are localized along the sea breeze. In our ensemble we find two distinct regimes of this sea 

breeze‐initiated convection: a shallow and a deep convection regime. Over the shallow regime, 
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where the CAPE is limited, the initial inversion layer strength and boundary layer temperature 

are revealed as the main contributors to the intensity of the updraft speed, since they modulate 

the convective instability in the lower troposphere. In the deep regime, the primary control of the 

updraft speed is the initial boundary layer potential temperature, which is also a primary driver of 

the CAPE. 

Ahead of the sea breeze, diurnal boundary layer convection develops. While the daytime 

boundary layer convection and accompanying weaker updrafts are not initiated by sea breeze 

forcing, they could play a substantial role in the preconditioning of the sea breeze convection. 

The boundary layer convection updraft speeds increase when boundary layer mixing is active 

due to drier soil or a weaker inversion. 

To assess environmental parameters contributing to the variability in the potential vertical 

redistribution of the aerosol via convection, the change in the number concentration of the 

microphysically and radiatively inactive tracers between sunrise and sunset is examined. 

Whereas the aerosol venting is associated primarily with the frontal lift and the boundary layer 

mixing behind the sea breeze front in the dry regime, in this study of the moist environments, 

aerosols are vented higher aloft in the presence of the moist deep convective processes initiated 

along the sea breeze. 

The results of this study also have the following implications for the improvement of 

operational weather and air quality forecasting in the sea breeze regime: 

1. While the initial wind speed is found to be critical for coastal zones with both bare soil 

desert and tropical rainforests, different surface characteristics (e.g., vegetation canopy, 

surface roughness length, soil type) can significantly impact the wind flow via surface 

fluxes and associated turbulence, thereby altering the sea breeze structure. The impact of 
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surface characteristics on the sea breeze can be further convoluted over coastal urban 

regions with urban heat island and complex building geometry (Hu and Xue, 2016). 

Therefore, further sensitivity experiments of the sea breeze over coastal urban regions 

could be particularly beneficial for coastal megacities (e.g., Luanda, Panama, Kuala 

Lumpur). In summary, better representation of the near‐surface wind fields (which 

current numerical weather prediction struggles with; e.g., Crook and Sun, 2004; 

Hong, 2003; Spark and Connor, 2004), and utilization of an interactive land‐surface (e.g., 

Holtslag et al., 2013), are possible avenues for improving sea breeze forecasts. 

2. Warmer boundary layer potential temperature leading to higher CAPE produces deep 

convection along the sea breeze whereas inversion layer strength has more of an impact 

on whether the convection remains primarily shallow. This result highlights the need to 

better represent convective instability of both near‐surface and the entire tropospheric 

column if we are to predict coastal convection and resulting aerosol transport properly. In 

order to do this, attention should be given to improving both our representation of 

environmental specific humidity as well as surface processes. 

3. Significant parameter interactions are found to be important to the maximum updraft in 

the shallow regime. This underscores the importance of further investigating the 

interactions between the environmental parameters that control the intensity of the sea 

breeze‐initiated convection. 

This study identifies the key parameters impacting tropical sea breeze and associated 

convective activities, and subsequently hints which properties warrant further investigation. To 

enhance the process‐level understanding, future studies can build on this study focusing on the 

feedback mechanisms involving aerosol‐cloud‐land surface interactions. 
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CHAPTER 3: ENVIRONMENTAL MODULATION OF AEROSOL IMPACTS ON 

TROPICAL SEA BREEZE CONVECTION 

 

 

 

3.1 Introduction 

During the day, differential heating over land and ocean surfaces induces a thermally 

driven sea breeze circulation. Diurnally recurring sea breeze convection is a key contributor to 

rainfall in the tropics (e.g., Yang and Slingo, 2001; Laing et al., 2011; Wang and Sobel, 2017; 

Natoli and Maloney, 2019; Riley Dellaripa et al., 2020). Given increasing populations within 

coastal regions (United Nations Atlas of the Oceans http://www.oceansatlas.org) and the possible 

changes in precipitation in a changing climate (Chou et al., 2009; O’Gorman, 2012; Kendon et 

al., 2014; Tharammal et al., 2017), enhancing our understanding of the responses of sea breeze 

convection to various environmental parameters is critical. To this end, several extensive efforts 

have been made into determining those environmental factors that support and enhance the 

development of sea breeze convection (Crosman and Horel, 2010; Igel et al., 2018; Miltenberger 

et al., 2018a, 2018b; Park et al., 2020). However, as numerous environmental parameters coexist, 

covary, and interact with one another within sea breeze regimes, accurate representations of sea 

breeze convection within numerical weather prediction models remain challenging. 

Collocated with a continuous increase in the coastal human population, a rise in aerosol 

emissions due to anthropogenic activities and biomass burning (Andreae et al., 2004; Reid et al., 

2012; Wang et al., 2013) can further complicate the behavior of sea breeze convection through 

radiative, microphysical, and dynamical feedback processes. Firstly, some aerosol particles can 

serve as cloud condensation nuclei (CCN) depending on their size and composition. When the 

number concentration of CCN is increased, so is the competition for available water vapor 
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among cloud droplets. As a result, a greater number of smaller cloud droplets are formed 

(Twomey and Squires, 1959), thereby increasing the cloud albedo (Twomey, 1974) and the 

longevity of the cloud (Albrecht, 1989), the so called first and second aerosol indirect effects.  

 It has been postulated in the literature that increased aerosol concentrations may 

strengthen deep convective updrafts through aerosol-induced convective invigoration. In these 

studies it has been proposed that as a greater number of smaller cloud droplets form under 

conditions of enhanced aerosol loading, the warm rain process is suppressed, and the cloud 

droplets are lifted above the freezing level. Once these droplets freeze, they release latent 

heating, thereby making clouds more buoyant and potentially strengthening updrafts. This 

process, which takes place in the mixed phase regions of clouds, is often referred to as cold 

phase invigoration and has been reported in both observational and modeling studies (e.g., 

Andreae et al., 2004; Khain et al., 2005; van den Heever et al., 2006; Rosenfeld et al., 2008). 

Under increased aerosol loading, the condensational growth rate of the population of more 

numerous smaller cloud droplets increases due to the increased exposed total droplet surface 

area, thereby releasing more latent heating and enhancing convective updrafts. These warm-

phase aerosol-cloud dynamical feedbacks have collectively been termed condensational 

invigoration (Kogan and Martin, 1994; Seiki and Nakajima, 2014) or warm phase invigoration 

(Fan et al., 2018), and have been demonstrated in several warm-cloud studies (Kogan and 

Martin, 1994; Pinsky et al., 2013; Seiki and Nakajima, 2014; Koren et al., 2014; Saleeby et al., 

2015; Sheffield et al., 2015). Several studies of deep convection have also reported 

condensational invigoration within warm-phase updrafts (Wang, 2005; Fan et al., 2007, 2018; 

Lee et al., 2008; Storer and van den Heever, 2013; Chen et al., 2017; Lebo, 2018). 
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While the convective invigoration theories have proposed stronger updrafts and heavier 

precipitation for convective clouds developing within enhanced aerosol loading environments, 

several studies have presented conflicting results. This lack of consensus of aerosol impacts on 

deep convection has been attributed to aspects including the cloud types (Seifert and Beheng, 

2006; van den Heever et al., 2011), the storm life cycle (van den Heever et al., 2006), the 

covariation of aerosol properties with meteorological conditions (Varble et al., 2018; Posselt et 

al., 2019), and the different models (Stevens et al., 2018; Marinescu et al., 2020). Others also 

have found a modulation of aerosol impacts by the environment. Khain et al. (2008) showed that 

precipitation responses to enhanced aerosol loading vary depending on the relative humidity of 

the environment, as it affects the dominant terms between generation and the loss of the 

condensate mass. Tao et al. (2012) also demonstrated that precipitation may increase, decrease, 

or remain the same under enhanced aerosol loading due to environmental modulation. The 

impacts of a variety of environmental parameters on aerosol-cloud relationships have also been 

examined in both observational and modeling studies and include a focus on environmental 

conditions such as convectively available potential energy (CAPE, Lee et al., 2008; Storer and 

van den Heever, 2010), moisture (Grant and van den Heever, 2015; Khain et al., 2005, 2008; Tao 

et al., 2007), and wind shear (Fan et al., 2009; Lebo and Morrison, 2014; Marinescu et al., 2017). 

Aerosol particles can also interact directly with radiation, through scattering and/or 

absorption, in what are referred to aerosol direct effects. As a result, surface energy budgets, 

including shortwave and longwave radiation, and the surface sensible and latent heat fluxes, can 

be impacted by the presence of aerosols. A number of modeling studies have highlighted the 

importance of considering both the radiative and microphysical effects of aerosol particles on 

interactive land surfaces and the resulting development of the boundary layer and convective 
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clouds. For instance, Yu et al. (2002) found that reduced surface sensible heat fluxes due to 

scattering aerosols cool the lower troposphere, suppress the boundary layer development, and 

enhance the capping inversion. Niyogi et al. (2007) suggested that this aerosol-radiation-land 

surface feedback process reduces CAPE and thus suppresses precipitation. Saide et al. (2015) 

also reported the enhancement of the capping inversion, where the impacts of biomass burning 

smoke on tornadic environmental conditions were examined. Jiang and Feingold (2006) also 

considered a coupled aerosol-cloud-radiation-land surface framework in large-eddy simulations 

and found that shallow over-land convection becomes weaker as a result of aerosol direct effects. 

Their results suggest that neglecting aerosol-radiation-land surface interactions may result in the 

overestimation of aerosol impacts on over-land convection. From these studies, it is clear that 

there are intricate links between aerosol-radiation interactions, with potential subsequent 

feedbacks to the environment and developing convection.  

Examining both the radiative and microphysical impacts of aerosol particles on 

convective updrafts and precipitation under a wide range of environmental conditions, including 

both those in the atmosphere and those governing the land surface, is therefore fundamental to 

bolstering our understanding of aerosols on cloud systems and the environments in which they 

form. The primary goals of this study are therefore twofold. The first goal is to investigate both 

direct and indirect effects of aerosols on the over-land convection developing in association with 

tropical sea breeze flow regimes. The second goal is to determine whether and how these 

convective responses to enhanced aerosol loading may vary as a function of the environment. 

To achieve our stated goals, we need to examine these aerosol-cloud interactions within a 

fully interactive aerosol-radiation-cloud-land surface framework and under a wide range of 

different tropical sea breeze environments. This is accomplished through the use of idealized 
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numerical simulations in which we investigate the impact of varying aerosol number 

concentrations on the characteristics of sea breeze convection that develops under 130 different 

initial environmental conditions. More specifically, we extend Park et al. (2020) in which we 

assessed the relative importance of ten different thermodynamic, wind, and surface properties on 

the sea breeze convection under a relatively pristine aerosol scenario, by including polluted 

conditions (where by “polluted” we simply mean increased aerosol loading and are not 

specifically referring to anthropogenic aerosols). Conducting the additional suite of 130 tropical 

sea breeze simulations under a relatively polluted scenario allows us to assess the role of 

radiatively and microphysically active aerosols on the sea breeze convection, and how these 

aerosol effects may vary as a function of the 130 different sea breeze environments represented 

here. We then explicitly investigate how the convective responses to enhanced aerosol loading 

change when aerosol direct effects are excluded by conducting two smaller ensembles, one 

polluted and one clean, that are comprised of the 12 initial conditions that produce deep 

convection in the original pristine ensemble, and in which aerosol-radiation interactions are now 

excluded. 

  Detailed experiment design, model configuration, and analysis methodologies are 

demonstrated in Section 3.2. Section 3.3 describes the development of sea breeze and over-land 

convection ahead of and along the sea breeze. The overall differences between pristine and 

polluted ensembles in terms of radiation and associated convective environments are then shown 

in Section 3.4. In Section 3.5, changes in convective responses represented by cloud top heights, 

updraft velocities, and surface precipitation with enhanced aerosol loading are discussed. The 

impacts of eliminating the aerosol direct effect on convective responses are explicitly addressed 
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in Section 3.6. The environmental modulation of the various aerosol impacts on sea breeze 

convection is simultaneously examined throughout Sections 3.4, 3.5 and 3.6.  

 

3.2 Experiment design and analysis methodologies 

3.2.1 RAMS model configuration and experimental setup 

Ensembles of idealized numerical simulations of tropical sea breezes are conducted using 

the Regional Atmospheric Modeling (RAMS) version 6.2.08 (Cotton et al., 2003; Saleeby and 

van den Heever, 2013). Idealized simulations are sufficiently complex to capture the systems of 

interest but sufficiently simple to allow for the isolation and evaluation of the critical physical 

processes at play, without the addition of unnecessary confounding factors in more complex 

case‐study simulations. As our focus is on tropical sea breeze convection, the idealized 

simulations are initialized using conditions that are representative of equatorial coastal rainforest 

regions, such as the Cameroon rainforest region (Grant and van den Heever, 2014).  

The RAMS model configuration is identical to that used in Park et al. (2020) and is 

summarized in Table 3.1. The three-dimensional non-rotating (* = 0 s-1) domain is comprised of 

150×1500×57 grid points. Since our focus is the sea breeze over equatorial tropics, the latitude 

which influences sea breeze's inland extent via its impact over the Coriolis parameter is not 

perturbed here as one of the parameters. The horizontal grid spacing is 1 km, and a 100-m 

vertical grid spacing near the surface is vertically stretched to 1 km near the model top. With this 

spatial resolution the structure of the sea breeze circulation and associated convective clouds are 

well represented. Each simulation is run from 0000 Local Time (LT) for 24 h using a 3-s time 

step. Output files are saved every 10 minutes. Lateral boundary conditions are open-radiative 

(Klemp and Wilhelmson, 1978) in the zonal direction and periodic in the meridional direction. 
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Convection is initiated through the use of random potential temperature perturbations of 0.1 K in 

amplitude that are initially introduced within the lowest 500 m of the atmosphere. We also 

employ Smagorinsky (1963) deformation-K closure turbulence parameterization with stability 

modifications by Lilly (1962) and Hill (1974). 
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Table 3.1. RAMS model configuration 
Model Aspect Setting 

Grid 

Arakawa C grid (Mesinger and Arakawa, 1976) 

Single grid 

1500 points×150 points, ∆# = ∆% =1 km 

57 vertical levels, ∆& =100 m lowest level stretched to ∆& = 1 km aloft  

Integration 24 hr, ∆' = 3s 

Boundary 

conditions 
Zonally open-radiative (Klemp and Wilhelmson, 1978), meridionally periodic  

Initialization 

• 130 horizontally homogeneous thermodynamic and wind profiles where the 
following parameters are simultaneously perturbed within the indicated value 

ranges (Igel et al., 2018; Park et al., 2020):  

(1) boundary layer potential temperature, [285, 300] K 
(2) boundary layer relative humidity, [75, 95]% 

(3) boundary layer height, [100, 1000] m 

(4) inversion layer strength, [1, 15] K km-1 

(5) inversion layer depth, [100, 1000] m 

(6) zonal wind speed without vertical shear, [−5, 5] m s-1 

(7) temperature difference between the sea surface and the lowest model 

level atmosphere [−10, 10] K 

(8)  horizontal gradient of sea surface temperature [−0.02, 0.02] K km-1 

(9) temperature difference between the land surface and the lowest model 

level atmosphere [0, 10] K 

(10) soil saturation fraction, [0.1, 0.9] 

• Random potential temperature perturbations within the lowest 500 m of the 
domain with a maximum perturbation of 0.1 K at the surface are used to 

initiate convection 

Radiation 
• Two-stream, hydrometeor-sensitive (Harrington, 1997) 

• Updated every 60s 

Turbulence  Smagorinsky (1963) deformation K with stability modifications (Hill, 1974) 

Surface 
Land 

• Two-way interactive Land‐Ecosystem‐Atmosphere‐Feedback version 3 

(LEAF‐3, Walko et al., 2000) 

• Evergreen broadleaf tree with 90% vegetation fraction 

• 11 vertical soil levels with sandy clay loam  

Ocean Non-interactive, with fixed temperature and horizontal temperature gradient 

Microphysics 

Double‐moment bin‐emulating bulk scheme with eight hydrometeors (Walko et 

al., 1995; Meyers et al., 1997; Saleeby and Cotton, 2004; Saleeby and van den 

Heever, 2013) 

Aerosol treatment 

• Ammonium sulfate aerosols available to act as CCN (Saleeby and van den 
Heever, 2013) 

o Exponentially decreasing number concentration with height from the 

surface; pristine = 500 mg-1, polluted = 2000 mg-1  
o Single mode, log-normal distribution 

o Sources and sinks 

• DeMott et al. (2010) ice nucleation  
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RAMS is coupled to the Land-Ecosystem-Atmosphere Feedback version 3 (LEAF-3), a 

fully interactive soil-vegetation-atmosphere parameterization (Lee, 1992; Walko et al., 2000). To 

simulate an idealized sea breeze circulation, two different surfaces, one land and one ocean, are 

separated by a straight coastline located at the center of the domain. In our idealized setup, which 

is representative of tropical coastal rainforest similar to equatorial Africa, the western half of the 

domain is the land region and is specified to be a rainforest with evergreen broadleaf trees and 

sandy clay loam soil type (Grant and van den Heever, 2014). The eastern half of the domain is 

the ocean, and the horizontal gradient of the sea surface temperature is kept fixed throughout the 

simulation. The relative location of land and ocean is chosen arbitrarily and could have just as 

easily been the other way around.  

RAMS contains a two-moment bulk microphysics parameterization (Meyers et al., 1997; 

Saleeby and Cotton, 2004, 2008; Saleeby and van den Heever, 2013) that prognoses the number 

concentration and mass mixing ratio of eight hydrometeor classes: cloud, drizzle, rain, pristine 

ice, snow, aggregates, graupel, and hail. Each hydrometeor class is represented by a generalized 

gamma distribution function. The RAMS microphysics emulates a bin microphysics 

parameterization for a number of different microphysical processes by utilizing lookup tables 

generated offline through the use of Lagrangian parcel bin model calculations, including aerosol 

activation (Saleeby and Cotton, 2004), droplet collection (Feingold et al., 1988), and 

sedimentation (Feingold et al., 1998). A two-stream radiation parameterization (Harrington, 

1997), which interacts with hydrometeors, is called every 60 seconds.  

All of the simulations are initialized with horizontally homogeneous thermodynamic and 

wind profiles. As described in Park et al. (2020), we make use of 130 different initial 

environmental conditions, where ten different lower-tropospheric thermodynamic, wind, and 
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surface properties are simultaneously perturbed across a range of values representative of 

tropical, equatorial regions. These perturbed initial conditions are designed to investigate the 

impacts of different environmental parameters on the sea breeze structure and convective 

intensity. For the lower-tropospheric thermodynamic properties, five parameters defining the 

structure of the boundary layer and inversion layer are considered: (1) the boundary layer 

potential temperature; (2) boundary layer relative humidity; (3) boundary layer height; (4) 

inversion layer depth; and (5) the inversion layer strength. The upper tropospheric 

thermodynamic profiles above the boundary layer are identical for all 130 initial conditions. The 

initial zonal wind speed without vertical shear is also considered and represents the sixth 

environmental factor examined. Finally, sensitivity to the variations in the surface characteristics 

are also examined including: (7) the soil saturation fraction; (8, 9) the temperature difference 

between land/ocean surface and the atmospheric temperature at the lowest model level; and (10) 

the horizontal gradient of sea surface temperature. The ranges of the ten parameters tested are 

based on previous studies, are shown in Table 3.1 and are the same as those used by Igel et al. 

(2018) and Park et al. (2020). These ten parameters are perturbed using the maximin Latin 

Hypercube sampling method (Morris and Mitchell, 1995) to ensure optimal coverage of the 10-

dimensional parameter space with a minimum number of parameter combinations and hence the 

minimum number of simulations (which is 130 simulations in each of the ensembles conducted 

here).  

The aerosol type utilized in this study is restricted to single-mode, submicron, ammonium 

sulfate for simplicity, following Grant and van den Heever (2014). We chose ammonium sulfate 

due to its ubiquity in the atmosphere and its ability to serve as CCN due to its high solubility.  

While the vertically varying aerosol field is initialized horizontally homogeneously, aerosol 
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particles are allowed to be redistributed via advection, convection, and nucleation following the 

initialization. Aerosol sources and sinks, including the return of aerosols to the environment 

following evaporation, are all incorporated (Saleeby and van den Heever, 2013), and 

heterogeneous nucleation of ice is parameterized following DeMott et al. (2010).  

Four different ensembles of idealized simulations with different aerosol conditions are 

performed. The name and description of each of the ensembles are summarized in Table 3.2. 

Here, "r" refers to aerosol-radiation interactions, and "On" means aerosol particles are allowed to 

interact with radiation. The rOn-500 ensemble was the suite of simulations examined in Park et 

al. (2020).  

First, to examine the impacts of increasing the aerosol loading on sea breeze convection, 

two initial aerosol number concentrations that exponentially decrease with height are carried out 

for relatively pristine and polluted scenarios. A maximum concentration of 500 mg-1 and 2000 

mg-1 at the surface (Figure 3.1) represents the pristine conditions (also referred to as ensemble 

rOn-500) and the polluted (also referred to as ensemble rOn-2000) conditions, respectively. We 

shall use the terms “pristine” and “rOn-500”, and “polluted” and “rOn-2000” interchangeably 

throughout this manuscript to refer to these conditions. These aerosol concentrations are chosen 

based on observations made in equatorial Africa (Andreae et al., 1992; Kacarab et al., 2020). It is 

important to note that while 130 different initial conditions are implemented in each ensemble, 

that each ensemble utilizes the same 130 different initial conditions, thereby facilitating direct 

comparisons between the corresponding ensemble pairs.  

Table 3.2. The naming convection and descriptions of four different ensembles. 

Name Aerosol loading 
Aerosol-radiation 

interactions 

Total number of 

simulations 
Color 

rOn-500 pristine, 500 mg-1 
On 

130 Blue 

rOn-2000 polluted, 2000 mg-1 130 Red 

rOff-500 pristine, 500 mg-1 
Off 

12 Light blue 

rOff-2000 polluted, 2000 mg-1 12 Light red 
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Figure 3.1. Initial number concentration of ammonium sulfate for the pristine (blue line, 500 mg-

1 at the surface, rOn-500 and rOff-500) and polluted (red line, 2000 mg-1 at the surface, rOn-

2000 and rOff-2000) model ensembles. 

 

Secondly, to examine the impact of aerosol indirect effects on deep convective 

development, aerosol-radiation interactions are turned off for two additional, much smaller 

ensembles comprised only of those 12 simulations in rOn-500 that produce deep convection. 

These ensembles are referred to as rOff-500 and rOff-2000. While aerosol particles are allowed 

to interact with radiation in rOn-500 and rOn-2000, aerosol-radiation interactions are turned off 

for rOff-500 and rOff-2000. It is important to note that radiation is always fully interactive with 

the microphysics in all four of the ensembles analyzed here.  

 

3.2.2 Analysis methodology 

As with Park et al. (2020), we apply an advanced statistical algorithm developed by Lee 

et al. (2011) and Johnson et al. (2015) that includes statistical emulation (O’Hagan, 2006) and 
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variance-based sensitivity analysis (Saltelli et al., 2000), over the ten-dimensional parameter 

input parameter space. Due to its computational efficiency, this advanced statistical algorithm 

has been utilized in several modeling studies (Feingold et al., 2016; Igel et al., 2018; Glassmeier 

et al., 2019; Marshall et al., 2019; Wellmann et al., 2018, 2020; Park et al., 2020) that quantify 

the sensitivity of numerical model responses to a range of input parameters.  

This advanced algorithm incorporates the Gaussian process emulation (O’Hagan, 2006; 

Rasmussen and Williams, 2006) to build a statistical surrogate representation of complex cloud-

resolving model responses of the parameters of interest. Over the ten-dimensional parameter 

space, the emulator estimates the cloud-resolving model responses at untried input parameter 

combinations, thereby densely sampling the output of interest and thus allowing us to understand 

the relationship between the perturbed input parameter and output responses without having to 

conduct simulations representative of each set of perturbed parameters. We can then quantify the 

relative importance of the perturbed input parameters on the output of interest via variance-base 

sensitivity analysis. Further details of how this approach was used to determine the predominant 

environmental factors impacting tropical equatorial sea breeze convection are included in Park et 

al. (2020). We now begin our analysis by examining the morphology of the convection that 

develops within the pristine and polluted ensemble of simulations in which aerosol-radiation 

interactions are turned on.  

 

3.3 Basic description of the sea breeze simulations 

In this section, an overview of the convective morphology and development within our 

tropical sea breeze simulations is provided. After sunrise (0600 LT), the sea breeze circulation 

becomes evident, and convergence along the leading edge of the sea breeze is evident at the 
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coastline, where the highest land-sea thermal contrast is established. Throughout the daytime, 

and even shortly after sunset (1800 LT), the sea breeze continues to propagate further inland, in 

keeping with our knowledge of such baroclinic circulations. Lines of convective clouds form 

over land between 1200–1800 LT along the sea breeze convergence line (Figure 3.2). The sea 

breeze is observed to develop in all 260 simulations of the rOn-500 and rOn-2000 ensembles 

(130 simulations in each ensemble), the location of which is detected at every output timestep 

using an identification algorithm developed by Igel et al. (2018). 

 
 

Figure 3.2. Examples of the convective morphologies observed in the rOn-2000 ensemble where 

the sea breeze‐initiated convection is (a) shallow (Test 14) and (b) deep (Test 27) at 16:00 LT. 

White isosurfaces are where total condensate, with the exception of for rain, is 0.1 g kg−1, and 

dark blue isosurfaces are where rain mixing ratio is 0.1 g kg−1. The shaded contours at the 



 64 

surface are density potential temperature (K; Emanuel, 1994) at the lowest model level. Only a 

520 km×130 km subset of the domain is displayed here. 

 

Two types of over-land convection are evident between 1200–1800 LT. Ahead of the 

leading edge of the sea breeze, boundary layer heating and mixing induce boundary layer 

convection, whereas along the leading edge of the sea breeze, where low-level air parcels get 

lifted to the level of free convection through low-level convergence, sea breeze-initiated 

convection occurs. Figures 3.2a display an example rOn-2000 simulation, where both the 

boundary layer convection ahead of the sea breeze, as well as shallow (cloud top heights < 4 km 

AGL) sea breeze-initiated convection are evident. In this case, while both of these modes of 

convection remain shallow, the sea-breeze initiated convection is characterized by slightly 

deeper clouds and stronger updrafts than the boundary layer convection forming ahead of this 

line. Deep convection (cloud top heights > 7 km AGL) may also form along the sea-breeze 

convergence zone (Figure 3.2b). In these cases, it is accompanied by significantly heavier 

precipitation and stronger updrafts than those associated with the sea breeze-induced shallow 

modes. These different modes of convection that develop depend on the 130 prescribed initial  

environmental conditions. We now turn our attention to the way in which aerosols may impact 

the convective environments and subsequent convective development.  

 

3.4 Aerosol impacts on radiation and associated environmental characteristics 

In order to examine the impacts of aerosols on the convective environment, we first 

examine the effects of varying aerosol concentrations on the surface radiation budget. 

Ammonium sulfate aerosols are expected to scatter radiation but not strongly absorb it (Atwood 

et al., 2017). Therefore, the longwave direct effect is expected to be minimal. The aerosol direct 
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effects are therefore addressed by analyzing the differences in surface downwelling shortwave 

and upwelling longwave radiation between rOn-500 and rOn-2000 for clear-sky columns. For 

clear-sky columns, we have assumed that the total condensate mixing ratio is smaller than 0.01 g 

kg-1 at all vertical levels. For all 130 corresponding pairs of simulations of the rOn-500 and rOn-

2000 ensembles, as the aerosol number concentrations are increased between the ensembles, the 

downwelling shortwave radiation decreases throughout the atmosphere over land (Figure 3.3a) 

and ocean (Figure 3.3b), with the maximum difference occurring at the surface (not shown). The 

daytime-averaged (0600–1800 LT) surface shortwave radiation difference between rOn-500 and 

rOn-2000 is 81.2 W m-2 for the ensemble average, with a standard deviation of 6.5 W m-2.  

The surface upwelling longwave radiation (Figures 3.3c and 3.3d) subsequently responds 

to the aerosol-induced changes in incoming solar radiation. Due to the much lower heat capacity 

of the land surface compared to the ocean surface, the longwave emission significantly decreases 

over the land surface as it rapidly responds to the reduction in shortwave radiation in the polluted 

ensemble. With less surface upwelling longwave radiation, the interactive land surface and the 

air above it, become cooler (Figure 3.3e) with enhanced aerosol loading. Over the ocean regions, 

the SST is fixed throughout the simulation. As such, the potential temperature of the lowest level 

air does not change significantly over the ocean since the longwave radiation remains almost the 

same (Figure 3.3f). However, even if the SST had been allowed to vary, the upwelling longwave 

radiation from the ocean surface would not respond as quickly to the aerosol-induced reduction 

in shortwave radiation as that over the land surface, given the higher heat capacity of the ocean. 

As a result, the ensemble-mean surface temperature difference between the ocean and the land  
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Figure 3.3. Time series of the ensemble-mean (a,b) surface downwelling shortwave radiation, 

(c,d) surface upwelling longwave radiation, and (e,f) lowest model level potential temperature 

over land (left column, brown lines) and ocean (right column, blue lines). Solid and dashed lines 

denote rOn-500, and rOn-2000, respectively. 
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Figure 3.4. Time series of the ensemble-mean land surface (a) sensible heat flux and (b) latent 

heat flux, spatially averaged from western domain edge to the 50 km ahead of algorithm-

identified sea breeze front, for the rOn-500 (blue) and rOn-2000 ensembles (red).   

 

would therefore be less in the polluted case when compared with the pristine case (Figures 3.3e 

and 3.3f). This has implications for the land-sea temperature difference in pristine versus 

polluted conditions, and hence for the strength of the sea breeze circulation itself. The 

implications of this are discussed in more detail below.   

The aerosol-induced reduction in incoming solar radiation reaching the surface also 

impacts the surface fluxes. Figure 3.4 displays the temporal evolution of the surface sensible and 

latent heat fluxes of the environment ahead of the sea breeze front, averaged over all 130 

simulations in each ensemble. Both the ensemble-mean sensible (~19%) and latent (~15%) heat 

fluxes are reduced in rOn-2000 compared with rOn-500 due to the enhanced aerosol scattering 

throughout the 0600–1800 LT. This reduction in incoming solar radiation and associated surface 

fluxes responses due to enhanced aerosol loading is in good agreement with the findings from 

previous studies (Yu et al., 2002; Koren et al., 2004; Feingold et al., 2005; Jiang and Feingold, 

2006; Zhang et al., 2008; Grant and van den Heever, 2014).  Such a reduction in sensible and 

latent heating will, in turn, negatively impact the convective boundary layer by limiting the 
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heating and moistening of this layer. The surface-based mixed layer depth, defined here as the 

level above the surface at which the vertical gradient of the potential temperature first exceeds 2 

K km-1, decreases in rOn-2000 due to the reduction in surface sensible heat flux and associated 

turbulent mixing. The percentage difference of the mean surface based-mixed layer depth ahead 

of the sea breeze front between rOn-500 and rOn-2000 is shown in Figure 3.5a, where it is 

evident that the mixed layer is shallower in the polluted ensemble by 1.6% to 23% when 

compared with the pristine ensemble.   

 
 

Figure 3.5. The percentage difference between the rOn-500 and rOn-2000 ensembles for (a) the 

surface-based mixed layer depth averaged from the western domain edge to 50 km ahead of the 

algorithm-identified sea breeze front between 1200–1800 LT and (b) the maximum sea breeze 

inland extent. The numbers on the horizontal axis refer to the arbitrarily identified simulation 

identities. 
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The results of this section indicate that two of the three convective  (Doswell, 1987), 

lower-tropospheric moisture (as represented by the latent heat fluxes) and instability (as 

represented by the mixed layer depth), become less favorable for convective development in 

rOn-2000 compared with rOn-500, as a result of the aerosol-induced reduction of incoming solar 

radiation. The third convective ingredient is lift (Doswell, 1987), which in these simulations is 

provided by the differential heating over the land and ocean surfaces and the convergence along 

the sea breeze front. To first order, the faster the sea breeze moves, the further inland the sea 

breeze travels, the stronger the convergence along the sea breeze front, and hence the greater the 

lift. Here we therefore examine the maximum inland extent of sea breeze front as an indicator of 

sea breeze intensity and hence lift (Figure 3.5b). The maximum inland extent of the sea breeze 

front is identified as the last location of the sea breeze front detected by the sea breeze front 

algorithm (Igel et al., 2018). The percentage difference of the maximum sea breeze inland extent 

between the polluted and pristine ensembles varies from −2% to −53%, and it is evident from 

Figure 3.5b that the sea breeze extent is less in rOn-2000 than rOn-500 for each and every one of 

the ensemble pairs.  

The weakening of the sea breeze circulation and associated inland extent is attributed to 

the reduced land-sea thermal contrast. As discussed above, the reduction in downwelling 

shortwave radiation at the surface and the subsequent changes in surface upwelling longwave 

radiation which regulates surface temperature, lead to the cooler land surface in the polluted 

ensemble. With fixed SSTs and hence near-surface temperatures in rOn-500 and rOn-2000, the 

lower land surface temperature in rOn-2000 results in a weaker thermal gradient between the 

land and ocean surfaces, producing weaker lifting via sea breeze convergence. As the thermal 

gradient between the land and ocean is the primary driver of sea breeze circulation, the baroclinic 
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circulation weakens in the polluted ensemble, and hence the sea breeze extent, intensity and 

convergence all weaken as the aerosol loading is enhanced. It is therefore evident from these 

results that the third element of convection, lift, which is provided by the sea breeze convergence 

and thermal buoyancy, is also reduced in rOn-2000 when compared with rOn-500. As all three 

convective ingredients (moisture, instability, and lift) are reduced in the presence of enhanced 

aerosol loading due to the aerosol direct effect, we could therefore expect the presence of 

increased aerosol concentrations to reduce the intensity of the sea breeze deep convection in the 

absence of all other aerosol effects. We investigate this in more detail in the next section.  

A similar result in which the three convective ingredients are reduced with enhanced 

aerosol loading was observed in Grant and van den Heever (2014). However, in that study, they 

only utilized one set of initial environmental conditions. Therefore, one might question whether 

such findings are applicable to other environmental conditions. Since rOn-500 and rOn-2000 

each have 130 different initial conditions (remember that while the 130 initial conditions are 

different within each ensemble, each ensemble does have matching environmental pairs; see 

Section 3.2.1), these results suggest that the weakening of sea-breeze induced convection under 

enhanced aerosol loading observed by Grant and van den Heever (2014) is indeed robust in that 

the same results have been found to occur for the wide range of environmental conditions 

represented in these 130 pairs of pristine and polluted ensembles. 

 

3.5 Impacts of enhanced aerosol loading on over-land convection 

In the previous section, we demonstrated that the three convective ingredients, moisture, 

instability, and lift, are weakened near the surface in the polluted ensemble, when compared with 

the pristine ensemble, due to the direct impacts of the enhanced aerosol loading on incoming 
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solar radiation. Now we seek evidence of the impacts of increased aerosol number concentrations 

on the intensity of over-land convection within tropical sea breeze flow regimes as a result of 

both the direct and indirect aerosol effects. More specifically, we investigate the impacts of 

enhanced aerosol loading on cloud top heights, convective updraft velocities, and precipitation, 

all of which are common indicators of convective intensity (e.g., Nesbitt and Zipser, 2003).   

 

3.5.1 Cloud top heights 

First, we examine the impacts of aerosol loading on cloud top height by analyzing the following: 

(1) the frequency distribution of the low (cloud top height < 4 km AGL), middle (4–7 km AGL), 

and deep (> 7 km AGL) clouds and (2) the maximum cloud top height. To identify cloud top 

heights, we start at the top of each model column and sample downwards until reaching the first 

level where the cloud water mixing ratio (the summation of cloud liquid water and pristine ice) 

exceeds 0.1 g kg-1. This level is then regarded as the convective cloud top height, and as such, we 

do not take into account those situations in which there may be multiple different cloud levels in 

a column. The cloud top heights are sampled over land between 1200–1800 LT. As presented in 

Park et al. (2020) and displayed in Figure 3.6a, the vast majority of ensemble members in the 

rOn-500 ensemble are dominated by low clouds (cloud tops less than 4 km AGL). This low 

cloud dominance is also observed for the rOn-2000 ensemble (Figure 3.6b). Low clouds are the 

only mode to develop in 104 and 111 of 130 simulations in rOn-500 and rOn-2000, respectively. 

It is also interesting to note that there are two cases in rOn-2000 where no clouds develop 

(Test58 and Test61). The absence of cloud water with enhanced aerosol loading in these two 

cases appears to be due to their stronger (14.5 and 12.7 K km-1) and deeper (965 and 714 m) 

inversion layers and cooler (289.7 and 286.0 K), drier (78.9 and 77.7%), and shallower (239 and 
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309 m) boundary layers in the initial conditions (fifth row in Table 3.1).  While initial conditions 

are identical between rOn-500 and rOn-2000, with enhanced aerosol scattering, the low-level 

atmosphere is less unstable in rOn-2000, as discussed in Section 3.4. The aerosol enhanced 

stability in these cases appear to be sufficient to offset the initial environmental instability, 

resulting in no moist convective cloud development. 

 
Figure 3.6. Cumulative frequency of low cloud (cloud top heights < 4 km AGL) occurrence in 

(a) rOn-500 and (b) rOn-2000; (c) maximum cloud top height (km) between 1200–1800 LT over 

land; (d) percentage differences of maximum cloud top height between rOn-500 and rOn-2000. 

Note that simulations with 100% low cloud frequency (recalling that these are cumulative 

frequencies) are not indicated in (a) and (b) for the sake of clarity and that those columns without 

dots are therefore those simulations which only have clouds with cloud tops less than 4 km AGL. 
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The overall suppression of over-land convection in rOn-2000 when compared with rOn-

500 is evident in the maximum (Figure 3.6c) cloud top heights, as well as the percentage 

difference in the maximum cloud top height (Figure 3.6d), where the maximum cloud heights are 

always less in rOn-2000 than in rOn-500, except for two deep convective cases (Test79 and 

Test104). Furthermore, Figure 3.6c demonstrates that while there are 12 cases with deep 

convection in rOn-500, only 7 of these 12 cases have deep convection when the aerosol loading 

is enhanced in rOn-2000. This suppression of deep convection in rOn-2000 also directly 

corresponds with the cases where the low cloud fraction in rOn-2000 is higher than in rOn-500 

(Figure 3.6a). The reasons for the suppression of deep convection will be further discussed in 

Section 3.6.1. 

As mentioned above, Test79 and Test104, are the only two cases in which the maximum 

cloud top heights are higher in the polluted ensemble compared with their corresponding 

counterparts in the pristine ensemble. In these two cases, updrafts become stronger with 

enhanced aerosol loading above the freezing level, as will be discussed in Section 3.6.2 below.   

 

3.5.2 Convective updraft velocities 

In order to better understand the dynamical response of convection to enhanced aerosol 

loading, updrafts developing between 1200 and 1800 LT over land with velocities greater than 1 

and 5 m s-1 are analyzed. The maximum updraft velocity (Figure 3.7a) represents the intensity of 

the most vigorous over-land convection. The strongest updrafts in all of the simulations of both 

ensembles are always found along the sea breeze front, irrespective of whether the convection is 

shallow or deep in this region. The mean (Figure 3.7b) and lower percentiles (25th, 50th, 75th, 

95th) of the updraft velocities (Figure 3.7c–f), on the other hand, include the boundary layer 
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convection signal. As demonstrated by Park et al. (2020), the 50th percentile (median) updraft 

velocities is an appropriate metric with which to differentiate between the sea breeze convection 

and the boundary layer convection, and we therefore employ that approach here too.  

 
Figure 3.7. The (a) maximum, (b) mean, (c–f) 95, 75, 50, and 25th percentile of updrafts 

velocities greater than 1 m s-1 over land between 1200–1800 LT in rOn-500 (blue) and rOn-2000 

(red) ensembles.   

 

In the following subsections, we seek to determine whether the key environmental 

parameters identified in Park et al. (2020) as the predominant parameters driving the convective 
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updrafts in rOn-500 are impacted by aerosol loading, and if so, why that is the case. We first 

examine the shallow and deep convective modes of the sea breeze-initiated convection, followed 

by the shallow boundary layer convection developing ahead of the sea breeze front. We examine 

these two modes separately as they are driven by different processes, with convergence along the 

sea breeze front being critical to the sea breeze induced convection, and boundary layer mixing 

driving the convection developing ahead of the sea breeze.  

 

3.5.2.1 Sea breeze-initiated convective updrafts 

When examining rOn-500, Park et al. (2020) found a sharp transition between the 

shallow and deep sea breeze-initiated convection, marked by large gradients in the maximum 

updraft velocity, which are a strong function of the initial boundary layer potential temperature. 

Due to the abrupt vertical velocity gradients between the shallow and deep convective modes, 

constructing a statistically robust emulator for the maximum updraft velocities was unfortunately 

not feasible. The same was found to be true here for the rOn-2000 simulation, and thus we have 

had to rely on other methods of analysis for the convective updraft velocities along the sea 

breeze front.  

  As shown in Figure 3.8a, the shallow and deep convective regimes are separated by 

initial boundary layer potential temperatures of 297 K for rOn-500. In other words, all of the 

deep convection simulations in the pristine ensemble have an initial boundary layer potential 

temperature greater than or equal to 297 K as a common characteristic. This temperature 

threshold is related to the control of the initial boundary layer potential temperature on mixed-

layer CAPE (Park et al., 2020). Examining the same transition between the shallow and deep 

modes in the polluted ensemble, the transition is still evident (Figure 3.8b). However, the deep 
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convection in the polluted ensemble now only occurs when the initial boundary layer potential 

temperature is greater than 299 K, 2 K greater than those in rOn-500. As demonstrated above, 

the surface temperatures are reduced in the presence of enhanced aerosol loading in the rOn-

2000 ensemble. Therefore, greater initial boundary layer potential temperatures are necessary to 

offset the aerosol-induced surface cooling in the polluted ensemble, as this provides sufficient 

environmental CAPE to support the production of deep convection along the sea breeze front.   

 
Figure 3.8. Pairwise scatterplots of the maximum updraft velocities versus the initial boundary 

layer potential temperature for the sea breeze induced convection for (a) rOn-500 and (b) rOn-

2000 
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3.5.2.2 Boundary layer convective updrafts 

The boundary layer convective clouds developing ahead of the sea breeze are now 

examined.  Unlike the sea breeze-initiated convective updrafts, constructing a robust emulator 

was possible for the mean updraft velocities of the boundary layer convection, and we can 

therefore draw on the emulator results in our analysis of the cloud updrafts. The bar graphs in 

Figures 3.9a (rOn-500) and 3.9b (rOn-2000) indicate how much of the variance in the median 

updraft velocity is explained by individual perturbations to the ten environmental parameters 

tested. Each stacked bar graph's height refers to the summation of first-order contributions from 

the ten parameters to the median updraft velocity. Any blank space remaining above the bar 

indicates the contributions made by higher-order nonlinear interactions involving multiple 

parameters. 

It is evident from the first bar graph (labelled “Overall”) in Figures 3.9a and 3.9b that the 

same two parameters, the soil saturation fraction (dark gray) and the inversion layer strength 

(pink), are the predominant contributors to the updraft velocities in rOn-500 and rOn-2000,  

although their percentage contributions differ. We first examine the role of these two parameters 

on the boundary layer convection in rOn-500 before analyzing the impacts of aerosol loading. 

Figures 3.9c and 3.9d present the mean responses of the emulator-predicted median updraft 

velocities to the soil saturation fraction and inversion layer strength. It is clear from these figures 

that drier soils and a weaker inversion layer promote more vigorous boundary layer convection.  

Interestingly, the sensitivity of the median updraft velocities to the soil saturation fraction 

(Figure 3.9c) shows three distinctive regimes: (1) moderate velocity changes for soil saturation 

fractions between 0.1–0.4; (2) large velocity changes for soil saturation fractions between 0.4–

0.6; and (3) neutral velocity responses for soil saturation fractions between 0.6–0.9. We will refer 
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to these three regimes as the DRY, MID, and WET soil moisture regimes, respectively. The 

corresponding variance-based sensitivity analyses for the boundary layer convection over these 

three different soil regimes are also presented in Figures 3.9a and b (second to fourth bar graphs).  

 
Figure 3.9. Percentage contribution to the variance of median updraft velocities in (a) rOn-500 

and (b) rOn-2000, caused by each of the 10 environmental parameters of interest over the entire 

parameter space range (first stacked bar graphs), and then over the DRY, MID, WET soil 

regimes (second to fourth stacked bar graphs). Mean responses of the median updraft velocities 

to the two-most important parameters, (c) soil saturation fraction and (d) inversion layer strength. 

Solid and dashed lines in (c) and (d) indicate mean responses of median updraft velocities of 

rOn-500 and rOn-2000, respectively. The numbers at the top of each plot in (c) and (d) indicate 

the percentage contribution of each parameter to the output variance. (e) Pairwise scatter plots of 

land-averaged surface sensible heat flux between 1200–1800 LT (W m-2) and soil saturation 

fraction. Blue and red colors indicate rOn-500 and rOn-2000, respectively. (f) is the same as (e) 

but for land-averaged latent heat flux (W m-2). Note that 130 data points in (e) and (f) have 

different values for the ten perturbed environmental parameters. 
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In order to understand the updraft velocity responses in the soil moisture regimes, one 

needs to note that the soil saturation fraction value of 0.4, which separates the DRY and MID 

soil moisture regimes, corresponds to the permanent wilting point (the minimum amount of soil 

moisture that a plants' roots require in order not to wilt) of sandy clay loam soil. Below the 

permanent wilting point, the vegetation becomes stressed, resulting in a suppression of 

transpiration and hence the release of moisture. Therefore, in the DRY soil regime (0.1–0.4), 

where the soil moisture falls below that of the permanent wilting point, the surface latent heat 

flux is suppressed, while the surface sensible heat flux increases as more of the surface heating 

goes into the sensible heat fluxes. The relatively strong sensible heat fluxes in the DRY regime 

contributes to the stronger updraft velocities observed in this regime (Figure 3.9e).  

Over the WET soil regime (0.6–0.9), the abundant evaporation and transpiration, the 

surface sensible heat flux is reduced and the surface latent heat flux is enhanced (Figures 3.9e 

and 3.9f). Furthermore, the surface sensible heat flux is no longer sensitive to the soil saturation 

fraction, as is evident in the flat gradient of the curve in Figure 3.9c, as well as in the absence of 

the soil saturation fraction contributions to the WET regime in Figures 3.9a and 3.9b (fourth bar 

graph ("WET soil"). 

In the MID soil regime, both the sensible and latent heat fluxes show the most sensitive 

response to the soil saturation fraction (Figure 3.9e and 3.9f). While the curves of median updraft 

velocities (Figure 3.9c) and surface sensible heat flux (Figure 3.9d) are similar in trend to those 

over the DRY soil regime, the slopes are steeper in the MID soil regime. As such, the relative 

importance of the soil saturation fraction is greatest in the MID soil regimes compared with the 

DRY or WET soil regimes (second to fourth bar graphs in Figures 3.9a and 3.9b). Such 
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nonlinear convective responses to soil saturation fraction have also been discussed in Drager et 

al. (2020). 

We now turn to the impacts of enhanced aerosol loading on the roles of the soil saturation 

fraction and the inversion layer strength. When comparing Figure 3.9a with 3.9b, the relative 

percentage contribution of soil saturation fraction decreases with enhanced aerosol loading from 

78% to 68%, whereas that of the inversion layer strength increases from 4% to 8%. The soil 

saturation fraction plays an important role in boundary layer convection through its control of the 

magnitude of the surface sensible and latent heat fluxes, as well as the partitioning between 

them. As discussed in Section 3.3.4, the reduction in surface downwelling shortwave radiation in 

the polluted ensemble reduces the surface longwave emission and associated surface sensible and 

latent heat fluxes and the mixed layer depth. The reduction in the percentage contributions of the 

soil saturation fraction to the updraft velocities in the polluted ensemble therefore reflects this 

reduced role of the surface fluxes and boundary layer mixing in driving the updrafts.  

Comparing the emulator-predicted median updraft in rOn-500 and rOn-2000 (Figures 3.9c and 

3.9d), and hence between the pristine and polluted conditions, the trends in the relationship 

between the soil saturation fraction and the updraft velocities are the same, but median updrafts 

are stronger in rOn-500 due to the stronger sensible heat fluxes. From rOn-500 to rOn-2000, the 

relative importance of soil saturation fraction on the median updraft is reduced in the DRY and 

MID soil regimes while it is absent in WET soil regimes regardless of aerosol loading. 
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3.5.3 Surface accumulated precipitation 

 
Figure 3.10. (a) Land-averaged surface accumulated precipitation at sunset (1800 LT) from 130 

ensemble members from rOn-500 (blue bars) and (b) rOn-2000 (red bars); and (c) percentage 

difference between rOn-500 and rOn-2000 for simulations that produce at least 0.1 mm of the 

land-averaged accumulated precipitation in rOn-500. 

 

The changes in surface accumulated precipitation as a function of increased aerosol 

loading are now analyzed. Figures 3.10a and 3.10b display land-averaged surface accumulated 

precipitation at 1800LT in rOn-500 and rOn-2000, respectively. The impact of enhanced aerosol 

loading on precipitation is represented by the percentage differences between rOn-2000 from 

rOn-500 (Figure 3.10c). The percentage differences are only determined for those simulations 

that produce at least 0.1 mm of the land-averaged accumulated precipitation in rOn-500 (36 out 

of 130 simulations). Only 19 simulations produced more than 0.1 mm of precipitation in both 

rOn-500 and rOn-2000. No simulation in rOn-2000 produces more than 0.1 mm of precipitation 
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that does not produce more than 0.1 mm of precipitation in rOn-500.  It is clear from Figure 3.10 

that the accumulated precipitation is reduced in all 36 simulations of the rOn-2000 simulations 

when compared with their corresponding counterparts in rOn-500, with the percentage 

differences varying from 16% (Test75) through 97% (Test110).  

Examining the most noticeable differences in the initial conditions of these two extreme 

cases provides some insights into the environmental controls. Test75, which demonstrates the 

least reduction in precipitation between the pristine and polluted cases, has a very moist, warm 

and deep lower troposphere that develops in association with the soil saturation fraction of 0.89, 

boundary layer relative humidity of 89.8% and boundary layer potential temperature of 299 K. 

On the other hand, Test104, which shows the greatest difference between the pristine and 

polluted cases, has only moderately moist and warm initial conditions with soil saturation 

fraction of 0.44, boundary layer relative humidity of 84.2%, and boundary layer potential 

temperature of 288 K. The warmer, moister conditions in Test75 will more effectively limit the 

impacts of evaporation on the aerosol-induced shifts to more numerous, smaller cloud and rain 

drops, therefore reducing the impacts of aerosols on the surface accumulated precipitation in this 

test.   

The results from these two extensive ensembles with 130 different initial conditions, each 

being representative of the range in conditions commonly associated with tropical sea breeze 

systems, therefore suggest that enhanced aerosol loading results in decreasing the precipitation 

produced by sea breeze convection irrespective of the environmental conditions, but that the 

magnitude of the aerosol-induced precipitation reduction varies from one member pair to the 

next member pair, and hence is a function of the environment. Therefore, while the decreasing 
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trend of precipitation as a result of enhanced aerosol loading is robust, independent of 

environment, the magnitude of the reduction is environmentally modulated.   

 

3.6 Impacts of eliminating aerosol-radiation interactions 

In this final section, we now investigate the impacts of aerosol indirect effects on the 

deep convective development independently, by examining rOff-500 and rOff-2000 in which 

aerosol-radiation interactions have been eliminated. As described earlier, 12 ensemble members 

of rOn-500, with 12 different initial environments produced deep convection in association with 

the sea breeze convergence. Also, as previously noted, rOn-500 and rOn-2000 differ only in their 

aerosol loading, and the aerosol particles are both radiatively and microphysically active. The 12 

ensemble members of rOff-500 and rOff-2000 correspond to those of rOn-500 and rOn-2000, 

respectively, except that the aerosol particles in the former two ensembles cannot interact with 

radiation. Comparing the 12 corresponding deep convection simulations in these four smaller 

ensembles of different aerosol conditions, therefore, allows us to examine convective cloud 

responses to aerosol loading, and to aerosol direct and indirect effects.   

 

3.6.1 Suppressed deep convective development in rOn-2000 

 Of the 12 deep convective cases in rOn-500 (Tests 27, 29, 37, 41, 59, 65, 75, 59, 100, 

104, 106, and 120), 5 of the corresponding cases of rOn-2000 (Tests 29, 37, 41, 100, and 106) do 

not form deep convection. Figure 3.11 displays the updraft velocities greater than 1 m s-1 

averaged over land between 1200–1800 LT. It is evident from Figures 3.11a–e that no updrafts 

develop above 7 km AGL in rOn-2000 (as indicated by the red lines). This is in keeping with the 

absence of deep convective clouds (cloud top height > 7 km) for the same 5 cases (Figure 3.12d). 
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This also suggests that the enhanced aerosol loading in rOn-2000 has suppressed the 

development of deep convection. The question now is whether this is due to aerosol direct 

effects, aerosol indirect effects, or some combination of both, and how the environment may 

impact or modulate these responses? 

 
 

Figure 3.11. Vertical profiles of updraft velocities greater than 1 m s-1, averaged over land during 

1200–1800 LT. The gray shading indicates those ensemble members where deep convection 

does not develop in rOn-2000 (red lines). 
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 To understand the potential role played by the environment for those simulations that fail 

to produce deep convection in rOn-2000, we start by examining the initial conditions of the 12 

deep convective simulations. Table 3.3 displays the values of the ten environmental parameters 

that comprise the initial conditions for the 12 deep convective cases in rOn-500. The table is 

grouped so that those simulations that do not produce deep convection in rOn-2000 are listed in  

the table's top section. It is worth remembering that the initial conditions are the same for each 

corresponding pair of simulations in rOn-500 and rOn-2000, with the only differences being the 

aerosol loading. It is evident from Table 3.3, that deep convection only develops in rOn-2000 

when the initial boundary layer potential temperature (fourth column in Table 3.3) is warmer 

than 299 K, whereas deep convection develops in rOn-500 when the initial boundary layer 

potential temperature is greater than 297 K. This is in keeping with our findings in Section 

3.5.2.1. Other than the initial boundary layer potential temperature, there are no other apparent 

trends in the differences of the initial conditions. It therefore appears that the failure to produce 

deep convection in ensemble members 29, 37, 41, 100, and 106 is directly related to the initial 

boundary layer potential temperature.  
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Table 3.3. Ten input environmental parameter value combinations for 12 cases producing deep clouds (i.e., cloud top height > 7 km) 

in rOn-500. 
Deep 

convection? 
Parameter 

 

ID 

Boundary layer Inversion layer Wind Land surface Sea surface 

rOn-
500 

rOn-
2000 

Potential 

temperature 

Relative 

humidity 
Height Strength Depth Speed 

!!"#$

− !"%& 

Soil 

saturation 

fraction 
SST−!"%& 

SST 

Gradient 

Yes 

No 

29 298.4 87.9 272.1 5.4 339.4 −0.50 0.9 0.71 6.5 −0.0103 

37 298.6 89.2 874.0 11.5 222.3 −0.37 7.2 0.27 6.3 0.0067 

41 297.4 80.0 248.2 9.0 610.7 −4.07 1.6 0.28 5.7 0.009 

100 297.0 87.5 579.7 10.9 906.2 −3.10 2.2 0.48 9.7 −0.013 

106 298.6 79.9 115.1 9.2 821.5 1.82 2.0 0.47 4.0 −0.0086 

Yes 

27 299.2 82.6 701.7 4.2 392.9 −3.72 7.8 0.68 4.4 0.0081 

59 299.8 76.2 381.2 4.8 781.9 −1.12 3.4 0.57 −4.6 −0.0064 

65 299.9 84.0 160.3 5.7 900.2 4.95 2.3 0.84 7.8 −0.0046 

75 299.1 89.8 786.4 2.3 503.6 0.02 6.5 0.89 −9.2 −0.0196 

79 299.3 89.3 134.0 14.3 119.3 4.68 0.2 0.73 −1.6 −0.0036 

104 299.3 88.5 780.1 14.4 290.7 −3.53 5.9 0.26 4.6 −0.0191 

120 299.7 92.4 423.6 12.6 463.9 −4.98 8.8 0.41 −4.9 0.0006 
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Figure 3.12. Cloud frequency distribution for the 12 ensemble members of rOn-500 that produce 

deep convection (blue), and their corresponding simulations in rOn-2000 (red), rOff-500 (light 

blue), and rOff-2000 (light red). 

 

3.6.2 Impacts of enhanced aerosol loading on convective updrafts  

 In this section, we now examine the impacts of enhanced aerosol loading on the updraft 

velocities by comparing the averaged updraft velocity responses from (1) rOn-500 versus rOn-

2000 and (2) rOff-500 versus rOff-2000. The former comparison presents the synergistic impacts 

of aerosol direct and indirect effects, while the latter enables us to isolate the role of aerosol 
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indirect effects.  Figures 3.11 through 3.14 facilitate these comparisons. In Figure 3.11, the land-

averaged updrafts for all 4 ensembles (using only the 12 deep convection simulations in rOn-500 

and rOn-2000) are computed for grid points where the vertical velocities are greater than 1 m s-1 

between 1200–1800 LT. Figure 3.12 shows the cloud frequency distribution for each ensemble 

member from the four ensembles. Figure 3.13 and Figure 3.14 demonstrate the percentage 

differences between the land-averaged updraft velocities for the 12 members from rOn-500 and 

rOn-2000 and from rOff-500 and rOff-2000, respectively.  

 
Figure 3.13. Vertical profiles of the percent difference between the convective updraft velocities 

in rOn-500 and rOn-2000, where the updraft velocities are averaged over land for updrafts 

greater than 1 m s-1. Gray shadings indicate those simulations where deep convection does not 

develop in rOn-2000. Horizontal black lines indicate the location of the freezing level. Vertical 

black lines represent 0% difference between the convective updraft velocities in rOn-500 and 

rOn-2000. Note that the x-axis scale is limited between −40 and 40% to show the differences in 

the warm phase regions (below 5 km AGL). 
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Figure 3.14. Same as Figure 13 but for rOff-500 and rOff-2000.  

 

When comparing the impacts of aerosol loading on convective updrafts with aerosol-

radiation effects turned on, the absence of deep convective updrafts in 5 of the 12 simulations of 

rOn-2000 when compared with rOn-500 is evident in Figure 3.13a–e. For the remaining 7 cases 

that do produce deep convective updrafts in both rOn-500 and rOn-2000, the vertical profiles of 

the percentage differences in updraft velocities above the freezing level as a function of aerosol 

loading vary from case to case, with some showing negative percentages while others have 

positive percentage differences (Figure 3.13f–l).  

Similarly, below the freezing level, mixed responses in aerosol loading impacts on the 

updraft velocities are also evident. This lack of consistent trends in updraft velocities is therefore 
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true both for condensational or warm phase invigoration (1–5 km AGL) and for the cold phase 

invigoration, and is evident for both the 1m s-1 and 5 m s-1 (not shown) thresholds. This result 

implies that when both direct and indirect aerosol effects are accounted for, which is the situation 

most representative of reality, that increases in aerosol loading may either increase, decrease or 

produce little response in the convective updrafts, and that warm and cold phase convective 

invigoration, or the lack thereof, is modulated by the environment. It should be pointed out that 

convection here refers to the overall sea breeze convection and includes both the shallow and 

deep convective modes.  

Now comparing rOff-500 and rOff-2000, in which the aerosol-radiation interactions are 

turned off, the direct aerosol effect has been eliminated, thus allowing us to assess the extent of 

the aerosol indirect effects on the sea breeze convection. Several interesting trends are evident:  

1. All 12 simulations in both rOff-500 and rOff-2000 produce deep convection (light blue 

and light red lines, Figure 3.11). Also, comparing the corresponding simulations in rOn-

2000 (red lines, Figure 3.11a–e) and rOff-2000 (light red lines, Figure 3.11a–e), the 5 

simulations that did not deep convection in rOn-2000 do generate deep convection in 

rOff-2000 when aerosol-radiative interactions are turned off. This demonstrates the 

importance of the aerosol direct effects, which, as we have already seen, can produce 

suboptimal convective conditions in environments that might otherwise be marginally 

supportive of convection. The environment therefore modulates the potential severity of 

the impacts of the direct effects on sea breeze convection. These results also highlight the 

importance of allowing the radiation to interact directly with both aerosol particles and 

microphysical hydrometeors, and hence including both the direct and indirect effect when 

examining aerosol impacts on deep convection. 
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2. It is evident from Figure 3.14 that in the warm phase regions (below 5 km AGL) of the 

convection, the updrafts are stronger in every one of the 12 rOff-2000 simulations 

compared with their corresponding counterparts in rOff-500, showing 7% through 42% 

velocity enhancements. In other words, in the absence of aerosol-radiative effects, the 

enhanced aerosol loading within rOff-2000 produces stronger updrafts than those in rOff-

500 within the warm phase regions of the convection, irrespective of the initial 

environmental conditions. These warm phase trends remain consistent when the updrafts 

are thresholded by 5 m s-1, although the differences are smaller in magnitude (not shown). 

The associated aerosol-induced changes to the mass and number concentrations of cloud 

water, averaged over land between 1200–1800 LT for grid points where updraft 

velocities are greater than 1 m s-1, are shown in Figure 3.15. In all 12 cases, rOff-2000 

produces a greater number of cloud droplets and more cloud water mass below the 

freezing level, in keeping with the current theories on aerosol indirect effects. 

Accordingly, more latent heating via enhanced condensation rates occurs in the warm 

phase for all 12 simulations of rOff-2000 (Figure 3.16), clouds become more buoyant, 

and the updrafts within the warm phase become invigorated. Given that 12 cases have 

different environmental conditions, our results suggest that condensational or warm-

phase invigoration of the updrafts are robust in the absence of aerosol direct effects, 

occurring independent of the environment, and hence are not environmentally modulated 

within these multiple tropical sea breeze environments.  

3. The updraft velocity responses above 5 km AGL to enhanced aerosol loading vary 

between the pairs of rOff-500 and rOff-2000 simulations (Figure 3.14), being at times 

weaker and at other times stronger with enhanced aerosol loading. The lack of consistent  
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Figure 3.15. Vertical profiles of the mixing ratios (g/kg) of cloud mass (top two rows) and 

number concentration (mg-1)(bottom two rows), averaged over land during the afternoon for 

grid points where updraft velocities > 1 m s-1, for rOff-500 (light blue) and rOff-2000 (light 

red). 
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Figure 3.16. Vertical profiles of the net evaporation and condensation growth rates (g kg-1 10 

min-1), averaged over land during the afternoon for grid points where updraft velocities > 1 m 

s-1, for rOff-500 (light blue) and rOff-2000 (light red). 
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trends in the updraft velocities in the mixed-phase regions is also evident in the trends in 

the mass mixing ratios of the dense (graupel and hail) and less dense (pristine ice, snow, 

and aggregates) (Figure 3.17) ice species. Therefore, while increased aerosol loading may 

be associated with stronger mean updraft velocities under some conditions, the mean 

updraft velocities may be weaker or show little change under other environmental 

conditions. These results therefore imply that the environmental conditions modulate the 

impacts of increased aerosol loading on updraft velocities within the mixed phase regions 

of the cloud when aerosol-radiation interactions are turned off, and that the updrafts may 

be weaker, stronger, or show little change depending on the environment. This 

environmental modulation of the impacts of enhanced aerosol loading on cold phase 

invigoration therefore occurs whether aerosols are allowed to interact with radiation (as 

discussed above) or whether they are not, as shown here.  

 

3.6.3 Precipitation 

Figures 3.18a, b, d, and e show the land-averaged accumulated surface precipitation at 

sunset (1800 LT) for each of the 12 simulations in rOn-500, rOn-2000, rOff-500, and rOff-2000, 

respectively. We have already discussed above (Section 3.5.3) the reduction in precipitation from 

rOn-500 to rOn-2000 due to enhanced aerosol scattering of the radiation, and which is once 

again also evident the limited subset of 12 simulations shown here (Figures 3.18a and 3.18b). A 

similar reduction in precipitation with enhanced aerosol loading is not found in the comparison 

between rOff-500 and rOff-2000 when radiation is not allowed to interact with aerosols (Figures 

3.18d and 3.18e). In some cases, the accumulated precipitation is enhanced, while in other cases 

it is reduced or remains neutral, when the aerosol loading is increased. These results indicate two  
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Figure 3.17. Vertical profiles of mass mixing ratios of less dense (top two panels; pristine ice, 

snow, and aggregates) and dense (bottom two panels; graupel and hail) averaged over land 

during the afternoon for grid points where updraft velocities > 1 m s-1, for rOff-500 (light blue) 

and rOff-2000 (light red).  
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Figure 3.18. Surface accumulated precipitation at sunset (1800 LT) averaged over land for 12 

selected cases from (a) rOn-500 (blue), (b) rOff-500 (light blue), (d) rOn-2000 (red), and (e) 

rOff-2000 (light red). Percentage differences between (c) rOn-2000 and rOn-2000 are in black 

and those (f) between rOff-2000 and rOff-500 are in grey. 

 

important points. Firstly, that in the absence of aerosol direct effects, the impacts of enhanced 

aerosol loading on surface precipitation is modulated by the environmental conditions, with 

increases, decreases and neutral responses all possible under different sea breeze environments. 

Secondly, when aerosols are allowed to interact with the radiation, while the percentage 

reduction in surface precipitation is impacted by the environment, the presence of the aerosol 

direct effects produces a consistent reduction in surface precipitation with increasing aerosol 

loading, a trend which is not only evident in the 12 simulations shown in Figure 3.18, but also in 

all 130 pairs of the rOn-500 and rOn-2000 ensembles (Section 3.5.3). It is important to 

remember that the accumulated precipitation includes the contributions both from the shallow 
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and deep convective modes and these results are therefore applicable to the whole sea breeze 

convective system, as opposed to just one mode of convection.  

Finally, with fixed aerosol loading, the accumulated surface precipitation is greater when 

aerosol-radiation interactions are absent, i.e., the accumulated precipitation is less in rOn-500 

compared with rOff-500, and in rOn-2000 compared with rOff-2000. As discussed in Section 

3.4, enhanced aerosol scattering of radiation weakens three convective ingredients, thereby 

bringing less convectively favorable convective environments and a weakened precipitation 

response. These results also imply that the precipitation response may be overestimated when 

aerosol-radiation interactions are not properly accounted for.  

 

3.7 Summary and discussion 

The primary goals of this study have been to investigate how microphysically and 

radiatively active aerosol particles influence tropical over-land convection developing under a 

wide range of tropical sea breeze flow regimes, and to determine how the environment 

modulates these aerosol impacts. In order to achieve our goals, we conducted and compared four 

simulation ensembles: rOn-500, rOn-2000, rOff-500, and rOff-2000. The first two ensembles, 

rOn-500 and rOn-2000, differed in their aerosol loading and allowed aerosol particles to interact 

with both radiation and microphysics. They were designed to address the impacts of the 

enhanced loading of aerosols on tropical over-land convection. Each of these two ensembles 

contained 130 members initialized with 130 different initial conditions, where ten 

thermodynamic, wind, and surface properties were simultaneously perturbed. The next two 

ensembles, rOff-500 and rOff-2000, were carried out to isolate aerosol indirect effects by 

eliminating the interactions between aerosol particles and radiation (i.e., the aerosol direct 



 98 

effect). Utilizing 12 initial conditions that supported deep convection in rOn-500, we performed 

an additional 24 simulations, 12 with pristine and 12 with polluted conditions in which aerosol 

direct effects were turned off. By comparing these four model ensembles, we were able to 

analyze the aerosol direct and indirect effects on tropical sea breeze convection, as well as the 

role of the environment in modulating these effects.  

We first compared rOn-500 and rOn-2000. The analysis demonstrated that the increased 

scattering of incoming solar radiation due to enhanced aerosol loading results in less shortwave 

radiation reaching the surface. Subsequently, the longwave emission from the land surface also 

decreases, producing a cooler land surface and a smaller land-sea thermal contrast. In turn, the 

surface sensible and latent heat fluxes, the surface-based mixed layer depth, and the sea breeze 

inland extent were all reduced. Therefore, the three ingredients of moist convection: moisture, 

instability, and lift (Doswell, 1987), were reduced in the presence of aerosol direct effects. 

Consequently, an overall suppression of over-land convection was observed, as evidenced by 

reduced cloud top height distribution, updraft velocities, and surface accumulated precipitation in 

the polluted rOn-2000 ensemble. 

Both the initial boundary layer potential temperature and the soil saturation fraction were 

shown to have interesting implications for the convective development and the subsequent 

aerosol impacts on this development. Firstly, deep convection was only observed in those 

polluted ensemble simulations in which the initial boundary layer potential temperatures were 

greater than 299 K, compared with 297 K in rOn-500. With enhanced aerosol loading inducing 

cooler and more stable near-surface environments in rOn-2000 than rOn-500, the warmer initial 

boundary layer potential temperatures were necessary to facilitate deep convection through 

higher CAPE. Secondly, with the aerosol-induced reduction in surface fluxes, the relative 
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importance of the soil saturation fraction on the land-surface sensible heat flux, boundary layer 

mixing, and boundary layer convective updrafts ahead of the sea breeze were decreased. A 

nonlinear sensitivity of boundary layer updraft velocities to soil saturation fraction was also 

found, in which the greatest convective updraft response was observed in the MID soil saturation 

fraction regime, followed by a moderate response in the DRY soil saturation fraction regime, and 

no response in the WET regime. The trends were similar in both the pristine and polluted 

ensembles, although the updraft velocities were consistently greater in pristine ensembles, again 

due to the warmer surfaces and greater sensible heat fluxes in these cases. Nonlinear responses of 

over-land tropical convective precipitation have also recently been observed by Drager et al. 

(2020). 

The overall aerosol-induced reduction in the maximum cloud top height, the surface 

accumulated precipitation, and updraft velocity percentiles occurred despite the multitudinous 

environments produced from the 130 different initial conditions. Hence, these findings appear to 

be robust, occurring independent of the sea breeze environment. As such, they extend those of 

Grant and van den Heever (2014) in which a similar sensitivity of tropical sea breeze convection 

to aerosol loading was demonstrated for only one set of initial conditions. When aerosol-

radiation interactions (i.e., aerosol direct effects) were turned off, aerosol-induced reduction in 

convective intensity was not apparent. Therefore, our results also underscore the potential 

underestimation of convective responses to enhanced aerosol loading without considering 

aerosol direct effects, as has been pointed out in previous studies which did not consider various 

environments (e.g., Yu et al., 2002; Jiang and Feingold, 2006; Grant and van den Heever, 2014). 

Given that many of the previous studies on aerosol-induced deep convective invigoration have 

excluded aerosol direct effects, our results suggest that future studies should consider both 
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aerosol direct and indirect effects to fully understand aerosol impacts on daytime convection, in 

particular. 

To assess the role of both aerosol direct and indirect effects, and as to how the 

environment modulates these effects, we compared the land-averaged updraft velocities and 

surface accumulated precipitation for two groups of smaller model ensembles: rOn-500 versus 

rOn-2000 in which aerosol-radiation interactions were allowed, and rOff-500 versus rOff-2000 

in which aerosol-radiation interactions were turned off. While 5 out of 12 initial conditions did 

not produce deep convection in rOn-2000, deep convection developed in all 12 of the 

simulations in rOff-2000, thereby demonstrating that the presence of aerosol direct effects 

ultimately produces unfavorable conditions for deep convection in those environments that are 

initially suboptimal for convection.   

In both comparisons of rOn-500 with rOn-2000 and rOff-500 with rOff-2000, updraft 

responses above the freezing level to enhanced aerosol loading differed depending on the initial 

conditions, suggesting that the environment modulates cold phase updraft responses to enhanced 

aerosol loading. Below the freezing level, rOff-500 and rOff-2000 showed consistent 

enhancement of the updraft velocities and condensational growth rates in response to enhanced 

aerosol loading, independent of the 130 different sea breeze environments, and as such, provide 

robust support of the existing theories of condensational or warm-phase invigoration (e.g., 

Kogan and Martin, 1994; Seiki and Nakajima, 2014; Sheffield et al., 2015) when aerosol-

radiation interactions were excluded. However, in the presence of aerosol direct effects, updrafts 

in the warm phase regions of simulations with different initial conditions showed a variety of 

negative, neutral, and positive changes, implying that warm phase invigoration is 

environmentally modulated when aerosol direct effects are included. Finally, surface 
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precipitation responses to enhanced aerosol loading varied without aerosol-radiation interactions, 

in contrast to the robust aerosol-induced suppression of precipitation found to occur when 

aerosol-radiation interactions were included. This discrepancy not only implies environmental 

modulation of the aerosol impacts on precipitation but also suggests the potential overestimation 

of precipitation responses when aerosol direct effects were excluded.  

In summary, when aerosol direct effects are excluded, warm phase aerosol-induced 

invigoration of the updrafts is found to be robust and independent of environmental modulation, 

whereas cold invigoration is found to be environmentally modulated.  The condensational 

invigoration results are therefore in keeping with previous results in which the direct effects have 

been excluded. However, the same cannot be said for the trends in cold-phase invigoration which 

are found to depend on environmental conditions. Also, surface precipitation responses to 

enhanced aerosol loading are found to be consistent and independent of environmental 

modulation when aerosol directs effects are included. However, as including the interactions 

between aerosols and radiation is the closest representation of reality, we are left to conclude that 

a robust reduction of surface precipitation in response to enhanced aerosol loading is therefore 

evident, which is in keeping with Tao et al. (2012) while aerosol-induced convective 

invigoration of tropical continental convection, be it warm-phase or cold-phase invigoration, is 

modulated by the environment.  

Future studies should consider examining how the microphysical processes and 

associated dynamical feedback processes involving latent heating changes vary as a function of 

specific environments. In this study, we only tested a single aerosol species, ammonium sulfate, 

a strong scatterer, but a poor absorber of radiation. It is worth noting that absorbing aerosols such 

as mineral dust or smoke, are also substantial contributors to aerosol emissions in equatorial 
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Africa (Adams et al., 2012; Chakraborty et al., 2015). The potential importance of the 

interactions of absorbing aerosol with radiation and microphysics has been reported in previous 

modeling studies. For instance, Saide et al. (2015) analyzed the impacts of biomass burning 

smoke on environmental conditions that resulted in a higher likelihood of tornado occurrence. 

They found that smoke absorption tends to either burn off clouds or enhance the capping 

inversion, depending on the smoke’s location. Such radiation absorption in the presence of other 

aerosol species may therefore produce different effects on sea breeze convection. The perturbed 

parameter ensemble approach used in this study could easily be extended to such studies 

considering absorbing aerosol species. 

We conclude that the results of this study underscore the importance of considering both 

aerosol direct and indirect effects when examining the impacts of enhanced aerosol loading on 

tropical convection. Furthermore, the environmental modulation of the aerosol direct and indirect 

effects on dynamical, microphysical, and precipitation characteristics of the tropical over-land 

convection simulated here demonstrates the need to examine aerosol impacts on convection for 

the wide range of convective environments supporting the same type of convective system. 
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CHAPTER 4: CONCLUDING REMARKS 

 

 

 

4.1 Summary of studies  

Sea breeze circulations are one of the most ubiquitous flow regimes in coastal regions. 

During the daytime, sea breezes propagate inland, thereby driving convective initiation and 

facilitating aerosol redistribution and processing. Although the fundamental dynamics of sea 

breeze circulation have been well understood for some time, accurately forecasting sea breeze 

convection has remained challenging. This is due in part to the uncertainties in the role played by 

environmental conditions and the covariance and interaction of various meteorological and 

surface parameters. Given that nearly half of the world's human population resides along the 

coastlines, it is critical to provide reliable forecasts of sea breeze convection. The overarching 

goals of this dissertation have therefore been to advance our understanding of tropical sea breeze 

convection as a function of environmental and aerosol conditions, thereby contributing to 

enhanced forecasts of such systems. The goals were achieved by conducting four ensembles of 

cloud-resolving model simulations of tropical sea breeze convection, where five thermodynamic 

(boundary layer potential temperature, relative humidity, and height; inversion layer strength and 

depth), one wind (zonal wind speed), four surface (soil saturation fraction, land/ocean surface-

atmosphere temperature difference, horizontal gradient of sea surface temperature), and two 

aerosol loading (pristine and polluted) characteristics, previously identified to be important in the 

literature, were simultaneously perturbed. 

The primary objective of the first study (Chapter 2) was to identify predominant 

environmental parameters that exert the greatest control over changes in (1) the sea breeze inland 

characteristics; (2) the over-land updraft velocities developing ahead of and along the sea breeze 



 104 

front; and (3) the vertical redistribution of aerosol. These goals were addressed using idealized 

cloud-resolving model simulations combined with an advanced multivariate sensitivity analysis 

algorithm. Using the Regional Atmospheric Modeling System (RAMS) coupled to an interactive 

land‐surface model, an ensemble of 130 tropical sea breeze simulations over coastal rainforest 

environments were conducted. Statistical emulation and variance‐based sensitivity analysis 

techniques were then applied to identify the key parameters over the ten-dimensional parameter 

space being explored. This study extended a previous study conducted by Igel et al (2017) which 

explored the impacts of various parameters on sea breeze characteristics in arid environments 

devoid of moist convection. A number of conclusions were reached regarding the predominant 

factors governing the sea breeze circulation characteristics and convective intensity including the 

following:  

1. The cross-coast wind speed was identified as the main contributor to the inland extent of the 

sea breeze front, and is thus similar to the findings of the arid environment study conducted 

by Igel et al. (2018). However, the relative importance of surface properties on the inland 

extent was found to be less significant in the moist environment, where land‐surface heating 

can be suppressed via moist convective processes and vegetation‐atmosphere interactions and 

feedbacks.  

2. A shallow and deep convective mode were identified. For the shallow regime, where 

convective available potential energy was limited, the inversion layer strength was found to 

be the primary control of the convective intensity. Over the deep regime, the boundary layer 

temperature was found to exert a robust control over the convective available potential 

energy and hence the convective intensity.  
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3. The predominant factors impacting the vertical redistribution of aerosols was closely related 

to those impacting the convective intensity. 

Identifying the predominant factors governing the characteristics of the sea breeze 

circulation, its convective intensity, and its ability to redistribute aerosols, provide useful insights 

into where future observational efforts should be concentrated in order to improve model 

initialization data, and hence the forecasting of convective precipitation and air quality within 

coastal regions.  

Chapter 3 focused on the impacts of microphysically and radiatively active aerosol 

particles on the intensity of tropical sea breeze convection under a wide range of environments. 

First, a pristine and a polluted ensemble, each comprised of 130 simulations with different 

environmental conditions, were conducted. Second, to examine the impact of aerosol indirect 

effects on deep convective development, aerosol-radiation interactions were turned off for two 

additional, much smaller ensembles comprised only of those 12 simulations that produced deep 

convection in the large pristine ensemble. The key findings of Chapter 3 are as follows:  

1. In polluted scenarios, due to the enhanced scattering of incoming radiation and the resulting 

reduction in surface fluxes, all three ingredients of moist convection: moisture, instability, 

and lift were reduced. Overall, the intensity of the sea breeze convection, represented by 

updraft velocities and accumulated precipitation, decreased due to aerosol direct effects. 

2. Aerosol indirect effects were also looked into by deactivating aerosol-radiation interactions. 

Regardless of the initial conditions, and thus the local environment, condensational 

invigoration was found to occur irrespective of the environment, and hence is not 

environmentally modulated. On the other hand, cold phase invigoration was found to depend 
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on the initial conditions, implying the environmental modulation of aerosol effects on deep 

convection.  

3. Surface precipitation responses to enhanced aerosol loading were found to increase, decrease 

or remain the same when aerosol-radiation interactions were excluded, in contrast to the 

robust aerosol-induced suppression of precipitation that was found to occur when aerosol-

radiation interactions were included. This not only suggests environmental modulation of the 

aerosol impacts on precipitation when aerosol directs are not included, but also suggests the 

potential overestimation of precipitation responses when aerosol-radiation interactions were 

excluded. 

Findings of Chapter 3 highlight the significance of considering aerosol direct and indirect 

effects on aerosol-cloud interaction studies and investigating aerosol impacts under a wide range 

of environments that support the same type of convective system. In particular, the results of 

Chapter 3 guide future aerosol-cloud interactions studies since the majority of previous studies 

have investigated aerosol impacts on convection without aerosol direct effects under only a 

narrow range of environments.  

 

4.2 Future work 

The results from the two studies presented in this dissertation have advanced our 

understanding of tropical sea breeze convection as a function of environmental and aerosol 

conditions through the use of a fully interactive aerosol-environment-convection framework. 

Furthermore, the perturbed parameter ensemble simulation approach combined with statistical 

emulation and variance-based sensitivity analyses have shown promising results in identifying 

key parameters on sea breeze convection over the multi-parameter space employed here. To that 
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end, the results from the two studies presented in this dissertation provide a number of avenues 

for future research.  

Firstly, one challenge in applying the Gaussian process emulation and variance-based 

sensitivity analysis was in attempting to study extreme value outliers, such as those that were 

produced in association with the sea breeze induced deep convection. While the majority of the 

simulations produced shallow and moderate convection, more than 90% of the ensemble 

members did not produce deep convection. The simulations which generated deep convection 

behaved very differently from the majority of simulations. As such, construction of a statistical 

emulator for the intensity of sea breeze-initiated convection (e.g., maximum cloud top height, 

maximum updraft velocity, precipitation rate) was infeasible. Recently, two deep convective 

studies using the same statistical approach have been published (Wellmann et al., 2018, 2020). 

They successfully employed Gaussian process emulation with initial atmospheric conditions that 

favored the development of deep convection (e.g., the potential temperature at the ground 

between 299–301 K), and one of the parameters tested was CCN concentration (100–4000 cm-3). 

Future studies could apply the approaches of Wellman et al (2020), thereby building additional 

ensembles of tropical sea breeze deep convection. Chapter 2 and Chapter 3 provide which 

parameters, and thus which environments, guarantee the development of deep convection. 

Expanding the current range of initial boundary layer potential temperature uncertainties (285–

300 K), adding tropical sea breeze simulations to the training set in which the initial boundary 

layer potential temperature higher than 297 K to ensure more number of deep convective 

simulations, while the rest of environmental parameters and aerosol loading conditions still are 

perturbed, would be worthwhile to trying. 
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Secondly, collisions of cold pools produced by the convection along the sea breeze with 

the sea breeze front itself have been observed in simulations used in this dissertation work but 

were not the focus of this analysis. The interactions between the cold pool gust fronts and the 

thermally driven breeze circulation have been examined to better understand the convective 

initiation processes (Carbone et al., 2000; Rieck et al., 2015; Rochetin et al., 2016). While 

different phases of interactions have been identified in previous studies, the sensitivity of 

convective characteristics resulting from the collision to a range of environments and aerosol 

conditions has remained unanswered. It would be interesting to analyze these simulations to 

examine these collisions. Of course, the perturbed parameter ensemble simulations may need to 

be rerun using higher spatial resolution more suitable for representing cold pool dynamics (Grant 

and van den Heever, 2016), however, the current set of four ensembles would be a useful place 

to start such an analysis. Furthermore, precipitation infiltration into the soil and subsequent two-

way interactive land-atmosphere processes (e.g., land surface cooling through precipitation and 

resulting stabilization of the low-level) have not been included in the previous cold pool-sea 

breeze collision studies mentioned above, and hence could be examined here.  

Thirdly, the responses of surface accumulated precipitation to enhanced aerosol loading 

to the perturbations of the soil saturation fraction need to be further examined. To that end, this 

study should be extended by considering different vegetation, soil types and aerosol species (e.g., 

mineral dust). Such extensions would allow for further examination of the synergy between soil 

saturation fraction and aerosol loading under a wide range of land representations, from the bare 

desert with sandy soil where dust lofting can occur through to urban areas with buildings, a large 

fraction of cement surfaces, and anthropogenic aerosol.  
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Fourthly, this study could be extended from the current focus on tropical equatorial 

Africa to include additional geographic regions. Having initial conditions representative of 

different geographical coastal regions of interest would be feasible and interesting, and would 

help to enhance NWP forecasts of sea breeze convection around the world. 

Lastly, this study has been conducted using only one numerical modeling platform. 

Extending the study to other numerical models could illuminate more generic issues pertaining to 

cloud-resolving models. Also, including the forecast error ranges of specific forecasting models 

into the parameter uncertainty ranges (Wellman et al., 2020) could be very useful in this 

endeavor.  

Nonetheless, the findings learned from this suite of extensive perturbed parameter 

ensemble simulations of tropical sea breeze circulations and their association convection as a 

function of environment and aerosol condition, have provided a number of insights into sea 

breeze convective processes, the role of predominant environmental factors, and the impacts of 

aerosols, and as such, how to improve sea breeze forecasting, and which parameters warrant 

further investigation.  
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