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ABSTRACT

LEXICAL BUNDLES IN MASTER'’S LEVEL FINANACE RESAECR ARTICLES

Lexical bundlesre a type of formulaic sequences mainly identified on the basisiof the
frequencies and ranges. Theawve been found toonsistentlyserve important discourse
functions in academic pros@here for example, they are used to evaluate or to refer to the size
of something (Hyland, 2008a). Their forms, functions and usesalsydound to be different in
different academic disciplines. The present study extemslfinth of investigation by directly
investigating the extent to whicheliourword lexical bundles relied upon master’slevel
finance research articles diffsom or are similar to those used in other academic disciplines,
including business textgnalyzang a corpus of 1,034, 587 wotdke researcher found that more
than 60% of lexical bundles in mastelével finance research articles were identified in earlier
studies orexical bundles used in academic prose. However, 33 lexicadldsiidentifed in the
current study were not identified in previous literature. Stradiyrike in previous literature,
most bundles were found to be noun phrase and prepositional phrase fragrinectisnally,
mostbundles analyzed in the present study includearchoriented and texbriented bundles
like in previous literature. They, however, differ from the bunitlestified in the business

studies sufzorpus of Hyland2008a) by including more researahiented bundles.
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CHAPTER ONE: INTRODUCTION

Over the past few decades, there has been a growing body of resaareluntent
multi-word units. As a result, it has now been established that recoruéitwvord units are
important in language use and learning (Nattirg&ecarrio, 1992; Wray, 2002; Schmitt &
Carter, 2004), due, among others, to their pervasiveness in both spukemitten natural
language (Hyland, 2008a), and also to the fact that both children aomidanguage learners
start using unanalyzed chunéflanguage before being able to analyze them into their

constituent parts (Nattinger & Decarrio, 1992; Schmitt & Carter, 2004).

Multi-word sequences can be defined as frequearttyrring word strings, sosrof
which are fixedIn Wray and Perkins (2008 words, a multword sequence is: “a sequence,
continuous or discontinuous, of words or other meaning elements vghior appears to be,
prefabricated: that is, stored and retrieved whole from memahgdime of use, rather than
being subject to@neration or analysis by the language grammar” (p. 1). They arméetd@ry
units between lexis and grammar of varying lengths, and they ateaiperform discourse
functions such as showing relationships between ideas or exprésgengased on a langge

users’ pragmatic competence (Nattinger & Decarrio, 1992).

It should, however, be noted that a comprehensive and complete defsiorthe
moment difficult to reach, the above definition reflecting onlyrabteristics typical of formulaic
sequenes (fhmitt & Carter, 2004). This is among othetge to the diversity in the lengths,
functions, and variability versus fixedness of multiword sequences {@¢&h@arter, 2004).

This diversity resulted in different terms to refer to the phenomehfmmmulaicity, including



idioms, clichés, grames, fossilized forms, or formulaic language (Schmitt &&aR004;
Wray & Perkins, 2000; Wray, 200Bjber, Johansson, Leech, Conrad, & Fined®99;

Nattinger & Decarrio, 1992).

More recently, mainly followng Biber et al.(1999), a growing number of studies have
adopted what Biber and Barbieri (2007) considered a complementanaappo the study of
formulaic sequences by describing frequent sequences in varioasrdistypes. The sequences
which are tle focus of this line of investigatn, as well as the present thesire referred to as
lexical bundles. The term “lexical bundles” was first ugeBiber et al(1999), and they are
defined as the most frequent word strings occurring in a corpus,lacikl ave familiar to users
of a language. They tend not to be complete structural or granamatits, and not to be
idiomatic in meaningRiber et al.1999). They include two or more orthographic words, which
extend across structural or grammatical uBiber et al. 1999), and which have certain

discourse functions (Hyland, 2008a).

The study of lexical bundles is useful pedagogically because it BE8IpEFL learners
and teachers to focus on sets of frequent and relevant bundlemimsw@iscourse fyes. These
are the ones that learners are likely to encounter in their uihwacademic studiegnd thus,
help learners and teachers to maximize the return for aneiteg effort. Research following this
line of inquiry examined bundles in conversat{@®iber, Conrad & Cortes, 2004) in applied
linguistics, business studies, biology and electrical engimg@ryland, 2008a). They showed
differences in the patterns of uses of lexical bundles. Fample Biber et al(1999) reported
that academic proseses maeg noun and prepositional phrasggments than conversation. They
also showed that different discourse types use different setsa#llbundles linked to the

typical communicative purposes of these different discayyses, where lexical buret, among



others, are used to structure and organize texts and their meéaimgn the other handor

serve as time markers (ea.the time ofin texts.

In identifying lexical bundles, studies use different frequendyoéfs and ranges, which
mears that there is no agreement among researchers about speqtfierfcy cubffs and
distribution criteria. The frequency criteria range from at |&@sbccurrences per million words
(Biber et al. 1999) to 20 times (Cortes, 2004; Hyland 2008a, 2008M)48artimes per million
words (Biber & Barbieri, 2007). These frequencies are medeto as normalized frequencies, and
they indicate how many times particular bundles occur in every onemrmiiords. After the
frequencybased retrieval of bundles, a nuenlof studies, including Chen and Baker (2010)

manually removed overlapping and contdependent bundles.

In the literature, fouwvord bundles are the most studied, and after they are iedntif
they are classified structurally and functionally, usirgftinctional taxonomy devagbed in
Biber et al.(2004), and expanded in later works by Biber and colleagues. The taxconosigts
of the three broad categories of referential, discearganizing and stance bundles, which in
turn include sukcategorieswsch as clarification or identification. Another set of functional
categories is the one developed and used in Hyland (2005, 2008a, 2008b). Thes¢haclude
three categories of researahiented, textoriented and participasdriented bundles, which in

turn are suldivided into sukcategories such as description and transition signals.

Studies following this line of inquiry have revealed differenceséen spoken and
written texts (e.gBiber et al., 1999; Biber et al., 2004), L1 and L2 written texts (Rica
Peromingo, 2012; Chen & Baker, 2010), and among written academic disi{ilioges, 2004;
Hyland, 2008a). For example, spoken English exemplified by conwensedis found to

generally rely on more lexical bundles thantten Englishexemplified by acdemic prose
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(Biber et al, 1999). Structurally, written English tends to use more noun phragg@pasitional
phrase fragments than spoken English. Conversely, sfitkglishtends to use more clausal
lexical bundles than wrigh texts (Biber et g12004). Functionally, referential expressions and
discourse organizers or reseantiented and texoriented bundles were found to be used in
written English, especially academic prose, mora thapoken English (e.g. Biber et al., 1999;
Biber et al, 2004) In contrast, spoken English tends to use more partiegpéented or stance

bundles than written Englh (e.g. Biber et al., 1999; Biber et £004).

In academic prose, a number of bundles were found to be among thieegosht
bundles across diffent corpora of academic texts, and these inghlases liken the other
handor in the case ofBiber et al, 1999). Furthermore, the majority of bundles in academic
prose were found to be fragments of noun and prepositional phrasespstrislindies in
academic texts are referential expressions anebtgginizers or researariented and text

oriented bundles (Hyland, 2008a, 2008b; Cortes, 2004).

At the same time, different academic disciplines rely ofeidifit sets of lexical bundles
in terms of digtbution, frequency, forms and functions (Hyland, 2008a, 2008b; Cortes, 2004).
For example, Hyland (2008a) found that electrical engineeringrtelyten more different
lexical bundles than applied linguistics. Structurally, electringireeering usesightly more
anticipatoryit structure(e.qg.it is important to, it is possible Yahan applied linguistics. On the
other hand, applied linguistics uses more noun phragehrasege.g.the nature of the, the

sum of ththan electrical engineering.

The characteristics of lexical bundles in academic dis@glias very briefly explained
above, show the great contribution of previous studies regarding thadrshafexical bundles

in different academic disciplinesh& present study, to some degmedends earlier studies of
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lexical bundles by focusing only on one genre, research ariiclbgster’'slevel texts and in a
specific subdiscipline, finance, given thao studies on lexical bundlexluding studes on
bundles in business textave diectly investigated the extent to which a gliscipline uses
similar sets of bundles to the discipline in which it is. Specificaling a corpus of 1,034,58
words, the present study investigates the structural and functimaralcteristics of frequent
bundles in master:kvel finance research articleshich arecommonly used as reading

assignments in the finance and real estate department ah@m®Btate University.

This ismainlyintendedo providemaster’slevel finance students with a restedtlist of
bundles specific to their stiteld instead of a list related to business studies as a wholefpart o
which may not be useful to finance students. As such, resedictbsaare suitable because
tremendous scholarship is disseminated through (ityland, 2008a), and they represent

models of writing from which students can learn.

Results suggest that mastdesel finance research articles, while having many bundles
in common with other academic disciplines (exgthe other hand, in the cas$, including
business studies, also rely on a number of lexical bundles thahetadentified in earlier
studies on lexical bundles in academic disciplines és@ proxy for, of the underlying asget
including business studies. Functionally, thadies identified in the present study to some
extent serve different functions from the ones identified in thanbas studies sutorpus of
Hyland (2008a). For example, the bundles identified in the currest Btalude more research
oriented bundleshan the ones identified in the business studiesceytus used in Hyland

(2008a).



CHAPTER TWO: LITERATURE REVIEW

This section will present an introduction to previous aede on formulaic language.
Further,main criteria used to identify formulaic laumgge will be discussed before discussing
lexical bundles, one of the specific types of formulaic languages@ttgons on lexical bundles
will cover the criteria used in identifying thealpng withtheir structural and functional
classification. Finallystudies of the structural and functional characteristitexo¢al bundles in
different texts will be reviewed. These studies examinedadékiendles in spoken and written

English, in L1 and L2 English writing, and in different disciplines.

2.1. Introduction to Formulaic Sequences

Over the past few decades, there has been a growing body of researelountent
multi-word units. As a result, it has now been established that recoraéimivord units are
important in language use and learning (Nattirgg®ecarrio, 1992; Wray, 2002; Schmitt &
Carter, 2004)dueto, among other reasoyibeir pervasiveness in both spoken and written
natural language (Hyland, 2008a). Aldmth children and second language learners start using
unanalyzed chunks of language before being able to analyze them int@tistituent parts
(Nattinger & Decarrio, 1992; Schmitt & Carter, 2004). Specificgdhefabricated expressions
are important for both first and second language acquirers amgets in their early stages of
learning to converse with proficient speakers of the languageldition, language learning,
according to one of the more current theories in L2 acquisitioegpds from learning items of
thelanguage to learning the systetime rules of the language (Matthews, Theak#ton

Tomasello, 2005; Tomasello, 2003; Ortega, 2009



Multi-word sequences can be defined as frequarttyrring word strings, some of
which are fixed, others not. In Wray and Perlsr{2000)words, a multword sequence is: “a
sequencecontinuous or discontinuous, of words or other meaning elements, \sharteippears
to be, prefabricated: that is, stored and retrieved whole fremary at the time of use, rather
than being subject to generation or analysis by the language granpm&)” They are
intermediary unit®f varying lengthdetween lexs and grammaiand they are used to perform
discourse functions such as showing relationships between ideasessengitime based on a
language users’ pragmatic competence (Nattinger 8aD®, 1992). They are learned first as
fixed expressions before beirapalyzel into their components and beireplacel by certain
words and phrases in specific slots with semantiagblyropriate and constrained language
(Schmitt & Carter, 2004). Formailc sequences have also been found to have processing
advantages overeatively generated, equivalesgquences by being retrieved more quickly in

receptive and productive uses (Wray, 2002; Nattinger & Decarrico, 1992).

It should, however, be noted that@mprehensive and complete definition is for the
moment difficult to reach, the above definition reflecting onlyrabteristics typical of formulaic
sequences (Schmitt & Cart 2004). This is, among other reasons, due to the diversity in the
lengths, functions, and variability versus fixedness of multiword sequences (8& @arter,
2004). This diversity resulted in different terms to refer tgpienomenon of formulaicity.
Multi-word units are vaously referred to, among other reasasidioms, kichés, pframes,
fossilized forms, conventionalized forms, holophrases, reaaye utterances, prefabricated
routines and patterns, routinized formulas, formulaic languagaigams, unanalyzed chunks of
speech (Schmitt & Carter, 2004; Wray & Perkins, 2000; Wray, 2Bib2y et al, 1999;

Nattinger & Decarrio, 1992). These are identified usingedaffit criteria which, to a great extent,



depend on the investigator’s research purposes. It is then impibdaatresearcher thoughtfully
and appropriately wsa definition that effectively helps to identify mukord units which are

suitable for their study’s purposes (Wray, 2008).

2.2. ldentifying For mulaic Sequences

Research into muHivord units tends to point to fixedness, idiomaticity, frequenagtle
of sequence, structural/syntactic completeness, recognitied basnative speakers’ intuition,
semantics or pragmatics (Conrad & Biber, 208)dies give differential primacy to the above

characteristics based on the research focus.

Wray (2008) groued or categorized methods or ways used to identify waltd units
into the ones based on intuition, phonological features, idioagyncform, spelling and
frequency. Studies that use phonological indicators, Wray (2008) explakedHonetic
reductbns as criteria for formulaicity. Higltequency sequences tend to be pronounced using
phonological reductions more than mediand lowfrequency ones without affecting their
communicative effectiveness because the forms of very frequent sequa@rdictable by
hearers. Even loMirequency sequences such as idioms have been found to be pronounced with
fewer pauses and shorter content words tharAdioms. She also referred to a study taking
liaison in French- which is the pronunciation of a wefthal silent consonant when it precedes
a wordinitial vowel -- as an indicator of formulaicity, with more common instancesacfdn

being more likely to continue to be used by speakers of French.

Formal criteria for identifying mukword units irclude casidering as formulaic any
sequencavith two or more words. The problem, Wray (2008) argued, is thatdrbes difficult

to deal with issues related to functional similarities. That igressions such dlsank youor



good byewnould be considered as foataic whereas words such tiimnksandhello would not
even though the latter two words serve similar functionsdaok youor good byeFurthermore,
she explained, a number of twaord expressions vary in the ways they are written; they are
either writen as tweword expressions or ongord expressions. For examphe oneanda lot
can be written asooneandalot. Another formal criterion for determining formulaicity consists
of checking that changing a member of an expression with a synonyns iesuthange of the
expression meaning, function or idiomaticity. A problem with thitedon, Wray (2008) argued,

is that idiomghat are considerédiked have been found to vary in their form.

Another criterion used in identifying recurrent mwiltord unts consists of looking for
idiosyncrasies in the linguistic production of L1 and L2 languagaéesror preschoolers.
Specifically, researchers determine the formulaicity of exjesdy determining whether the
expression is beyond the developmenta¢l®f the learner or child. Expressions that are
unusually long and complex with regard to a learner’s developmenghldes/ considered as
formulaic. This methodology involves having enough information abounthedual’s
knowledge of the language ander to reliably determine whether the expressions can be
produced creatively or generatively based on their level. With ppekais,during first language
acquisition, words that tend to be used together, not independeetiglobther, are considered
as formulaic. Peters (1983), Wray (2008) and Myles (2005) explainednithatethod of
identifying recurrent multivord sequences is based on the assumption that formulaic seguence
are only temporarily frozen, and that the members of the imitlamaely used independently

of each other by the child or outside the sequences.

Intuition is yet another means for identifying recurrent rawtird units. Researchers

either use their own intuition about the formulaicity of an expoas@Vray, 2008) or usether



informants, which include judges, who are native speaiease near natives. To make an
intuition-based identification more reliable, it is often combined with othézgria, which may
include fixedness, neoompositionality and syntactic sophcsttion. Although intuition may not
always be a reliable means of identifying formulaicity, itssdiin literally all studies, even
those using frequency in corpora as a criterion. In fact, Wray (20@8padutside corpdsased

identification, it seemdifficult to dispense with intuition in identifying mwtword units.

A frequencybased criterion for identification consists of using computer progtams
search language corpora for recurrent rtird units. The speedy and seemingly clean
character otising computer programs to analyze corpora makes this method\atragen
though infrequent formulaic expressions may be left out (Wray, 2008)efsame time,
patterns found in frequent units can subsequently be detected indgsent material inrder to
determine formulaicity. Another problem with a frequet@sed method is that depending on
the criteria for the length and number of occurrences, and the vaiiatioe sequences,
researchers can obtain widely different results (Wray, 2008}.i3 ghy Wray (2008) pointed to
the importance of not using frequency as an easy means for idegtifiiltrword units, but for

some justified purpose or motivation.

More recently, mainly followinddiber et al.(1999), a growing number of studies have
adbpted what Biber and Barbieri (2007) considered a complementary appootne study of
formulaic sequences by describing frequent sequences in varioasrdestypes. The sequences

which are targeted in this body of research are referred toiaallexndles.
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2.3. Lexical Bundles

The term “lexical bundles” was first usedBiber et al(1999), and they are defined as
the most frequent word strings occurring in a corpus, and whecfaaniliar to users of a
language. They tend not to be complete strutturgrammatical units, and not to be idiomatic
in meaning Biber et al.1999). They include two or more orthographic words, which extend
across structural or grammatical uniBsier et al. 1999), and which have certain discourse

functions (Hyland, 200s).

Lexical bundles are different from other muMord sequences by being more frequent,
by having transparent meanings and being structurally in@e(Biber and Barbieri, 2007).
Further,the studies that examined them, among others, focused onttheiues and functions
in different text/discourse types of authentic language usesifidegtexical bundles mainly
based on frequency and distribution has the advantage of using andeather straightforward
methodology. Also, this line of investigation, like some otherfoomulaic language, is useful
pedagogically by helping ESL/EFL learners and teachers to focietoofdrequent and
relevant bundles in various discourse types. These are disdlmat learners are likely to
encounter in theuniversity/academic studies, for example, and thus, leaimérs and teachers
to maximize the return for the learning effort. Frequebaged identification/selection is also
useful because native speakers’ intuitiertdten used in identifying othéypes of formulaic
sequences about the frequencies of particular language features are often inaq&iber &

Conrad, 2001).

The studies following this line of inquiry (e Biber et al. 1999; Biber et al., 2004, Biber

& Barbieri, 2007) revealed th#exical bundles are consistently functional in both spoken and

11



written English. That is why Biber and Barbieri (2007) argued thahtittefrequency of lexical

bundles is indicative of their formulaicity.

Research following this line of inquiry examiniedndles in conersation (Biber et al.
2004) in applied linguistics, business studies, biology and eldatnganeering (Hyland,
2008a). They showed differences in the patterns of uses of lexiudlelsu For exampl&iber et
al. (1999) reported that ademic prose uses neonoun and prepositional phrasegments than
conversation. They also showed that different discourse typesfieserd sets of lexical
bundles linked to the typical communicative purposes of these difféiscourse types, where
lexical bundles, among othtemctions, are used to structure and organize texts and their

meanings (e.gon the other handor serve as time markers (eagthe time dfin texts.

2.3.1. Identifying lexical bundles

Studies investigating lexical bundles use corpora of differens.sizese studying more
broad or general language tend to use larger corpora than thosegtsgitialized language.
For example, comparing academic prose and conversRBitwer, et al.(1999) used a 5,331,800
word subcorpus for acdemic prose and 6,410,30brd corpus for conversation. On the other
hand, Cortes (20043tudying bundles in biologyistory, and research articles texts, used

966,187 and 1,026,344 words for history and biology research articles, nesgect

In identifying lexical bundles, studies use different frequencyadtg and ranges. In
other words, there is no agreement among researchers about dpsgpifency cubffs and
distribution criteria. The frequency criteria range from at l&@sbccurrences periltron words
(Biber et al. 1999) tobetweer20 times (Cortes, 2004; Hyland 2008a, 20081 40 times per

million words (Biber & Barbieri, 2007). These frequerscege referred to as normalized

12



frequencies, and they indicate how many times particular bundlesiacevery one million
words. Normalizing frequencies for identifying clusters is ingoalr because the corpora and
sub-corpora studied and compared are of different sizes. For example @i 8&arbieri (2007)
studied lexical bundles across dr#at subcorpora ranging from 1,248,811 words for language
teaching to 760,619 words and even 151, 500 words. The criteria for distributionrrange i
occurrence frond different texts (Biber et al., 1999; Conrad & Cortes, 2004) to 10% of texts

(Hyland, 2008a, 2008b).

It should be pointed out that intuition is, to some extent, also ussddating lexical
bundles. In other words, after the automated, frequenegn, retrieval of lexical bundles,
researchers manually remove bundles that, intuitively otleeem formulaic to them. These
include mostly content words considered to be-textontextdependent (Hyland, 2012). These
are often strings that are closely related to the topics of thettettmake up the corpora under
consideration. But ultimaly some degree of intuition is used in deciding what is content
dependent and what is not. For example, Chen and Baker (2010) remastedscsuch as
financial and non financighndthe Second World Waguch intuitionbased selections may be
criticizedas being subjective (Hyland, 2012). That is why some researchdrgs®Sempson
Vlach & Ellis (2010) also used corpus statistics, namelyMhscore. The MI score calculates
the strendt of the collocations or theessociationsf strings and it is empmyed because it seems
to indicate phrasal coherence, which, seemingly, corresponditoctiis functions and
meanings. The problem, Hyland (2012) argued, is that the MI scong, d@iceived for 2vord
collocationsmay not be reliable for longer stringsdditionally, Biber (2009) pointed out that it
tends to select loMrequency items, and does not take into account the orders of the words

forming the collocations.
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Other strings of words often removed manually include overlapping bt infate
the numbers of items (Hyland, 2012). These include, for examplehte®word bundles in a
single fourword bundle, or two fouword bundles in a single five wordBiber, Johansson,
Leech, Conrad, & Finegath999). In such cases, the overlappingdlas are combined into one

(Chen & Baker, 2010).

The frequency and distribution criteria discussed are mostly oséldef identification of
four-word bundles, which have received more attention than-tHree- and sixword bundles
in terms of the studof their structural and functional characteristics. For examnide Biber
et. al.(1999) used a frequency euoff of at least 10 times per million words for feword
bundles, they used a lower @it of 5 times per million words for fiveand sixword bundles.
This is because the longer a string of words, the less frequem @uthentic language uses. For
example, in their suborpora of British and America conversation and academic prosiegota
close to 12 million wordBiber et. al(1999)found that threavord bundles occur about ten
times more frequently than fouvord bundles. Likewise, fouvord bundles occur almost 10

times more frequently than fiweord bundles.

Specifically, fourword bundles have been more studied than other stiecmuse five
and sixword bundles are much less frequent, and often include shongssiand thresvord
bundles are much more frequent and more collocational in n&tilrer et. al. 1999), in
addition to not being interesting for structural and functional arsa(iiyland, 2012).
Additionally, fourword lexical bundles “offer a wider variety of structures and fonstto

analyze” (Hyland, 2012).
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2.3.2. Classifying/Categorizing lexical bundles

Nattinger and Decarrico (1992) preceded Biber, Johansson,,l@ectad, & Finegan
(1999) in classifying formulaic sequences for pedagogical andipigserpurposes.
Formally/structurally, they categorized sequences or “édxibrases” into “polywords”,
“institutionalized expressions”, “phrasal constraintstidserience builders.” (pp. 385). They
used four criteria to differentiate each of the four categorges the three others. The
categories include length and grammatical status, canonioak(thith the typical English
sentence structure) versus ranonial, variable versus fixed and continuous versus non
continuous. They stressed the necessity of thinking in terms ohgont in applying the
criteria and distinguishing the four categories, rather thégrins of separate categories. For
example, polywats, according to Nattinger and Decarrico (1992), are in terms of landth
grammatical status short phrases used like individualdewiords. They can be canonical or
not. They are mostly invariable and continuous, and they includessipns such as a
nutshellor so long.Similarly, phrasal constraints are said to include short andumedngth
sequences, to be canonical and-nanonical, of including a variety of lexical and phrasal
categories such as nouns, verbs, noun and verb phrases, ambahbstly continuous.

Examples of phrasal constraints includevrap this up, a year agor let me start by.

Functionally, Nattinger and Decarrico (1992) used 3 categories: Suteed dtions,
necessary topics and discourse devices. Social interactessalarategorized into
conversational purpose and conversational maintenance. Cainweas maintenance, for
examplejsrelated to how conversation begins, continues and ends. Sequencesuteth
category include those for summoning suchbaslonexcuse meNecessary topics refer to

topics used in daily conversations, and they include expressions sughrasne is,
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how much/bigr | like/enjoy The last broad category includes discourse devices with sub
categories such as logical connectors @sa result, neverthelésevaluators (e.@s far as |

know, there is no doupt

However, Nattinger and Decarrico (1992) did not use frequency @serocrto identify
their sequences. Specifically, they identified the sequeahegésre perceptuallalient,
recognized based on native speaker’s intuition and which serveidisdonctions based on
pragmatic competence. The problem is that one does not know how frégeiehidied
sequences are in normal language use. Furthermore, structutalg/exical bundles studies
focus on grammatical/syntactic structures (phrases and claNsghger and Decarrico (1992)
also examined lengths, variability, and the interrupted versus tnuipted characteristics of

sequences.

A greater and more direatfluence on the line of inquiry used in the analyses of lexical
bundles in the past comftom Altenberg (1998). He identified sequeneeahich he referred
to as “recurrent wordombination”-- of varying lengths and frequencies in the Londomd
Corpusof Spoken English, a corpus of nearly half a million running wddgstound 68,000
different sequences, making up 201,000 sequences in total. But focgdreeisons, he only
focused on strings that are at least threed long, and which occurred at least 10 times in the

corpus. His resulting sequences were 6,692 tokens and 470 differemceEsyue

He categorized them into three broad structural categories, @hcbulcategories, and
studied the functions that these categories served in spokdstEhyk structural categories
included full clauses, which comprise independent and dependent cldasss,constituents,
which comprise multiple clause constituents and single clausetoenss, and incomplete

phrases. A set of discourse functionassociated with each category.
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Full clauses serve functions such as responsedlfarks very mughepistemic tags
(e.g. I' m not surg with independent clauses, or express comments és.g.wer@, indirect
conditions (e.gif | may) or mark appsition (e.g.that is to saywith dependent clauses (pp.
104-109). Multiple clause constituents (eagpnd you know, and theq + in the clause
constituents category act mainly as frames, onsets or stems depending on theiopasitithe
clause. Frames are language in-gubject position; onsets are thematic elements including
subjects and preceding the finite verb. Stems are fornthdawy preceding thematic elements,
a subject and a verb. The three form 97% of recurrent sequesek$o express
old/background information preceding new information. Single claosstituents- the other
sub-category of clause constituertgre usually complete phrases including vagueness tags
(e.g.or something like that, that sort of thingjualifying expressiasn(e.g.more or lessand
connectors (e.dirst of all, in other words Finally, incomplete phrases are various kinds of
strings generally lacking the head or the postmodifier of the phrase. Mdhem have slots in
which sets of lexically and grammesily-related words occur, some of which have become

more or less fixed

However, more recent lexical bundles studies diffemfiearlier studieby studying
almost exclusively structurally incomplete unitsnostly composed of the fragments of two
adjacemh phrases or clausesand using, to some extent, different categorizing terms or
descriptors in classifying bundles functionally. The functiomad¢gories used in classifying
lexical bundles mainly emerge or come frBiber et al.(1999) and Biber et a(2004), among
others. The three categories are stance bundles, disomganizing and referential bundles.
Stance bundles, according to Conrad and Biber (2004), are used tssexggessments and

attitudes providing the frame for interpreting the itlest follows the stance expression bundle.
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Stance expression bundles or clusters incluten’t know ifandit is necessary tdtance
expressions were further broken down into epistemic standadattil stance (desire, directives,

intention/predictio and ability).

Discourse organizing lexical bundles include two-sategories, which artepic
introduction and focus lexical bundles, @ngic elaboration and clarification lexical bundles.
The introduction and focus lexical bundignal that a topics being introduced or focused.on
In classroom teachindor exampletopic introduction lexical bundles incluaéat | want to do
is, if you look atetc.In textbooks, the very few topic introduction bundles inclundidis
chapter weTopic elaboratia bundles are used make a previously stated information more
clear, ask for clarification about it, or add information téntconversation, clarification bundles
includewhat do you meamothing to do withBiber & Barbieri, 2004).In academic prose

clarification bundles includen the other hand, as well as tletc.

Referential bundles, Conrad and Biber (2004) explain, are used toorefatities,
physical and abstract, or to the textual context. They are dividedour subcategoriesBiber
et al.,1999; Conrad & Biber, 2004). Referential identification/focus busdientify physical
and abstract entities in a way that signals them as noteworthpiie.gf the moktimprecision
bundles communicate the imprecision of a previous senteagraph or larger text (e.or.
something like that Referential specification bundles bring focus to particutabates of
entities. These are used to specify such attributes as quataitigible and intangible attributes
of entities (e.gper cen of the. Lexical bundles in the fourth stdategory of referential lexical
bundle are used as time, place or text referencedlie.gnd of the Bundles used to serve
special conversation functions are those used for politenessagusimple inquyrand as

fragments of reporting clauses.
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However, even though many subsequent studies have used functiegalriest
developed from the three stance, tesganizing, and referential categories, they, to some extent
often extend or modify those to inde other categories or sihtegories. This may be that the
structural and functional classification being inductive exploratory, researchers had to create
subcategories that properly describe the bundles that they iderfidiedxample, in the
referential category, Cortes (2004) created a quantifyingcatwieégory, which introduces
guantities and amounts. Similarityland (2008a, 2008b) used different categories to classify
his bundles functionally. He categorized them into researiemted, texoriented and
participantoriented. Researetriented bundles, according to Hyland (2008a, 2008b), help
writers in structuring realvorld activities and experiences. Reseavdlented bundles were
further classified into location (e.@t the beginning ¢f procedure (e.gthe operation of the)
guantification (e.gthe magnitude of thedescription (e.ghe structure of theand topic (e.gin
the Hong Kony(p. 13). Textoriented clusters are used to organize a text and its meaning into an
argument or anessage. They include transition signals (@xthe other hang resultative
signals (e.gas a result 9f structuring signals (e.@ the present studyand framing signals
(e.g.in the case of Finally, participant oriented clusters focus on watend readers by
conveying their attitudes, for example. They include stance fedeies is possible thgt

engagement features (eligshould be noted

The study of structural and functional categories across diffeggt types has revealed
that different registers or text types use different sets of amal@nd functional categories
reflecting different communicative purposes. In the followsegtions of the current review, |
will discuss the structural and functional characteristics nfiles used in spoken and written

English first, then in L1 and L2 writing, and in different acadedmciplines.
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2.3.3. Lexical bundles in spoken and written English

My discussion of lexical bundles in spoken and written English aaili$ on
conversation, classroom teaching, classroom management, office hwdysg®ups and service
encountes for oral registers (Biber et al., 1999; Biber et2004; Biber & Barbieri, 2007). For
written registers, | will focus on academic prose, textboaks;se managemeatd institutional
writing (Biber et al., 1999; Biber et al., 2004; Biber & Barbieri, 2007) cBigally, | will
compare the lexical bundles used in spoken registers to thosm waetten registers. | will also

discuss differences among the spoken teggsas well as the written registers.

The first difference between spoken and written registers ispla&en registers tend to
use more bundles than written registers both in terms of different Isuanaliequantity. For
exampleBiber et al(1999) found 5000 occurrences of lexical bundles per million words in
academic prose and 8500 instances in conversatioilaBymBiber et al.(2004) found that
classroom teaching, a spoken register, uses more bundles, bathsrofejuantity and different
types than textbooks and academic prose. This may be due to the spontaateoe ®f oral
interaction where, under time pressure, speakers choose fromerg@nd relatively limited and
expected/predictable sets of prefabricated expressions to conuegdas. However, while this
may usually be the case with regard to the quantity of bundlesat edways the case regarding
the use of various or different types of bundles. For exampler Bitd Barbieri (2007) found
that course management and insiitnal writing, both written registers, use more different sype
of bundles than classroom teaching in their corpus, with ovediff2Z@ent types of bundles used

in course management, and fewer than 90 in classroom teachiegafople.

Research into #hstructural patterns of fouvord lexical bundles in spoken English

revealed that bundles in spoken English registers tend to be compiosads @r fragments of
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guestions and declarative clauses or verb phrases more thademacavritten registerBfber
et al.,1999; Conrad and Biber, 2004). In conversatRiber et al.(1999) grouped bundles into
14 structural categories. These are fragments of clauses sorgpfor example, personal
pronouns + lexical verb phrases (d.don’t know wha¥, pronoun or noun phrase + copula be

(e.g. It was in the), questions (eGan | have a(Biber et al.1999).

In academic prose and textbooks the majority of clusters are pawdsio phrases and
prepositional phrases, but also anticipaiory verb or adjetive phrase + complement clause
(Biber et al. 1999; Biber, Conrad & Cortes, 2004). Biber et al. (1999) grouped bundles in
academic prose into 12 major structural categories, whichhdagbarts of noun phrases
containing postmodifiers (e.gthe nature dthe), preposition + noun phrase (ea@s a result of
(Biber et al. 1999). But Biber and Barbieri (2007) found that classroom teaching reliesiot
clusters incorporating declarative and interrogative cléraggnents prevalent in conversation
(e.g.you don’t have to, | want you)tand fragments of noun and prepositional phrasesdesy.

of the things, the end of thprevalent in academic prose and textbooks.

Functionally, spoken and written registers tend to rely on relatdrerent categoris.
Spoken registers tend to use more stancel(dan’t know how, | want you Ydundles than
written registers. In contrast, written registers, that is, texthadademic prose, course
management and institutional writing tend to use more referexjpaessions than spoken
registers. For example, in conversation, stance expressmansed the most, followed by
discourse organizers (ewhat do you think(Conrad & Biber, 2004). Conversation uses far
fewer referential expressions than stance bunthestance expression bundles, personal
epistemic stance expressions are the most used {leirgk it wag. The patterns of uses of

clusters in conversation reflect the priority given to conveyerggnal thoughts and attitudes,
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the concern for not imposing on people and for politeness. You haveellaimilar patterns in
other spoken registers. For example, all of the five university sp@gesters investigated in
Biber and Barbieri (2007) (service encounters, classroom teadtasg, managemertffice
hours and study groups) were found to use more stance bundles than discganszing and
referential bundles. Classroom teaching relies on refelentmlles (e.gthat’'s one of the, and
things like that, how many of yponore than all the ber university spoken genres, followed by

class management.

However, even though the use of stance bundles is a general chstractkespoken
registers, different spoken registers rely on differentctbgories of stance bundles. For
example, studymups rely on epistemic stance lexical bundles more than all teewttversity
spoken genres. These stance bundlesi(dan’t know what, | don’t think thaare usually used
in study groups situations to make claims tentatively, instead kihmasegrtions (Biber &
Barbieri, 2007). Likewise, office hours rely more on ability stamoedles (e.gl. don’t know if, |
don’t think sQ than any other spoken university register. These are used in officsituations
to indirectly give orders to studerttsdo an assigned task, by emphasizing that students have the
ability to perform the task. Also, classroom teaching, which theemost discourse organizing
bundles in spoken registers, uses them mainly to introduce ordacu$opic, or elaborate or
clarify a topic (e.gl want to talk about, if we look atClassroom teaching relies on relatively
many stance and referential bundles, adicgy to Biber et al(2004), because it involves at the

same time involved spoken discourse and informational written dszou

Of the written registers Biber and Barbieri (2007) found that colyse management
does not rely on more referential bundles (mdhe case ¢fthan discourserganizing and

stance bundles. For example, in academic prose, most ofitiefebeindles are used for
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attributes specification (Conrad & Biber, 2004). The few stancganis used in academic prose
are three common fowword bundles, which includde fact that thandit is necessary tall of
which are impersonal stance bundlesaddition, contrary to epistemic stance bundles used in
conversation, which usually show uncertainty, the most common episséanice cluster in
academic prosehe fact that theexpresses certainty (Conrad & Biber, 2004). In academic prose
the fact bat theis often used to present a concept as accepted informatiotabligsed. Of the

few discourse organizing bundles used in academic ppagbe other hand the most

common, and it is used to show contrast explicitly. The patterns ®bfisexcal bundles in

academic prose reflect the emphasis on conveying informationgd@&nBiber, 2004).

Written registers, to some extent, also differ in their usélseélifferent functional
categories of bundles. Institutional writing relies on reféaébundles much more than the other
written genres or registers. For example, Biber and Bar2i@d®) found that institutional
writing uses over 60 different referential bundles whilerse management, the closest to it, uses
fewer than 40 differentaferential lexical bundles. Textbooks rely on even fewer, withrfewe
than 20 referential bundles. In institutional writing, place refesmare the most common in the
referential bundles because, according to Biber and Barbieri (2083f)le need to raf¢o

places on campus. These bundles inclndbe college of, from the office of.

Course management, which Wfitten course management includes 10 syllabi ‘text’
files (196 syllabi totaling ca. 34,000 words) and 11 course assignmehfilesx{162 ndividual
assignments totaling ca. 18,500 words)” (p.264) relies on stancessuhdimost with over 70
different stance bundles (Biber & Barbieri, 2007). In fact, wntlke other three written registers,
course management relies more on stance buragéferential bundles. It also uses more

discourse organizing bundles than all the other written registextbdoks use fewer different
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types of stance, discourseganizing and referential bundles than course management and
institutional writing, pogbly because textbooks use far fewer different bundles thamvthe t
overall. However, academic prose uses even fewer stance, desoogeisizing and referential
bundles. The referential expressions that textbooks rely on niafelyto tangible and intgible
framing attributes. These bundles inclulde size of the, the nature of the.

However, as Biber and Barbieri (2007) admitted, one should be cauticossitgering
these findings, given that office hours, class management, wiichr's at the begming and
end of class sessions, to discuss course requirementstagiqes; and past student
performancg (p. 264) and course management, only 50;40@ds, 39,255wordsand 52,410
words, respectively, are small for investigating lexical busdMore gnerally, it seems that
larger subcorpora, at least in Biber and Barbieri (2007) yielded fewer éffitetypes of bundles
than smaller sutHsorpora. More research seems to be needed to see how steyead)bundles
across corpora and swaorpora of simar sizes compare to studying lexical bundles across
corpora and suborpora of significantly different sizes. In the specifiseaf lexical bundles
analysis in different registers, studying the same registertbas Bonrad and Cortes (2004) or
Biberand Barbieri (2007) using stdorpora of similar sizes may produce different findings.

Beside the study and comparison of bundles across spoken and st tfair
amount of studies compared and contrasted the lexical bundiesfitey used in L1 and L2
English academic writing in terms of their frequencies, ti@sgas well as their structural and
functional characteristics. This is because of the pedagjdgiplications of findings from such
research (PerelzZlantada, 2014). In the next sectidrshall review some of the research into the

use of lexical bundles by English first and second language writing.
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2.3.4. Lexical Bundles in L1 and L2 English Writing

There has been a growing number of studies into L1 and L2 English acagetmg,
most of which seem to have focused on univedlsiel students’ and expert writings. This is
partly due to the recognition that the analysis and comparisoh ahdl L2 English written
production is useful to identify the overuse and underuse of partlmutalies imon-natives’
writings, and ultimately apply those findings to the teaching of ESLIEarners (Chen &
Baker, 2010). Some studies investigated and compared the useswbfduexical bundles in
novice L1 and L2 English writings, novice and expertings or expert L1 and L2 English
writings (Cortes, 2004; Chen & Baker, 2010). Others focused on specliinited numbers of
lexical bundles, studying and comparing their uses across noviexped L1 and L2 English
writings (RicaPeromingo, 2012; Hassan et al., 2009). For example, Cortes (2004) compared the
uses of lexical bundles by expert writers in history and biology to thicst@dents in these
disciplines. Similarly, Chen and Baker (2010) compared the uses ofllexiodles in a corpus
of Chinese L2 English essay writers, L1 English essay writers andtgggished academic
writing from academic research articles and textbooks extikdtdi, Rasekh and Rizi (2009)
focused on a sutype of extraposed structure involving anticipatioryis followed by

predicative adjective (e.g. important) + infinititalor conjunctivethat.

Findings pointed to the fact that expert and native writers tendgetonore different
bundles than nenatives, with expert writers using the most different typdsuofdles. For
example, Adel and Erman (2012) found 120 different bundles in the cofpasive writings
and 60 in the corpus of narative writings (p. 85). Similar findings were reported in Corte
(2004), even though Hyland (2008a) found that Mastbesés contained more different lexical

bundles than the more proficient PhD theses antighdal research articlearguing that less
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proficient writers tend to rely on more prefabricated expoass Chen and Baker (2010)
attributed the discrepancies letfindings to the fact that Hyland (2008a) did not remove
overlapping and contextependent bundles while they did. They also cautioned against

comparing findings across studies using corpora of differens,siz&de up of different text

types.

It should however, be noted that there are consistent differences in thefuessisal
bundles by either novice L1 and L2 writers, novice and expert writelexpert L1 and L2
writers. For example, both novice L1 and L2 English writers teravéruse certailexical
bundles and underuse bundles frequently used by expert writetegC2004). Cortes (2004)
reported that students in both history and biology seldom or never used htheyondles used
by published authors, 29 out of the 54 bundles identifiede published writing in the case of
history students. Even the referential, timarking, bundles (e.ghe beginning of the, the end of
the) used by students with higher frequency were found to be differenttfr@wnes typical of

published historyvriting (e.g.at the turn of, in the course)of

Structurally, also, Chen and Baker (2010) found that student/newitsss tended to
differ from expert writers in their uses of lexical bundleghwexpert writers using more noun
phrasebased and prepdisin-based phrases than novice L1 and L2 English writers. In contrast,
they found that novice writers, both L1 and L2 English writers msere verb phraskased
bundles than expert writers. For example, noun pHoased and prepositidrased phrases
make up 68.5% of bundles in the published, expert writing corpus usediirstindy, 44.2% in
the L1 English corpus and 57.5% in the corpus of L2 English writing. Fropetitentages, one
can see that Chinese L2 English used more noun phesssl and prepositional phrassesed

bundles than L1 English students, being closer to expert writersiregpect. However, further
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analyzing the noun phrafmsed bundles, they found that novice L1 English writers used most of
the noun phrasbased bundles not followed bywhile L2 English writers used none of this

kind of bundle.

Functionally, Chen and Baker (2010) found that expert writers used nfierentl
bundles, 60% of types of bundles in expert writing, than novice L1 anagRksk writers, 37%
and 41%espectively. On the other hand, novice writers’ corpora cortairee stance bundles
than expert writers, with stance bundles representing 42% of thedfpesdles used in L2
English corpus and 37% in the L1 English corpus. The significant uséeadngal bundles
appears to be indicative of mature academic writing. In the cafpusblished/expert academic
writings, a type of referential bundle, a type of quantifyingdveridegree/extent modifiers), for
examplehe extent to whichs also foundn novice L1 English writing while it was not found in
novice L2 English writing. In that novice native speakers of Englisttloser to expert writers
in their uses of lexical bundles. Chen and Baker (2010) also foundilttatglish essay writers
exhibited similar uses of lexical bundles by having more control of hedging dethae L2
English essay. L2 English writers tendency to use significantlgrféedging devices, according
to Chen and Baker (2010), reflects the tendency in immature, secondgamngiting to

overgeneralize and be categorical in expressing ideas.

Even in expert writing, differences have been reported across L1 aaddligh writing.
In a 5.7 millionrword corpus, of L1 English, L2 English and L1 Spanish researchestigl
expet/mature writing, Pereklantada (2014) found that L2 English and L1 Spanish writers used
more different lexical bundles than L1 English writers. For examhile L2 English expert
writers used 77 different bundles, L1 English expert writerd Gdedifferent bundles. But he

found that 36 lexical bundles were used as core or overlapping bumtiesthree corpora, even
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though L2 English and L1 Spanish expert writers were found to usenoongphrase and
prepositionalbased lexical bundles than L1 Emfpliresearch articles. Conversely, L1 English
writers were reported to use more dsed lexical bundles than the other two groups. In the
verb phraséased bundles used by L1 English writers, anticipatdoflowed by verbbe +
adjective + clause fragent is the most frequent structure. This structure is chardicteris
academic texts where such a structure is used for hedging (& jgossible tpand for emphasis

(e.g.it is clear thaj, for example.

Functionally, L1 Spanish and L2 English wéoend to use more referential bundles than
L1 English. In contrast, L1 English were reported to use moneetaundles than the other two
groups. OverallPerezllantada (2014¥oncluded that even among expert L2 writers only few
ever acquire and use #tle range of lexical bundles used by native expert writers, evenhthoug
this difference is not significant. He argued that tresall differences are to some extent due to

transfer from their first language.

So far,| have discussel@xical bundles in the spoken and written English modes, as well
as in English first and second language. In order to provide a fulleniptes of research into
lexical bundles in English, I shall discuss, in the next @acgome of the research into the uses

of lexical lundles in different academic English disciplines.

2.3.5. Lexical bundles in different academic disciplines

Research into the lexical bundles used in academic disegplocuses on various
disciplines, including history and biology (Cortes, 2004), electéogheering, business,
applied linguistics and biology (Hyland, 2008a). The differencessm$e of text types across

studies investigating lexical bundles in different disciplines cefiéferences in purposes. For
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instance, Cortes (2004) chose researticles because professors in the field considered by
Cortes considered research articles as models of good writimgwhich students were to learn.

Additionally, she was comparing students’ writings to expert writing.

The results in such studies relshdifferences, but also similarities, in the patterns of
uses of bundles across different disciplines. For examplesrrstof structure, most of the
bundles identified across studies relate to academic prosédnvedrds, most of, or at least, the
bundles identified in these studies are fragments of noun and prepalsjhrases. For instance,
over 60% of bundles in biology and history research articles are nowephith ‘of’ phrase
fragments (e.ga function of the, both sides of Jhaoun phraes with post nominal clause
fragments (e.ghe degree to which, the ways in whigbrepositional phrases with embedded

“of’ phrase (e.gas a consequence, at the timg(€fortes, 2004).

However, some disciplines use more bundles than others. For lexdgland (2008a)
found that electrical engineering, with 213 different bundless os#e bundles than the other
three disciplines, followed by business studies with 144 bundigand (2008a) speculated that
this, among others, that “it could be a cemsence of the relatively abstract and graphical nature
of technical communication...the dependence of Engineering...on visualametio

representation” (pp.-20).

Structurally, also, academic English shows disciplinary variafr hese pertain, among
othes, to the distribution of the bundles of different structa@®ss different disciplines. For
example, Hyland (2008a) found that business studies use noun phrafsagrants (e.ghe
end of the, the price of ththe most with 28.5% of all bundles business studies being parts of
this structure. In comparison, 22.9 of all clusters in applied litigaiare parts of noun phrase +

of structure, 22.3% in electrical engineering, and 23.7% in biology (plrL®dntrast, business
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studies use fouwordlexical bundles incorporating anticipatory it structure the legtstonly
4.5% of all bundles incorporating this structure. Electricalreg®ging uses this structure the
most (e.git can be observed, it was found thdah comparison, only 6.3% of bdles in biology
incorporate anticipatoriy structure, 5.6% in applied linguistics (p. 10). But generally,
anticipatory it tends to be used less than other structures bathiocerand expert writing in
different disciplines. For instance, in Hyland (2008a), thiscstire makes up only 2.5% of all
bundles used in all the four disciplines (i.e. biology, electriogireeering, applied linguistics,
business studies). But, even though clausal in structure, extrapaszdres such as those
involving anticpatoryit + Vbe+ adjective+ clause fragmen(e.g.it is important to, it is clear

that) are characteristic of written English academic dise@#toer et al, 1999).

Functionally, academic disciplines have in common their reliand¢arga proportionsf
referential bundles, which is characteristic of academic pruse,tbough different disciplines
tend to rely on varying amounts proportions of referential bundles. Betay, referential and
text-organizing bundles tend to be used more than staumtdies in academic prose. Like for
structure, lexical bundles have different patterns of usegiunally across different disciplines.
Hyland (2008a) found that soft sciences (represented by businegsied &nguistics) use
different categories &m hard sciences (represented by biology and electrical enginegring) (
14). While soft sciences use more texiented bundles than any other functional categories,
hard sciences use more reseasglented bundles than tex@nd participarbriented bunkks.
49.5% of bundles in applied linguistics are texiented, 31.2% of bundles are reseasdlented,
and 18.6% are participantiented. In business studies, 48.4% of bundles aretexited, 36%
researckoriented, and 16.6% are participamtented p. 14). In biology, 48.1% of bundles are

researckoriented, 43.5% are textriented, and 8.45 are participaoriented. Researebriented
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bundles make up 49.4% of bundles in electrical engineeringptexited bundles make up
40.4% of bundles, and 9.2%eaparticipanoriented. Hyland (2008a) argued that these patterns
of uses are due to the tendency in hard sciences to conateureedworld and laboratory
focused sense, giving specific descriptions of research objectoatekts (e.gthe structure of
the, the base of theOn the other hand, arguments in soft sciences are more discansi

evaluative with more interpretation in researchers’ atterogtettsuade.

Findings in Cortes (2004), to some extent, echo those in Hyland (2008a}alRrgple, n
history research articles, she found that close to half of bund¢exaprganizers. In biology,
there are approximately equal numbers of referential anebtganizing bundles. But in her
biology corpus, unlike in history research articles, whiokeh@o stance bundles, there are
relatively many stance bundles, albeit far fewer than refetemthtextorganizing bundles. In
both history and biology, most of the many referential bundles amtifting bundles (e.gne

of the most, a large numbef)o

The studies of bundles in different discourse/text types, mostlydbrigikts, has
provided some insight into the sets of lexical bundles relied on byesm@okd written modes or
in different disciplines. We now know, for example, that novice LgliEm writers use fewer
hedging devices than novice L1 English writers or that writteneanadEnglish uses more
referential bundles than stance bundles. However, some of thegfrali@ not always consistent
across different studies. For example, whitieAand Erman (2012) found that more proficient,
L1 English, students used more different lexical bundles, Hyland (2@®@&&] that the less
proficient Master’s theses writers relied on more prefabricsti@tgs than the expert research
article writers.These discrepancies, as Chen and Baker (2010) suggested, may be dusdo the

of corpora of different sizes and text types across diffestenies.
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In Hyland (2008a) the corpus being made up of Master’s theses andg$3eDations by
second language leeers, in addition to research articles, it may not be an aecura
representation of expert writing in business studies, as wblbbxgy, applied linguistics and
electrical engineering. Also, his comparison of the distributionfurictional categoes across
the four disciplines is rather broad. In other words, functiona#lygdmpared the uses of bundles
in soft sciences (business studies and applied linguistcsys hard sciences (electrical

engineering and biology) instead of comparing theesuacross the individual four disciplines.

24. Thepresent study

The current study is different from earlier studies of lexical bunididusiness by
focusing only on one genre, research articles, in Madi&r& texts and in a specific sub
discipline, firance, given that many studies have tended to study lexical bundles iedsusin
business studies, not in its specific glibciplines. This is intended to provide mastée\gel
finance students with a restricted list of bundles specific to sdifield instead of a list related
to business studies as a whole, part of which may not be usdifthhce students. My objective
in doing that is to maximize the return for the learning effort bydmguon sets of bundles that
Master’slevel students wilmost likely encounter in their readings, and will need when wgritin
in their subdiscipline. Lexical bundles, among others, provide frames for intergrine
following, larger, phrases and clauses, and the developing dsscasiia whole. They are also
used to structure and organize academic texts. As such, undergtdr@imeanings, uses and
functions of frequent lexical bundles in Mastdesel finance research articles is essential for
students to read and understand Mastievsl finance texts. Fowriting, by identifying them |
will provide master’devel finance students, both first and second language learndrs, wit

prefabricated expressions, among others, to structure themggrdind show the relationships
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between their ideas in a discipllappropriate way in order to better communicate the meanings

of their texts.

| chose research articles because tremendous scholarstapeisithated through them
(Hyland, 2008a), and they represent models of writing from which disidan learn. In ord¢o
study lexical bundles in mastefisvel finance research articles, | will attempt to answer the

following research questions:
What are the most frequent lexical bundles in Master'al litvance research articles?
What are their structural charactes®
What are their functional characteristics?

Based on findings from research into expert academic writtés) tegan be
hypothesized thastructurallya large proportion of the lexical bundles identifiedhe corpus
will be nourbasedand prepositionabased phrases. Functionally, it can be hypothesized that a
large proportion of the identified bundles Miiclude referential or researdriented bundledf
there are verdbased bundles, they will probably include extraposed structures sitch as

Vbe/V+ adjective+to/that.
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CHAPTER THREE: METHODOLOG

This sections presents the three main steps involved in conductirtgdizela other
words, it presents information about how the corpus was colldu@dthe lexical bundles were
identified, and how the retrieved bundles were categorizedstallgtand functionally.
Specifically, the first step includes choosing the texts comprisi@ corpus, cleaning the chosen
texts and converting the texts in machieadable format (plain text format). The second step
mainly consists of identifying and retrieving the lexical bundlesgiaicomputer program, and
specific frequency and distribution/range criteria. The third stepastly about the structural
and functional categorization of the identified bundles by displayiegextual contexts in

which thetarget bundles occur in the corpus.

3.1. Corpuscollection

In order to create a corpus that is representative aidmaesearch articles as used at the
master’slevel, six professors in the finance and real estate depdarah€olorado State
Universty wereconsulted. The department has twualergraduate programs: real estate and
finance; and one graduate program: finafidee sixprofessors were asked to give the titles of
journals from which they took articles or would take articles agding assigments for their
master’slevel students. In total, j@urnalswere identified (See Appendix far a full list of the
journals suggestgdrour journals, which were identified by all or most professoese
targeted, includindgournal of Corporate Finare; Financial Analysts Journalournal of

Portfolio ManagemerandJournal of Derivatives.
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Research articles from each of the four journals foraielit250, 000 words, resulting
in 1,034,587 words. Specifically, | downloaded about 50 articles from dalh four journals
and converted them into word doc using the tools pane of Adobe Adrblbab. Following
Cortes (2004) | removed the references, graphs, tables, sciéontificlae, headers, footers,
captions from each article. After additional datesewemoved from the articles, the number of
words were counted, and all articles from a journal were placeaakifile, converted into plain
text with the name of the journal, and labelled after the narnteegburnallt should be noted

that | sampledvhole articles, not only parts of them.

In the end, | gived at a corpus of 1,034, 58ibrds, which I called MFRAC. It stands
for Master’'sLevel Finance Research Articles Corpus. In terms of tleedithe corpus, Biber
(2006) suggested that a corpuddrge enough to adequately represent the language features
under investigation, as those features occur in the language. Gerieealiydy of the language
features requires a larger corpus than the study of the featuresiafizpd language (McEnery
Xiao & Tonio, 2006). In other words, general corpus is usualgelaor bigger than specialized
corpora. In this study, a omaillion-word corpus was considered a suitable size because
specialized language was being studaatialso because the corparapublished history
writing and biology writing used in Cortes (2004) are 966,187 words and 1,026,344 words

respectivelyIn other words, her two corpora are about 1,000,000 words.

Table 1, below, shows the composition of the corpus, namely, the nufmber o
words/tokens of the texts of each of the four journals whose arficleshe corpus, and the
total number of words of the corpus. It also presents information dimuatmber of

texts/articles from each of the four journals, and the total nuofliexts/articles that make up
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the corpus. Finally, table 1 shows the average number of wordsxpan the journals and the

corpus as a whole.

Table 1

Corpus of master4evel finance research articles (MFRAC)

Journals Number of words Number of Average number

articles/texts words per texts
Journal of Corporate Finance 275,374 31 8302.38
Financial Analysts Journal 259,649 45 5769.97
Journal of Portfolio Management 264,380 100 2643.8
Journal of Derivatives 253,521 35 7243.45
Corpus 1,034,587 210

3.2. ldentification/Selection of lexical bundles

As a reminder, lexical bundles are essentially stringsoofisvthat tend to coccur
together, identified on #thbasis of their frequent occurrence in texts, and wlagle kertain
discourse functions (Hyland, 2008). Also, they do not usually hasenalic meanings, and are

not complete structurainits (Biber et al.2004), usually bridging two phrases or clauses

However, the frequency cuiffs for identifying lexical bundles are rather arbitrary and
are diferent in different studie$n the current thesjsfter thecorpushad been createthe
lexical bundleglassified structurally and functionally were identified in fowain steps. The
researcher started by retrieving the foward bundles occurring &6 times per million words

andin five different texts (articlesFollowing previous studies on lexical bundles (e.g. Cortes,
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2004; Hyland, 2008; Chen & Baker, 20HerbetEisenmann, Wagner, & Cortes, 2QT6ur-
word lexical bundlesvere targetedh order to have a manageable number of bundles for
concordance checks and categorization, often about a hundred buhéeses of fouword
bundles were also investigated in this study because, according taH¥R20&), they have
clearer structural and functional differences among#edves than-8vord bundles. In order to
retrieve the fouword bundles from MFRAC, the current study uses AntChaAaet Specifcally,
the cluster and Mjrams functiorof AntConc 3.4.4vas used to identify the bundles that occurred
at the minimum frequency amadnge seby the researcheAntConc 3.4.4was mainly used
beauseit allowsoneto retrieve anaxtractstringsof varying lengths, and to set desired or
chosen minimum frequencies and ranges/distributions of occurrmmdbs strings rather easily.
It also allows to display the concordance lines and wider textualsmevhich the target
bundles occur for structurahd functional classificatiorfigure 1,below, shows part of the

four-word lexical bundles from the MFRAC as displayed by AntConc 3.4.4.
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Figure 1 Screenshot showingart ofthe MFRAC bundles

After thefirst step, which had consisted of retrieving ther-word bundleoccurring at
least 25 times per million words and in five different artictberesearcher displayeté
concordance lines for thietrieved lexical bundles, and manually checked how many of them
occurred in the textsf at least threef the four journalswhich is one of the criteria used in
identifying the lexical bundleg wenty different lexical bundledid not occur in the research
articles of at least 3 journaland these, which includad non family firms and panel a of taple

were discarde{iSee Appendix Bor a complete list of the 20 lexical bundles removed)
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After the second step, the researcher examined/chéokedmainingundles for
contentdependenbundles. Specificallythe remainingpundles were scannedorder b detect
bundles that appeared to indicate or refer to topics or subjededrédafinance or businedsour
different types ofexical bundle seemed be contentlependent, and these wéhne global
financial crisis the s p index, of the s @andthe Sharpe ratio afwhose concordaedines were
analyzed to verify that they refer topics or information closely related to finance or business.
the global financial crisisefers to the 2008 crisis which started in the United Stites p
indexandof the s prefer to The Standard & Poor’s 500, whisha stock market index using the
market capitalization of 500 large companies commonly listed on¢lheYork Stock Exchange
and the NASDAQthe Sharpe ratio at atype ofstandard mease used in finace. Along with
the only one conterdependent bundle, another bundle was remdngn the remaining list of

bundles The bundle igad tion of theand it is mainly made up of the affastion andof the.

In the fourth step, \erlaps were detected, themncordance listings were checked to see
whether each set of overlgerformed the same or similar discourse functi@w&rlapping
bundles involvecases where two similar fowvord strings occur or overlap in feyfive- or six-
word strings In total, 15 sets of overlaps were merged, and these sets ingtudeesult oand
as a result theandon the basis of and the basis of theshould be noted that part of the
overlaps that were merged are used differently to expnessaime functions. Fexampleasa
result theis used after the cause has been mentioned, and the effeatlbisresentioned just
after the bundle while in the caseasf a result oboth the cause and the effect are mentioned

after the bundl¢See AppendixC for a complete lisbf the 15sets of overlaps)

After the initial list of bundles retrieved from AntConc 3.4ad been refined, the

researcher classified the bundles structurally and functionally.
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3.3. Structural and Functional classification/categorization

AntConc 3.4.4vas used to display the concordance lines for each of the remaining
bundles to first classify them structurally (e.g. noun phraggrfeats, complete phrases) and
then functionally. AntConc 3.44dllows to display all the lines in which a target lexicahile
occurs in the corpus. These lines are referred to as concordas€ibure 2,below, presents
part ofthe concordance lines of one of the bundles identified in the MFRAE€targebundle

appears in the middle of the lines.

o = sl
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Figure 2 Screensbt showing the concordance listing for one of the MFRbAGdIes
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In total, 11 structural categories were used to classify thddsinfithe MFRAC. eight
of the original 12 majostructuresised n Biber et al. (1999) were used, two categories were
adaptedand one new was adaptdable 3, below, presents the structural categories osed t

classify the bundles of the MFRAC, and examples of the structures.

Table 2

The structural categories used to classify the bundles of the MFRAC

Structures Examples
1. NP withof-phrase fragment the value o
2. NP withother postmodifier fragment the extent to which
3. NP with premodifiers (created) the risk free rate
4. Prepositional phrase with embeddsephrase fragment in the context of
5. Other pepositional phrase fragment on the other hand
6. Anticipatoryit + verb phrase/adjective phrase it is important to
7. Passive verb + prepositional phrase fragment is defined as the

8. (Pronoun/NP) + copulbe + NP/adjective phrase (adapted) the dependent variable is

9. (NP) (verb phrase 4thatclause fragment (adapted) we find that the
10. (verb/adjectiver) to-clause fragmentadapted) to control for the
11.Other expressions as well as the
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In order to categorize the extracted bundles in terms of theiridmsdn discourse, | used
Hylands (2008a, 2008kihree main categories of reseamiented participartorientedand
text-orientedbundlesThe aforementioned categories were chosen over Biber, Conradt&Co
(2004) and Biber & Barbieri (2007) because, as Hyland (2008a) pointet@finictional
categories used by Biber and colleagues emerged from the an&lysisedbroadr and general
categories than his reseatfdtused genres of research articles, master’s theses or PhD

dissertations.

Researckoriented bundleas used imHyland (2008a, 2008b) includive categories,
which are location, procedure, quantification, diggion and tofc. But the current study used
four of thefive categories, that is, location, procedure, quantification andipg&snor Location
bundles are used to refer to the time and place of some aotivégt, phenomena, etc.
procedure bundles atesed taeferto steps or methods in carrying out some agtion
guantification bundlesamong others, evaluate or refer to the size, value or amount offsogne
or are usedo speak about something in relation to the size, value or amount eflsnga The
description bundles are used to describe miscellaneousipleea, processes, eBundles in
the topic sukcategory, according to Hyland (2008), are “redai@ the field of research(p. 13)

Such bundles, in Hyland (2008&)¢ludein the Hong Kag, the currency board system

Participantoriented bundles include stance features and engagésaduntes, but only 1
sub-category, stance features, was used. Stance features indigées’a attitudes and
evaluation®of information, knowledgeyeingdiscussed In Hyland (2008), for example,

participantoriented bundles includeay be due to, it is possible thiashould be noted thaetc.

Text-oriented bundles include 4 sghtegories, which are transition signals, resultative

signals, structuring signeand framing signal3ransition signals are used to indicate addition
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as well as contrast relationships between elements of discR@sultative signals, according to
Hyland (2008a) “mark inferential and causative relations between eighfi4).
Structuring/referring/relating bundles are used to refer to or datention to specific discourse,
author or work, or to organize texts. Framing bundles specify the comsldif the arguments.
Table 3 below, presents the functional categories used ssifjahe bundles retrieved from the

MFRAC.

Table 3

The functional categories used to classify the bundles of the MFRAC

Categories Exampks
Researchoriented
Location over the sample period
Procedure to control for the
Quantification the price o
Description the volatility of the
Text-oriented
Transition signals on the onet
Resultative signals as a result the
Structuring/relating/referring signals (adapted) in lirte thie
Framing signal with respect to the
Participantoriented
Stance features it is important t@sseme that the
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When the functional category of a bundtild not be easily identified based on
concordance lines, the extended textual context in which bundles aba@ne examinetb
determine their discourse functions. The bundles that | fobaldenging, and whose wider
textual contexts | had to examine, are mainly description and procedio& bundles. It may
be because concordance lines do not always provide enough infortoaseparateescription
bundles from procedure bundles becamseedure bundles also involve a typedafscription.
Some of the challenging bundles inclu# be used to, to control for tf@ procedure bundles,

andthe correlation between the, the ratio of foe description bundles.

In order to improve the rability of my functional classification,had another coder
examine 10% of my bundles. The codgagreed with my functional classification of all the
sample bundles, even thougfe asked me to slightly modify the terminology (i.e. use text
oriented locabn phrases instead) used to refer to-teinted bundles in order to fully reflect
the functions served by bundles in the texented categoryBut | decided to use the original
terminology because | thought the coder examined only 10% of bundless aodh may not

have had a full picture of the functions and uses of bundles in therierted category.
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CHAPTER FOUR: RESULTS AND DISCUSSION

This section presents and discusses the results of the analysis of tivertbbundles identified
in the MFRAC. After giving an overview of the bundles retrieved from MFRAC, theictsiral and
functional characteristics will be presented and discussed. In adtigorgsults of the analysis of the
relationship between the structural and functional characteristics dfigtebundles will be presented

and discussed.

One hundred and twenty differagpesof lexical bundle were retrievedisingthe frequency
cut-off and range set by the researcidter refinement (i.e afterbundles not occurringn at least three
journals nonformulaic bundles, contedtependent bundles were removed, and-tagping bundles
were merged), a final list &0 differenttypes of bundles was compiled for structural and functional
categorization. In terms of the number of tokens, 5092 bundles were identifital antbbefore
refinement. The words in the 5092 famord lexical bundles make up 0.49% of the words in the corpus.
Thisis less than the 2% &hur-word bundles found by Biber et al. (1999). This may be attributed to the
much higher frequency cufff — 25 times per million words used in this study compared to Biber et al.

(1999), who used a frequency -@it of 10 times per million words.

After refinement, | arrived at 43G@6kensMore than 60% of the 8&ifferent lexical bundles
identified after refinement occur more than 30 times per million wartlee MFRAC. These bundles
includein addition to the, the nature of tla@din this case theThe 20 most frequent bundles occur more
than 50 times per ntibn words. Almost all of t bundles occur in more than different texts/articles,
with the most widely distributed bundles occurring in more than 40 differestaexndicated in the
range column of table. 3 able 4, below, shows the number of difiet types of lexical bundles as well as

the number of tokens in the MFRAC before and after refinement.
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Table 4

Number of tokens and different types of lexical bundles before and after refinement

Before refinement After refinement
Number of types 120 Number of types 80
Number of tokens 5092 Number of tokens 4,281

The most frequent bundles includhe value of thia, on the other handjn) the case ofthe),(at)
the end ofthe)andas well as theand these were part of those identified in previous studie8(bay,
Johansso, Leech, Conrad, & Finegan, 1999; Hyland, 2008a, 20@8khe most frequent lexical bundles
in academic prose. Table 5, below, presents the 20 most ftetjtierent lexical bundles adhe MFRAC

along with information such dbkeir frequencies and rarge

Table 5

The 20 most frequent lexical bundles in the MFRAC

Lexical bundles Raw frequency  Number of bundles per teRangédistribution
the value of the/a 164 4.10 40
on the other hand 132 2.32 57
(in) the case of (the) 114 2.24 51
(at) the end of (the) 103 2.10 49
(on) the basis of (the) 101 2.53 40
significant at the level 95 3.39 28
(are) more likely to (b) 88 2.44 34
(in) the united states (and) 83 2.18 45
with regect to the 83 2.18 38
as well as the 81 1.68 48
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the size of the 78 1.77 44

(at) the beginning of (the) 74 2.84 26
in the context of 72 1.6 45
we find that the 66 2.12 31
is/are consistent with the 62 1.72 36
the risk free rate 61 2.25 27
out of the money 60 3 20
at the same time 59 1.43 41
the difference between the 59 1.47 40
the standard deviation of 58 2.23 26

However, among thB0differenttypes of lexical buniés identified in this study2 were not
identified in earlier studies on academic prose @aytes, 2004; Hyland, 2008T.he 22 different types
of bundles specific to the MFRAC include bundles both among the most frequent bundlesleast the
frequent bundles. For example, in 8&most frequentexical bundles of the MFRAGix were found
nat to have been identified in the previous literature @ilger et al., 1999; Cortes, 2004; Hyland, 2008a,
2008 read by the researcher. These bundles, which occur more than 45 times gemildis, include
significant at the level, we find that the risk free rateTable 6, bow, presents the sixost frequent

different types of lexical bundles specific to the MFRAC.
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Table 6

The6 most frequent lexical bundlepecificto the MFRAC

Lexical bundles Raw frequency Numbeibahdles per text Range/Distribution
significant at the level 95 3.39 28
we find that the 66 2.18 31
the risk free rate 61 2.25 27

out of the money 60 3 20
in this article we 57 1.58 36

as a proxy for 47 1.80 26

In the less frequent lexical bundles of the MFRAC, that is tiegstthatoccur less than
45 times per million words, items that were not idead in previous literature on academic
prose includes a dummy variableover the sample period, as a measurdisf,the ratio of
(the). Table 7, below, presents thé different types of lexical bundles occurring less than forty
five times, and whiclseem to occur specifically in the MFRAC, compared with easliudies

read by the researcher.

Table 7

The 16less frequent lexical bundles specific to the MFRAC

Lexical bundles Raw frequency Number of bundles per text Range
is a dummy variable 38 2.37 16
the dependent variable is 36 1.89 19
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the volatility of the 36 1.89 19

over the sample period 35 2.18 16
as a measure of 33 2.06 16
the correlation between the 33 1.43 23
(is) the ratio of (the) 29 2.23 13
of the stock price 29 2.23 13
of the underlying asset 29 4.83 6
the present value of 29 1.93 15
the coefficient of the 27 1.8 15
the return on the 27 2.07 13
the market value of 26 1.36 19
to contol for the 26 1.52 17
more than of the 25 1.78 14
the absolute value of 25 2.08 12

It is worth pointing out tha22 different types of bundles were not identified in the-sub
corpus of busiess studies analyzed in Hyland (2008a). This seems to indicatedtsar’slevel
finance research articles to some extent rely on different sktsicdl bundles than business
studies in general. The results seem to reinforce theofiélyland and Ts€2009),who argue
for a restricted list of focused and specific items for studerggewific disciplines. In view of
the 22 different types of bundles that appear to occur specifically in thRAF; it seems that
students in different sutlisciplines orsubfields to some extent may rely on different sets of
bundles. This, of course, warrants more research into bundlegust@er sukdisciplines in

other fields.
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At this stage alrady it can be argued that tA2 different types of bundles not iden&d
in previous literature reviewed above make a good list for a ofadssglish for specific
academic purposes. In other wordsEsxP teacher may focus on tB2 different types of
lexical bundles in a class composed of students preparing to tadengy tnaster’devel finance
classes. On the other hand, the rest of the lexical bundléss the items identified in earlier
studies as well, may make a good list for classes of Enfgligheneral academic purposes,
where students in different discipdia are in the same class. It can be argued that this is even
truer for the common most frequent bundles, sudnabe other handyrin the case of,

identified in other academic texts as well.

After this preliminary overview, the following sections wllesent the results and
discussion of the structural and functional analysis of the identifieddmirterst, the structural

characteristics of the identifidmindles will be discussed.

4.1. Structural characteristics of the lexical bundles of the MFRAC

Like in previous studies on lexical bundles in academic prose (bg. & al., 1999;
Cortes, 2004; Hyland, 2008a, 2008itne strings identified in the MFRAC are not complete

structural units, and they tend to bridge two structural units. THigsgated by bundles such as

or it is important toandof table shows that

However, the bundles can be grouped according to their structurelates by analyzing
the concordance listings of the identified bundles. But, like ivipus literature, somef them
had to be classified agher expressionsvhich, according tare strings “that do not fit neatly

into any of the other categories” (p. 1024).
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Adapting the structural categories identified in Biber et al. (1388)lexical bundles in
the MFRACwere found to have similar structural characteristics to lmsndlacademic prose,
as reported in eker studiesThat is,most of the bundleslentified in the MFRAC are phrase
basedPhrasal lexical bindles include noun phrase fragments, prepositimage fragments,
adjective phrase fragments and verb phrase fragmerttse MFRAC, noun phradeased lexical
bundles includ¢he size of ther the value of theprepositional phraskased lexical bundles
includein the context ofton) the basis ofthe); verb phrasdased bundles include anticipatary
+ verb phrase or adjective phrase (&.g important tQ. Other verb phrasbased bundles are
passive verb + prepositional phrase fragments exemplified by bundlesiss defined as the,

is based nthe

Clausal bundles include bundles integratimgt-clausefragments antb-clause
fragments. In addition to the broad categories of phrasal and clansté$uthere are bundles
that fall within theother expressionsategory Other expressionimcludeas well as the@r more

than of the.

Of the BOMFRAC different types blexical bundles clssified, 70are phrasal, seven are
clausal, and threeere classified asther expressionsyhich shows the dominantly phrasal
nature of the bundles in the MRR. These results are similar to findings in earlier studies on
academic texts (e.g. Biber et al. 1999). Table 8, below, pseaarimplete list of thRIFRAC
80 different types of lexicalith their structual correlates. The bundles are divided into pafka

clausal and other expressions.
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Table 8
The lexical bundles of the MFRAC and their structural correlatgth the bundles specific to

the MFRAC underlined.

Structures Bundles

Phrasal
1. Noun phrase witlof-phrase fragmer{t.8)
the size of the, the value of the/a, the nature of the, the resutistb#f
the magnitude of the, the sum oéthihe total number off the underlying asset
the effect of thehe coefficient of thethe market value o1 large number of
the absolute value ofhe standard deviation of, the impact of the, theepoif the
the volatility of thethe present value of
. Noun phrase with other pestodifier fragmeni6)
the correlation between thihe extent to which, an increase in titee, return on the
the relationsip betweerthe, the difference between the
. Noun phrase with prenodifiers (created{l)
the risk free rate
4. Prepositional phrase with embeddadggphrase fragmer{tL3)
(in) the case of (the), (on) the basis of (the), (at) the bewmii(the)
as a measure ,0h the context of, in terms of the, (as) a function of (the)
for each of the, in the form dfat) the end of (theat the time of, as a result of/the
(in) the presence of)a
. Other prepositional phrase fragmé¢ap)
on the other hand, in the U @) the united states (andyith respect to the
over the sample peripth addition to the, in this case the, in line with the
before and after thégr the united stategf the stock pricein the next section,
on the one hand, in the long run, in our study we, in this papautef the money
at the same timen this article wein this section wegs a pray for
(to) the fact that (the)
. Anticipatoryit + verb phrase/adjective phradg
it is important to
7. Passive verb + prepositional phrase fragni2nt
is defined as the, is based on the
. (Pronoun/noun phrase) + cdabe+ noun phrase/adjective phrase (adap{8yl)
the dependent variable is/are consistent with, results are consistent with
is the number ofis a dummy variabl€is) one of the (most]js) the ratio of (the)
significant at the level

N

w

(62}

[o2]

0o

(continued)
Clausal bundles
9. (noun phrase/pronoun) (verb phragehat-clause fragment (adapte(®)
we assume that theje find that thethat there is no
10. (verb/adjective +jo-clause fragmeni4)
(are) more likely to (befan be used tdo control for theis likely to be
Other expressian(2)
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Structures Bundles

11.as well as thanore than of the

4.1.1. Phrasal bundles

Among the phrasal bundles, preposition phrase fragraeatthe most numero(35 of
the 80different types of bundles classifisttucturally and functional)y followed by noun
phrase frgmentq25 of the80 different types of lexical bundles classifjed@ihe rest of the
phrasal bundlegl 1 of the 80different types ophrasal lexical bundleshclude otheiphrasal
structures such as anticipatary verb phrase/adjective phrafsagment(one bundle), passive
verb + preposition phrase fragme(tiso bundles), (noun phrase/pronoun) + copada noun

phrase/adjective phrase (five bundles).

The great use of phrasal and nominal structures in fina@search articles, as
exemplified in the pesent studyreinforcesthe concept that academic writiregpecially
research articlesises many more nouns than verbs, and more nominalization, compared to
conversation, for example (Biber, 2006; Reppen, 2@8BX3uch, the results of the MFRAC
bundlesstructural analysis seem to be consistent with findingdaller and Robinson (2008),
for exampleThis may reflect the trend which has consisted of the increased nemofal and
phrasal structures in written registers, such as acadesganch arties, with highly
informational purposewhere the researehis to a great extent concerned with presenting the
findings of their researcto a specialized audien¢Biber & Gray, 2013). Nominal/phrasal

structures involve nouns derived from verbs or adjestor verbs converted to nouns, and they
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allow researchers to present information in a comgacompressethanner (Biber & Gray,

2013).

Around halfof the 60 prepositional ad noun phrase fragmenisclude some form of
postmodification. The posmodfication is realized witlof-phrase fragmeni®.g.the effect of
the, the coefficient of thas well as with other postodifier fragmentge.g.the extent to which,

(on) the basis of (thi)

The proportion of noun phrases involving postdification 4 of the25 different types
of noun phrase fragments)considerably higher #&m that of prepositional phraBagments
involving postmodification(about 14of the 35 different types of prepositional phrase
fragments).With more than halbf theprepogtion and mun phrase fragments incorporating
postmodifiers the results in this study are in line with findings in earlierdiiere Thatis why
Cortes (2004) said “that academic writing [...] is strongly mdroe postnominal modification,
as in the ase of genitive expressions or other prepositional phrases whiglasitnominal
modifiers” (p. 404)and since the majority of pestodifiers in the MFRAC are in noun phrase
fragments, one may hypothesize thajreat proportion of theostmodificationin master’slevel

finance research articles is realized in noun phrase fragments.

However, the majority of phrasbluindles do not involvpostmodification. This may
show that expert writers of mastet&yel finance research articles also use many phbbasalles
not involving postmodification.A number of phrasal bundl@st involving postmodification
incorporate prenodifiers.These bundleimcludethe risk free rate, the dependent variable is, on
the one hand, on the other hand, in the next seaticthe stock priceOther bundles not

involving anypre- and posimodificationincludewith respet to the, before and after thetc.
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4.1.2. Clausal bundles

As indicated above, clausal bundles are far fewer piaasal bundles, only sevehthe
MFRAC bundles classified, with three bundles incorporativag-clause fragment&.g.we
assume that theand fourto-clause fragments (e.gan be usetb). The use of fewer clausal and
verbal fragmets in the MFRAC may be attributalie the general historat trend whichhas
consisted ofeducing the usef verbal and clausal structures in professional academic rasearc
articles (Biber & Gray, 2013Again, Biber and Gray (2013) attributes this trend to the “the
combination of a highly specialized audienoé a highly informational purpose dealing with
technical information” (p. 25). This, in turn, accordind@iber, Grieve and lbernshea (2009),
is due to the pressure to communicaitgformation as efficiently andconomically as possible,
resulting in conpressed styles that depend heavily on tightly integrated noun phrase

construction’s(p. 184)
4.1.3. Other expressions

Thethird broad category includes even fewer bundles than clausal bunallesiather
expressiondy Biber et al. (1999), they are mgsented by only twbundles(as wel as the,
more than of thi Eventhough the two bundles do not belong to any of the 10 other structural
categories used in this study, the analysis of their concordiatiogs reveals that they are more

phrasal tharlausal in nature.

Unlike Biber et al. (1999), the structural categories in the MFRIA@ot include lexical
bundles incorporating adverbial clause fragments and copwaioun phrase/adjective phrase
fragments. On the other hand, a new structuatdgory(a noun phrase with a preodifier) was

created in order to classify one buntlee risk free ratethat does not belong to any of the
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structural categorigslentified in Biber et al. (1999But overall the structural characteristics of
the MFRACbundles are similar to those found in the business studiesospbsin Hyland
(2008).Also, a number of bundles exclusive to Hyland’s (2008) business ssudieorpus and
applied linguistics were also present in the MFRAC. Theseratke basis of, in the context of,

the relationship between the, it is important to

4.2. Functional char acteristics of the lexical bundles of the MFRAC

As explained in the method section (chapter 3) the categoriesausedly the functional
characteristics of the bureli of the MFRAC were developeg Hyland (2005, 2008a, 2008b).
Theyinclude the three broad categories of researtdnted, texoriented and participant

oriented. Each of the broad categories encompassataories.

After the classification of the iadified bundles, it was found that the distribution of the
bundles in the functional categories is similar to those foundewiqars literature on lexical
bundles in academic prose (Hyland, 2008a, 2008b). In other words, thesdowedéefound to be
predaminantly researcloriented and texoriented, with very fevparticipant oriented. This may,
to some extent, reflethe impersonal and relatively objective nature of acadenoise,
compared to conversatiofor example, which isnore involved. Of th&0 different typesof
bundes53 are researchriented bundles more than half of the total number of bundles
identified afte refinement-, and23 are textoriented. Onlyfour bundles are participant
oriented. Researetriented bundles are to some extemparable to referential expressions
while textoriented can be said to be to some extent comparable to the discgarseens
developed in Biber et al., (2004). Examples of researi@nted includehe coefficient of the, the

effect of thetextoriented bundles includen the other hand, in addition to thEhe few
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participantoriented bundles ar@re) more likely to (be), iikely to be, it is important tgndwe

assume that the.

Table 9, on pages 58, 59 and 60, shows the total number of bufteiegfnement, and

classified according to their functional categories.

When the threbroad categories are broken down into theircatiegories, description
sub-category has the most bundles, followed by the quantification, wiiciin, are followedy
the location bundles, and finally, only two procedure bundles. Thissoggyest the greater role
of description in the masterlsvel research articles, compared to quantification or localt
may also be that quantification, or even procedurescatzed using other devices than four

word lexical bundles.

In the textoriented bundles, structuring/relating/referring and framsiggals include
roughly equal numbers of bundjesght and nine bundles respectivelhe bundles in these sub
categores include far more bundles than transition and resultativeaegoriesyhich include
four and twabundlesrespectively This may suggest that specifying the conditions under which
arguments are valid, and referring to specific discourse or workxdmnple, are features of
master’slevel research articles that are more used than transitioregefaoc example. It may
also be that transitions are realized using other devicadahaword lexical bundles. The
predominance of structuring/relating/refag and framing signals are to some extent consistent
with findings in Hyland (2008a), where framing bundles, which makeoyma 50% of the text

oriented, are used, among others, to specify the conditions under wduchesuts apply.

In the participatioriented bundles, only bundles in the stance featuresaglgory were

identified in the MFRAC using the identification criteria reéettto in chapter 3. Unlike Hyland
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(2008a), no bundle in the engagement featurecsiisgory was identified in the pesg study.
This may suggest that writers in the MFRAC use other devicegjage the reader by directly
addressing him, or that this feature of academic discourse haisedl limme in masterkevel

finance research articles.

It is worth mentioning thatinlike the present study, the business studieseyius in
Hyland (2008a) was found to have more tesiented bundles than reseamtiented bundles,
and about four times more participamtented bundles than the bundles of MFRAC. This may
also suggedhat while a single list of lexical bdies in business texts mighe useful and
adequate for the students in all the-$iebds and sullisciplines of business, more specialized

lists might be more adequate and preferable

Table 9

The lexical bundlesf the MFRAC and their functional characteristiegth the bundles specific
to the MFRAC underlined

Category Suloategory Bundles

Researctoriented
Location(10)

(at) the beginning of (the), (at) the end of (the), in the U S

at the same timet the time ofpver the sample period

(in) the united states (and), for the united states, in the long run
before and after the

Procedure (2)
can be used to, to control for the

Quantification(16)

the sum of the, the size of the, the price of the, is the number of
the magnitude of the, the extent to which, ¢gis® of the (most)

the total number of, the present valueté value of a/the

the market value othe absolute valuef, a large number of

as a measure ahore than of thethe risk free rate
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Category Suloategory Bundles

(continued)

Description(26)

the volatility d the the impact of thethe dependent variable is
the nature of the, the effect of tHo) the fact that (the)

the result®f/for the, the coefficient of thethe return on the

the corredition between theahe relationship between the

of the underlying asset, the standard deviatipn of

the difference beteen theas a proxy for, in the form of

(is) the ratio of (the)of the stock priceis defined as the
thatthere is nojs a dummy variablean increase in the

is based on the, out of theoney (as) a function of (the)

we find that the

Text-oriented
Transition signal$4)

on the other hand, in addition to the, on the one hand
as well as theat the same time
Resultative signal€l)

as a result of/the
Structuring/relating/referring signals (adapt€8l)

in line with the, in the next section, is/are consistent with

in our study weresllts are consistent with

in this section wein this article wein this paper we
Framing signal$9)

with repect to the, (on) the basis of (the), for each of the
in the context of, in terms of theignificant at the level

in this case thgjn) the case ofthe)

(in) the presence of (a)

Participantoriented
Stance fetres(4)

(are) more likely to (be), it is important tg,likely to be
we assume that the
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4.2.1. Resear ch-oriented bundles

The bundles in the researohiented category are used in the MFRAC to speak about
some activities, experiences, phenomena, etc., by indicating theiatid place, by describing
them, quantifying them and by speaking about some procedure reldhete activities,

experiences, phenomena, etc.

Of the four sukcategories, the bundles of the descriptioncategory form the largest
sub-category, which may suggest that the description of miscellaqpd@mmena, processes,
events, etc., is a prefeat feature of writing in masterlgvel research articles. This is illustrated

in the following extract, where the bundle is usechmndescription of a phenomenon:

the volatility of theunderlying asset also affects the critical apsiees becase it

influence ofthe time value of the option. Since exercising prematuredyood a credit
loss means thahe option holder is giving up the time value of the optioa dfiect of
credit risk on theritical asset price should be higher for optionih relatively high time

value.

The quantification bundles are used, among other reasons, to ewlt@atefer to the
size, value or amount of something, or to speak about somethingtiarrétathe size, value or

amount of something sdllustrated in the following:

Board size ighe total number dfoard members sitting on the board. A board member is

classified as an insider, if the person is an employee, onef@mployee of the

company. The number of outsiders (Outsiders) is cakmliks Board size minus Insiders.

This specific bundle mostly occurs in the middle of a sentehezent is used to refer to all the
members or elements of a group being considered while adding emphasi
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The third subcategory in terms of number of bunglie location, with bundles that
indicate time and place in relation to some abstract, conargtieysical entities, including

countries. This is exemfied in the following extract:

Our evidence thus suggests that the underlying secunigéegeaerally very volatilat the
_time ofissuance. We cannot identify the cause for the higatNit}, whether firm
specificor market wide.

The bundle in the example is mostly used to indicate that somg& ph@nomenon, process or

activity occurs as another happens.

Contrary to the aforementioned soéitegories, procedure idies were found to be
almostnon-existent, being limited to two bundles. They are used in relation to pmuedure

involved in the accomplishment or realizatiminsomething. Thiss exemplified in the following:

For the first stage, the Heston semianalytic pricing formuladan] be used tachieve
fastand accurate calibration for therm-structure Heston model as long as the
characteristiédunction of the model is available (see Elices [2009)). The Levenberg
Marquardt nonlinear least squares optimization is then perforonfattitthe optimal
parameters.

The bundle in the above example is used to indicate that seriggoofazan be put to use to

perform some action in addition to others.

4.2.2. Text-oriented bundles

Text-oriented bundles have 4 sohtegories, with framing and structuring/referring/

relating bundles being far more present than resudtaind transition signals. Teatiented
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bundles have as a common characteristic the organization andrstgi of texts. Framing

bundles specify the conditions of the arguments, as in the following:

With respect to thealue factor, this change repretea complete reversal of the low

risk portfolio's strong positive relationship since the 1980s upthetrecent financial
crisis.
In the above example, the bundle is used to refer to the speafiemeelative to which the

information presented in the following proposition is valid or truefrBming the proposition,

the writer also shifts the focus from one proposition/discoelesaent to the other.

Structuring/referring/relating bundles are used to refer ectattention to specific

discouse, author or work, or to organize texts. The original structuringategory was adapted
to include bundles that also refer to an author or work, not only sppatfi of the texor the
whole text. The following shows an instance of structuring/referetaging bundle used in the

wider textual context:

Although we find that ROA is significantly and positivelyated to Size for SOEs and

not significantly related for private firms, our result for R@Aconsistent with theesult

for Tobin's q since both results imply that SOEs benefit relativelerfrom size than
private firms.
In the specific example, above, the writer refers to previouk tegooint to similarity between
their result and findings in thegrious work. Referring to previous literature is a feature of
academic prose, where writers relate or connect their researdavioys literature on which
they try to build while referring to similarities and diffeces between their findings and

findings in previous literature.
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Resultative signals, far fewer than the two tesented sukcategories referred to above,
include bundles such as a result of, as a result theend their uses arllustrated in the

following:
As a result othis fraud, inOctober 1986, the ASC placed a moratorium on new blind

pool stock offerings until the program could be reviewed. Duringahiew, it was noted
that small public companies share many of the challengegfadiate companies that

seekventure capital (Z) financing.

In this specific example, in the first sentence the bundle ireicaat the first proposition is the
reason why the actions in the second proposition were taken. Thig efetls to rather direct
resultative and causative relationshipsaeen the propositions that it connects or shows have

relationships to each other.

Transition signals are used to indicate addition as well as corglasonships between

elements of discourse, and they include bundles such #e other handr we dso find thatin
the specific example, below, the information following the bundleesoim addition to the one

presented in the preceding proposition by not conttiadithe preceding information:
We demonstrate that government connections are assbeidgh substantially less

severdinancial constraints [...\We also find thathose large nostate firms with weak

government connections [...] are especially financially tanmsed, due perhaps to the

formidable hold that their state rivddave on financial resources [...].
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4.2.3. Participant-oriented bundles
Bundles in this category are far fewer than the ones in thettveo broad categories, and

only bundles in the stance features-sabkegory were identified in the MFRAC. These,
accordng to Hyland (2008a), “convey the writer’'s attitudes and evaluationg'4)pof

information or knowledge beingjscussed as in the following:

Their announcements might simply reflect a need to remind investors diffilcult
economic times they fac&hus, their future compargpecific performances likely to be
neutral. The more interesting result occurs if we find that firmsllame others exhibit
poor compamspecific performace prior to the announcement.

Here it carbe argued that the spea isusng hedging in their evaluatioifhe use of cautious

language has been repant to characterizexpert witing (Chen and Baker, 2010).

4.3. Therelationship between the structural and the functional characteristics of the M FRAC

bundles

Phrasal bundles, the great majority of which are noun pheagkprepositional phrase
based bundles, are overwhelmingly present in the researfited and texoriented bundles.
On the other hand, the very few participanented bundlesclude anticipatoryt + verb
phrase/adjective phrasandthat-clauseandto-clause fragment3.hese results amnsistent

with findings in previous literature such as Biber et al. (2004) orydgrid (2008a, 2008b).

When one closely examines the structures in thetifomal categories, prepositional
phrase fragments make opst of the bundles in thresearckorientedand textorientedbundles.
Prepositionaphrase fragments make up more tha@o8@ text-oriented bundleghat is, 19 of
the 22text-oriented bundles. The predhinance of prepositional phrase fragments is probably
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due to the fadthat many linking adverbials dransition phrases are prepositional phrases. These
are used torganize the text, anglide the reader through the text and facilitate comprehension
by showing how ideas connect or relate to each offfexyare also used to make the text a
cohesive and coherent whdig showing how and why ideas logically follow or precede each
other(e.g.as a result of/the, we find that hd@hese relationships include addition ones (@.g.
addition to the, as well as thecontrastive ones (e.gn the one hand, on the other haod

cause and effect relationships (ag.a result of/the

In researckoriented bundle24 of tre 54bundles are noun phrase fragnseand all of
them are in the descripti@andquantification sulcategoriesin contrastall location bundles are
prepositional phrase fragmeneven though they do not usually function as linking adverbials

but indicate time and place

Participantoriented bundles include an extraposed structuig ifnportant tg, to-clause
fragments (idikely to be, (are) more likely to (Derndthatclausefragment (ve assume that
the). The predominance of adjective phrase and clause fragmehts categorymay reflect the

fact that the expressions showing stance are usually verbtiagl@ed clause phrase fragments.

4.4. Pedagogical | mplications

The findings of this study, like in earlier studies such as Hy(a@@8a), Cortes (2004),
Nattinger and DeCaico (1992) are important for EAP teachers and students. First ando&irem
they reinforce the idea that lexical bundles should receive att#etion in EAP programs
because they were consistently shown to serve important discoocs@iiis in written aaemic

texts or other registers.
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At the same time the findings in the present study, as well@gumous literature on
academic texts, run counter to the relatively widely held view thateacademic lexis is
equally useful for students in differestisciplines. This is because lexical bundles are used
differently in different academic disciplines and fields in terfsemuency, distribution, uses
and functions. The results of the analysis of faord bundles in the MFRAC seem to show that
a commoror core list of lexical bundles is not useful for all studentsdisaipline like business
either. In other words, the findings of the current study may suggeshéhsbfields of
business rely on diffent sets of lexical bundleswenty-two different types of bundles of the
MFRAC were not identified in the business studiescuipus in Hyland (2008a). In addition,
while the bundles in the business studies corpus in Hyland (20@8a)eund to include more
text-oriented bundles than reseamtierted and participanbriented bundles, the bundles in the
current study include more reseaxmtiented than in the two other broad categories. This seems
to suggest that it may be useful and advisable for EAP studenteastar’slevel finance
program andheir teacher to focus on different sets of bundles than those taugidiness

students

In teaching texbriented bundlegor example, the bundles can be taught as transition
phrases or linking adverbials. TAeademic Englisiteacher might organizée instruction
around the foufunctionalsub-categoriegtransition signals, resultative signals,
structuring/relating/referring signals, framing signals). Imddhat, they might start by teaching
transitionand resultativesignals as phrases to shoantrastivg e.g.on the one hand, on the
other hand, at the same tijrend additior(in addition to the, as well as theand cause effect
relationshipgas a result of/the This is because transition signals are more frequent and more

commonly used indss specialized text types than professional academiccleseticles. That
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is why it may be useful to start with those as they are more likddg encountered by master’s
level finance studentand the EAP teacher should start with these before proceedirghoig
more difficult strings such as structuring bundles and framing bur@feursethere should
be a needs analysis in order to determine what form the instruatldake. Specifically, lhe
EAP teacher may stalty pullingconcordancdines ofthe targt bundles from the MFRAC
After they could ask students to read the extracts, try to figuirevhat functions the target
bundles serve and where in the sentences they tend to occur. Eeeonét do that individually
before sharing theinsights with other learners in groups. After the teacher calidi
responses from students regarding the function and uses of thebtamgkts in a whole class
discussion. Following this, the teacher might ask students toidleirathe-blank acivity in
which students would complete a series of concordance lines wittctbundlesSee

Appendiced and Efor sample tasks)

4.5. Limitations and Suggestionsfor Further Resear ch

This study sampled texts from four common journals used in thecnand real estate
program at Colorado State University, even though sixteen diffenemigls were suggested to
the researcher. Sampling texts from all the sixteen jourmajshave resulted in a different list
of bundles. That is why it is important to study bundles in texts fritver anaster'devel finance
research articles to see how consistent the findings in this silidyeviocusing on articles other
than from appkd finance. Studying bundles in master’s level research artislag texts from
departments where the focus is different may give a fuller piciutiee uses of lexical bundles

in master’s level texts.

Moreover, more research into bundles used inrabbfields of business studies is

needed to see if other sdisciplines of business rely on specific lists, and if the findinglsen

67



current study will hold true for other sdields of business. It would also be useful to create a
more general masterlevel list of lexical bundles that would include lexical bundigsub

discipline of business.

Another limitation relates to the size of the corpus, which magntedl by today’s
standards. So, research involving larger corpora is needed to reiofaredermine the findings
reported in the present study. Additionally, what to exclude fronfighef all bundles originally
retrieved from the corpus is based on the researcher’s intultimher limitation with the
identification of bundles in thistudy, as well as in others, is that the frequency and rangescriter
are arbitraryand depending on the frequency and range used to identify bundlesamtbe s
corpus, a researcher can have widely different numbers of buadigamine Also, some

important and useful expressions might be excluded because they are nenfregpugh.
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CHAPTER FIVE: CONCLUSION

5.1. The pur pose of the study

In this study my purpose was to investigate the extent to which tims fiwnctions and uses of
lexical bundles used in a stihscipline or suHield differ from those in the discipline or field.
Specifically, using masterkevel finance researedrticles, | was interested in knowing whether
students in business studies rely on a relatively undifferedtisteof lexical bundles
irrespective of their sudisciplines. In that, the current study to some extent esteadier

studies by examining the bundles used in adigbipline, not only the discipline.

Another of my purposes was to provide a focumed restricted list of lexical bundles for
master’slevel finance students in order to maximize the return for learhexjcal bundles
were shown to consistently serve important discourse functionsiousdext types, including
academic discourse. Thevere also shown to vary across different academic disciplilitnes is
why it this study set out to identify the bundles frequently used itemskevel finance
research, and to study their forms and functions. | chose reseactsdrecause theyawidely
used as reading assignments to students in American universiteébegrare one of the many
ways by which scholarly knowledge is disseminated. | chose mal&e€l texts in finance
because a great proportion of the students admitted intoakter’s in finance program are
international students, and they need to learn the bundles spetiferteubdisciplines in order

to write in a disciplineappropriate way.
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5.2. The summary of results

Eighty differenttypesof lexical bundles were &ttified, representing281tokens or
instances. A number of bundles found to be among the most frequatdamic prose were
equally found to be the most frequent in the MFRAC. These mostenédpundles includine
value ofthe/a on the other handin) the case ofthe), (at) the end ofthe)andas well as the.
However, a number of bundles were found to occur specifically in theA@FRompared to
earlier studies. Ote80 different types abundles22 were not identified in earlier studies,
which seems to reinforce the view that different disciplines rely @isrént sets of bundles. The
bundles were found to vary in their structures, even though most of teemwen and
prepositional phrase fragments. These results are consisterhw/iindngs in earlier studies
such as Biber et al. (1999); Cortes (2004) and Hyland (2008a, 2008b), whicldghatveoun
phrases and prepositional phrases are predominant in academid@grossduding far more
phrase fragments than clause fragments, the results of the andtpgIMFRAC bundles
reinforce the notion that academic prosspecially professional research articilssnore
phrasal than clausal in structure, and this is attributed to theymafiotmational purpose of
academic pros@Biber & Gray, 2013)In the noun and prepositional phrase fragments, the great
majority involves various forms of pestodifications, and over half of the pasbdifiers

involve of-phrases.

Other phrase fragmentsfar fewer than the noun phrasend prepositiorigohrasebased
bundles-include verb phraseadjective phrasbased bundles and anticipatdry adjective
phrase. Clausal bundlaelude fourto-clause and threthat-clause fragments; ithe dher

expressions category there are only two different types of bundles.
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With regard to functional categories, which are the oned msdyland (2008a), research
oriented bundles form the majority of the MFRAC bundles. In thisgaat, the bundles in the
description suicategory are the most numerous, followed by the quantification ksjwahéch
in turn, are slightly more numerous than location bundles. The pracedacategory includes

only two bundles while the topic stdategory has none.

The second largest group include the {@xénted bundles, thaeat majority obundles
are formed by framingnd structuring/relating/referring signals while resultative aanaksition
signals form less than twenty five percent of bundles in this categbe very few participant

oriented bundles include only bunsglm the stance features scdtegory.

As regards the relationship betwestructures and functiongrepositional phrase
fragments make up the majority of reseaotiented and texbriented bundles, with
prepositional phrase fragments forming more #8@% of bundles in the texdriented.The
structural characteristics of the very few participanénted bundlescludeto-clause andhat-

clause fragments
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APPENDIX A:

The complete list of journals suggested by the 6 professors inn&ecé and Real Estate

Department at Colorado State University, with the journals samplealdn

1. The Journal of Applied Corporate Finance
2. Financial Analysts Journal

3. The Journal of Real Estate Research

4. Financial Services Review

5. The Journal of Money Credit and Banking
6. The Journal of Derivatives

7. The Journal of Insurance Issues and Practice
8. The Journal of Portfolio M anagement

9. The Journal of Alternativievestments

10. The Journal of Fixed Income

11. The Journal of Index Investing

12. The Journal of Finance

13. The Journal of Private Equity

14. The Journal of Structured Finance

15. The Journal of Trading

16. The Journal of Wealth Management

17.The Journal of Corpor ate Finance
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APPENDIX B:

The complete list of the removed 20 bundles not occurring in at leaseBediffournals.

Freq. Range Bundles

60 5 and non family firms
56 5 family and non family
51 24 panel a of table

46 24 panel b of table

41 24 the journal of portfolio
40 23 journal of portfolio management
37 24 et al find that

36 14 are less likely to

35 14 a dummy variable that
35 13 la porta et al

32 13 the investor x s

32 17 the results in table

31 16 et al show that

28 15 we also ind that

27 12 of table shows that

27 5 value of the option

27 14 we found that the

26 17 are likely to be

25 11 dummy variable that equals
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25

14

results are robust to
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APPENDIX C:

The complete list of the merged overlaps.

Freq. Range Bundles

114 51 in the case of

26 15  the case of the

103 49 at the end of

79 39 the end of the

101 40 on the basis of

30 19 the basis of the

88 34 are more likely to

35 26 more likely to be

83 45 in the united states
26 15 the united states and
62 36 Is consistent with the
39 28 are consistent with the
47 31 the fact that the

25 19 to the fact that

47 27 the s p index

38 20 ofthe s p

44 22 in the presence of
38 10 the presence of a

43 27 as a function of
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26

34

25

29

25

25

30

27

20

25

21

13

19

19

24

22

a function of the

the results bthe

the results for the

is the ratio of

the ratio of the

the ratio of the

one of the most

is one of the
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APPENDIX D:

Task 1: Read and examine the concordance lines and try to figure ddtimdtaons tke two
underlined phrases serve, and where in the sentenceeititet occur. The two target
expressions are in two sets of concordance lines. After youexaweined the concordance lines,
share what you have come up with the students to the left and igtthe r

with a more enlightened regulatory environment. On the other, levrd if governments adopt

like an interessensitive cash flow. If, on the other hand, he goes to sleep

extreme cases, muistakeholder financial fight©n the other handhe cure must also

idiosyncratic volatility and expected retuf@n the other handf global idiosyncratic volatility

the measurement of a fund's alp@a. the other handack, Kapadia, and Ostdiek

instead of participating in share repurcha3e.theother handinstitutional investors, who are

between efficiency and political objectivédn the other handai et al. (2006) suggest

controlled firms operating in its region. On the other hahe central government may

relationship between Levaga and labor intensitpn the other handince most loans of

by the government or government agendias.the other handhe disciplinary role of

on the difference in Tobin's g. On the other hdadal government is concerned

development and renms trivial (Alan and Shen, 2012)n the other handgrivate firms are still

are less likely to tunnel resources ddh the other handirms with tangible assets

performance. The negative coefficients on bank loamshe other handre largely rduced or

nornttradable shares; individual shareholdersthe other handold minority stakes. Therefore

tradable Ashares for a quicker resolutid@dn the other handoreign institutional investors

portfolio allocations are reported in Tablel®.adlition to theindustry-specific human capital
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investor perception is certainly of value addition to themeasurement of risk ifFAJ26.txt

similar to diversification across various stodksaddition to therevailing performance

the standard deviatn of the underlyingn addition to theprevious issues, maximum drawbacks

options, collect this volatility risk premium addition to theequity risk premium earned

discussed. Regarding risky asset returns (amadidition to theS&P 500 return), thes

with annual crystallization as the baselieaddition to thencrease in fee load

Annual Meeting in Lugano, Switzerland. In addition to teenagement fee, we also

out 70% above collateral and margin requireméntaddition to theise of leverge, the

model by adding size and value factoraddition to thenarket risk

influenced by their availability of internal funds.addition to thesensitivity of investment to

suppliers are fundamentally different types of firlnsaddition to theother factors, the large

firm's future investment opportunities. Finallg,addition to thendustry dummy variables, we

All of our results are similain addition to thdevel model used in five quarters, inclusive of the

important determinant dhe composition of boarid addition to thecommonlyused framework

ROA is 0.039 with a standard deviation of O.lkbaddition to thevariables discussed above,
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APPENDIX E:

Task 2: Complete the following extracts by filling in the blankdhwhe appropriate transitional
phrases from the four phrases in parentheses (at the samertithe,one hand, on the other

hand, with respect to the). Each of the four transitional phsdgegd be used twice.

1. , crosssectional regressions are clearly the methodology of clwice

applied risk factor models, whereas ti3gries regressions against MRF, SMB, HML, and,
sometimes, UMD (up minus down momentum portfolios) are ususdigaated with the

measurement of a fund's alpha. , Back, Kapadia, and Ostdiek (2013) argued

that FamaMacbeth crossectional regressions yield purer factor returns than do portfolio

sorts and thus do a better job of measuring alpha.

2. 5% expected shortfall of standardized portfolimseteanel B of Table

3shows that all momentum portfolios exhibit expected shortfallsatkatignificantly lower

than that of a standard normal distribution (which has a 5% expsibedall of-2.06).

3. When the trade is uncollateralized (Figure 7 )hesprice of WTI increases, the swap

becomes more valuable for us and hence the credit exposiweasasr But :

the counterparty default probability decreases, and therefosdrabe has righvay risk.
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4. There may be some confusion, howee standard error around excess

returns from the moment strategy, , and the IR as an estimated parameter

itself, on the other. Therefore, Table 2 also incluggatistics that are based on Jobson and

Korkie 22.

5. Large fims might have higher market share and/or greater market power, migjich

positively impact firm performance. However, , large firms might

experience a greater degree of government bureaucracy or other orgaaizagfficiencies

that aredetrimental to firm performance (Sun and Tong, 2003).

6. If prices are too high, firms find issuing new sharesative, but those shares will offer a

poor return, eroding the equity risk premium. If prices are too low, , firms

find issuing ®w shares unattractive, hampering economic growth. Active ingestisures

an efficient allocation of capital, which, crucially, is a pestsum game.
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