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ABSTRACT 
 

 

INVESTIGATION INTO THE MECHANISMS OF SIZE-RESOLVED PARTICLE DRY DEPOSITION 

ACROSS THREE ENVIRONMENTS 

 

 

 Airborne particulate matter, or aerosols, have significant impacts on radiative forcing through 

both their direct - scattering and absorbing light - and indirect effects- acting as cloud condensation nuclei 

and altering the lifetime of clouds. The magnitude of these effects is largely determined by particle 

lifetime, which is defined by their rate of removal through wet and dry deposition. Dry deposition, 

specifically of accumulation mode aerosols (0.1 – 1 µ), is one of the largest sources of uncertainty in 

global models. The processes that influence deposition are poorly constrained and few comprehensive 

measurements are available to improve our understanding. Characterizing these mechanisms is vital for 

predicting spatial and temporal trends in particle dry deposition and lifetime. While there have been 

improvements in quantifying and understanding dry deposition, large gaps in our knowledge still exist 

that make predicting the impacts of aerosols on Earth’s climate difficult. 

To improve understanding of the underlying mechanisms that determine the rate of particle 

deposition in an environment this dissertation reports size-resolved dry deposition measurements from 

three distinct environment types. First, we report measurements from a test house which identify dilution 

and deposition as the most important factors influencing particle concentrations indoors. This analysis 

also shows that deposition indoor is governed by the same fundamental process that we consider for 

outdoor environments. Second, we present particle flux and deposition measurements from a Ponderosa 

pine forest over four seasons where significant enhancement in deposition during the wintertime was 

observed. This is attributable to changes in interception, caused by changes in plant physiology and 
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surface structure during the winter that leads to an increase in their ability to uptake particles. Finally, we 

show particle and black carbon deposition from a low Arctic tundra during snow-cover that are elevated 

compared to predictions of dry deposition in that region. Incorporating interception into the model 

parameterizations improved model measurement agreement and provides evidence to suggest that surface 

structure and microroughness impact deposition even when there is snow-cover.  
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INTRODUCTION - DRY DEPOSITION OF ATMOSPHERIC AEROSOLS1 
 

 

Importance Of Particle Dry Deposition 

Aerosols, or airborne particulate matter, are the strongest drivers of uncertainties in understanding 

radiative forcing and climate feedback loops.1,2 These particles affect climate both directly, by scattering 

and absorbing radiation, and indirectly, by acting as condensation nuclei (CCN) and affecting the 

radiative properties of clouds. Scattering has a cooling effect in the atmosphere, the extent of which 

depends on particle size, while absorption leads to warming of the atmosphere if the particle composition 

has adequate chromophores, typically through ‘brown’ and ‘black’ carbon. Cloud droplets scatter light 

and enhance the albedo of the planet, and anthropogenic particles tend to enhance the albedo of clouds. 

These direct and indirect aerosol effects are poorly quantified, and result in the largest uncertainties in 

model predictions of Earth’s climate.3 The physical size and chemical properties of atmospheric aerosol 

particles determine the extent of these effects and therefore define their potential to influence the radiative 

balance of the planet. These properties are not static: atmospheric chemistry can change the chemical and 

physical properties of aerosol particles. Gas-particle partitioning, coagulation with other particles, and 

chemical reactions on particle surfaces can all enable changes in composition and chemical properties, 

including hygroscopicity, volatility, and viscosity. All the different ways that aerosol affects climate, 

however, depend on their concentrations, which in turn depend strongly on their removal rates. Thus, 

while these aerosol–cloud–radiation interactions are complex, it is the removal of these particles from the 

atmosphere that represents the single largest uncertainty in climate.4,5  

 Particles are removed from the atmosphere through wet and dry deposition, both of which are 

typically considered true sinks in the troposphere (Figure 0.1). Dry deposition refers to the removal  

 
1 Farmer, D. K.; Boedicker, E. K.; DeBolt, H. M. Dry Deposition of Atmospheric Aerosols: Approaches, 
Observations, and Mechanisms. Annu. Rev. Phys. Chem. 2021. https://doi.org/10.1146/annurev-physchem-090519-
034936. 
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Figure 0.1: Primary emissions and secondary chemistry are key sources of aerosols in the atmosphere. 
Wet and dry deposition remove particles, determining the lifetime of these aerosols in the atmosphere. 
Deposition surfaces include forests, grasslands, ice, water, and urban environments, with each surface 
type removing particles at different size- and turbulence-dependent rates. 
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of particles by collision with terrestrial or hydrological surfaces by gravitational settling, impaction, 

interception and/or diffusion (Figure 0.2). Wet deposition refers to the scavenging of particles from the 

atmosphere by solid or liquid water and subsequent removal by precipitation. One nuance in this 

definition of wet deposition is that cloud droplets can subsequently evaporate and release the particles 

back into the atmosphere, albeit after potentially substantial aqueous chemical processing. As a result of 

wet and dry deposition, the lifetime of submicron particles is typically considered about a week in the 

atmosphere - long enough for intercontinental transport. On a global scale, this lifetime is dominated by 

wet deposition, but dry deposition is an important lever on aerosol lifetime in the absence of precipitation.  

There are serious problems with our current understanding of deposition rates: Current 

parameterizations are inaccurate6–11; measurements are scarce; and, as expected, the rates are very 

important. For example, Goldstein & Galbally (2007) estimated that wet deposition of secondary organic 

aerosols (one type of aerosol) was about four times that of dry deposition, but that the uncertainties in 

organic aerosol lifetimes due to deposition were substantial.12 As the atmospheric relevance of aerosol-

phase reactions, at the surface of or within the aerosol,  is often assessed by a comparison of reaction rates 

versus aerosol lifetimes, this uncertainty in deposition rates also impacts the way we think about aerosol 

chemical reactivity. The relative importance of these dry deposition processes depends on particle size, 

with gravitational settling significantly impacting larger (i.e., >10 μm in diameter) particles and diffusion 

being the main driver for smaller (<300 nm) particles, even though both processes act on all particle 

sizes.13 Dry deposition is typically described by the concentration (C) of the species of interest and a 

deposition velocity, Vdep: 

 Deposition Flux =  −𝑉𝑑𝑒𝑝  × 𝐶 (0.1) 

Deposition velocity is expressed as a rate; for submicron aerosol particles, Vdep is typically on the order of 

0.1 cm s-1. A downward flux, or deposition, is taken as a negative flux by convention, while an upward or 

emitting flux is positive. Vdep provides a particularly useful metric for comparing results across sites - and  
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Figure 0.2: Dry deposition velocities of particles are a function of particle diameter and are driven by a 
combination of processes, including (a) Brownian diffusion (blue), (b) gravitational settling (yellow), (c) 
interception (orange), and (d) impaction (purple). The relative importance of these processes varies with 
particle size and surface type, with the graph providing an example of these processes and the total 
calculated deposition velocity (thick black line) for a conifer forest. The direction of airflow in panels a–d 
is indicated by solid blue lines; the direction of particle motion is indicated by gray arrows. In the case of 
Brownian diffusion, particle movement is random, as indicated by the dashed gray arrow. The size of 
particles relative to gases is not drawn to scale.  
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for modeling particle removal - because it is independent of ambient concentration. Observation 

techniques typically measure the flux and concentration of particles and derive the Vdep. However, dry  

deposition is challenging to measure because most measurement techniques rely on micrometeorological 

techniques, which require careful site selection and either vertical gradients in concentration (difficult to 

achieve as differences in actual concentration may be on par with or smaller than differences in inlet 

losses) or particularly fast, sensitive, and selective detectors for eddy covariance (EC) flux measurements. 

While there are many reasons for the uncertainty in the aerosol impact on climate, they fundamentally 

stem from our ability to represent the processes that shape the size and concentration of particles in the 

atmosphere, including aerosol sources and sinks. Lee et al. (2013) found uncertainty in dry deposition 

velocities of particles in the accumulation mode to be the largest contributor to uncertainty in cloud 

condensation nuclei (CCN) concentration in global models, which is critical to understanding cloud 

interactions.5 CCN are the particles to which water vapor condenses in the atmosphere and form cloud 

droplets and are typically sub-micron in diameter, but the deposition rates of larger particles are also 

relevant to climate processes - including dust (100 nm to 100 µm in size).  Similarly, Carslaw et al. 

(2013) found dry deposition of accumulation mode particles to be the largest contributor to uncertainties 

in the cloud albedo aerosol indirect effect.2 The results of Carslaw et al. (2013) and Lee et al. (2013) 

strongly emphasize the need for increased certainty in accumulation mode aerosol dry deposition rates. 

Observations of Particle Deposition 

There are few recent measurements of aerosol flux, and thus Vdep observations, over vegetated 

surfaces. This lack of observations is primarily due to the challenges inherent in obtaining aerosol flux 

measurements. We have compiled an extensive list of dry deposition particle measurements, including the 

studies that report deposition velocities, that have been plotted in Figure 0.3 to provide a clear visual 

representation of gaps in our observations. Figure 0.3 highlights the lack of measurements over the 

cryosphere and that the bulk of size-resolved particle flux measurements have been collected in the 

accumulation mode. 
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Figure 0.3: Graphs showing compiled multiple size–resolved particle flux observations of 
deposition velocity as a function of size over (a) grasslands, (b) forests, (c) water surfaces, and 
(d) the cryosphere. These data sets are not normalized for friction velocity (u*), which has been 
established to strongly influence flux. 
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Size is clearly a key controlling variable in particle dry deposition.11,14,15 Particle are often treated 

as perfect spheres, however, they can be irregular in shape.  This could alter deposition, but the influence 

of shape is currently not well understood or accounted for. Small particles are more strongly influenced 

by deposition processes driven by Brownian diffusion, while larger particles are more strongly influenced 

by interception, impaction, and gravitational settling (Figure 0.2). As a result of these competing 

processes, deposition velocity typically exhibits a minimum in the accumulation mode. This minimum 

occurs because uptake to surface collectors due to Brownian diffusion decreases as size increases, while 

removal by gravitational settling increases with size. The roles of surface uptake due to impaction and 

interception processes also increase with size, though models suggest a drop-off at the very large (i.e., 

tens of microns in diameter) size range. The importance of these processes are also impacted by particle 

density, which is accounted for using a bulk density. Of course, the relevance of different aerosol modes 

or size ranges depends on the question being posed; small particles are typically greater in number but can 

be less important in terms of mass exchange. 

Deposition velocities are clearly a function of turbulence (typically described by friction velocity, 

u*), with more turbulent conditions inducing a stronger flux.8,16–18 Land use type also influences 

deposition velocity, with more complex ecosystems with greater surface area holding more collectors and 

enabling more deposition through interception. Hence, deposition velocities over forests are typically 

greater than those over grasslands, which are in turn greater than those over lakes or smooth aquatic 

surfaces. At larger particle sizes (>10 μm in diameter), gravitational settling plays a controlling role, and 

deposition rates tend to converge independent of surface structure. 

Investigating Particle Deposition in This Work 

This work focuses on trends in size-resolved deposition velocities across three very different 

environments: a test house, a Ponderosa pine forest, and a low arctic tundra. Throughout all the work, dry 

deposition is investigated along with other processes happening in the environment of interest, so as to 

critically examine the role and underlying mechanisms of dry deposition. First, particle lifetime in indoor 
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environments is examined using cooking data from the House Observations of Microbial and 

Environmental Chemistry (HOMEChem) campaign. Particle sinks including dry deposition are 

characterized, and their impact on observed spatial gradients in concentration indoors is determined. 

Second, this work explores the seasonal variation of size-resolved particle dry deposition in a Ponderosa 

pine forest using data from the Seasonal Particles in Forests Flux studY (SPiFFY). The underlying 

mechanisms of dry deposition are discussed, and additional mechanisms are investigated to determine 

which contribute to the observed increase in deposition during the winter. Finally, measurements from the 

Arctic Black Carbon and Aerosol Deposition Study (Arctic BCADS) are presented and used to critically 

evaluate the treatment of snow-covered surfaces as flat surfaces in current dry deposition models. 
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CHAPTER 1 - FATES AND SPATIAL VARIATIONS OF ACCUMULATION MODE 
PARTICLES IN A MULTI-ZONE INDOOR ENVIRONMENT DURING THE HOMECHEM 
CAMPAIGN2 
 
 
 

Chapter Overview 

Studying the indoor dynamics that impact particles is crucial in order to understand indoor air 

chemistry and assess overall human exposure to particles. This work investigates spatial gradients in 

particle concentration, caused by indoor transport and loss mechanisms. We conducted a variety of 

cooking experiments during the House Observations of Microbial and Environmental Chemistry 

(HOMEChem) campaign in June 2018 that allowed us to probe these mechanisms. We measured size-

resolved (0.06 – 1 µm and 0.13 – 3 µm) particle number concentrations from cooking experiments using 

optical instruments at four locations throughout the house simultaneously. The particle number 

concentration in the kitchen was 40 ± 10 % and 70 ± 10 % higher than the concentrations in the living 

room and the bedroom, respectively. There was a minor size dependence, with larger differences in the 

smaller sizes of the accumulation mode (0.1 – 2.5 µm) than the larger end of the range. Dilution accounts 

for the majority of these concentration differences. Surface deposition was the dominant fate of particles 

within a zone, with observed deposition velocities ranging from 0.1 to 0.6 m h-1. 

Introduction 

Annually, ambient air pollution accounts for approximately 3.7 – 4.8 million deaths globally.1 

One important pollutant that contributes to air quality is particulate matter. Particles have been shown to 

have a significant impact on health and are a major cause of cardiovascular and respiratory disease.2–4 

Particles present in the built environment contribute substantially to overall exposure,5 as people spend 

more time indoors than outside. In the US alone, people spend an average of 80 - 90% of their time 

 
2 Boedicker, E. K.; Emerson, E. W.; McMeeking, G. R.; Patel, S.; Vance, M. E.; Farmer, D. K. Fates and Spatial 
Variations of Accumulation Mode Particles in a Multi-Zone Indoor Environment during the HOMEChem 
Campaign. Environ. Sci.: Processes Impacts 2021, 23 (7), 1029–1039. https://doi.org/10.1039/D1EM00087J. 
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indoors.6 The impact of particles on human health is a function of their concentration, size, and 

composition, which are influenced by emission sources, a variety of dynamic processes (e.g. deposition, 

coagulation, and gas-to-particle partitioning), and building mechanics (e.g. natural and mechanical 

ventilation, infiltration air exchange, filtration, envelope penetration, and interzonal transport).7–11 In order 

to better understand the full effect of indoor environments (relative to outdoor environments) on human 

exposure to particles, a quantitative description of the sources and sinks, including transport and 

deposition, of indoor particles is essential. 

Indoor sources of particles include gas stoves,12 printers,13,14 3D printers,15,16 cigarette smoke,17 

and human activity (e.g. walking)18 which have been well quantified elsewhere. Cooking is a dominant 

source of particle indoors and mainly contributes to ultrafine (<100 nm) and fine (100 nm – 2.5 µm) 

mode particles.12,19,20 After emission, particles can deposit onto surfaces in the building and ventilation 

system, coagulate to form fewer but larger particles, and undergo gas-particle partitioning where particles 

are transformed when individual compounds evaporate off or condense onto particles.7 In addition, 

particles can be transported from room to room within indoor environments and potentially outdoors.7 

Transport away from particle sources induces spatial gradients within buildings, which are influenced by 

building mechanics, environmental conditions such as temperature and humidity, and size-dependent 

particle losses.  

While several models have been proposed for predicting particle spatial gradients,21–25 there have 

been few comprehensive measurements of these gradients in occupied houses. The first studies to explore 

spatial variation indoors focused on overall concentration differences between rooms (zones) within a 

building. Ju and Spengler (1981) measured 24-hr averages of respirable particles in four homes in Boston, 

MA, and observed significant zonal differences in half the homes. Multi-zone experiments done by Miller 

and Nazaroff (2001) on environmental tobacco smoke using time- and size-resolved measurements in a 

two-room facility observed a 14 – 97% drop in particle mass concentration across zones after emission 

events. The magnitude of this difference was dependent on ventilation and zone segregation conditions: 
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increasing ventilation resulted in a 57 – 83% difference while segregating the two zones resulted in a 97% 

difference in particle mass. Other studies have since expanded on these observations including zonal 

differences in trace gas species28–30. However, most previous research on multi-zone systems has utilized 

simple two-zone environments, unoccupied houses, or has been limited in the number of size-resolved 

measurement points. Quantifying indoor spatial gradients of particles, both in terms of concentration and 

size, is necessary to accurately characterize and minimize human exposure to indoor particle sources and 

gain insight into particle chemistry occurring throughout an indoor environment. 

The objective of this work was to critically analyze particle gradients observed in a test house 

during cooking events using several optical particle measurements. In order to fully characterize the fates 

of accumulation mode particles indoors, we looked at particle production during cooking, particle 

transportation through the house, and major loss mechanisms between and within different zones. Data 

presented here were collected as part of the House Observations of Microbial and Environmental 

Chemistry (HOMEChem) study, a month-long indoor chemistry campaign conducted in the UTest House 

at the University of Texas at Austin.31  

Methods 

Experimental overview 

The HOMEChem campaign took place from 1 to 30 June 2018.31 HOMEChem included a 

comprehensive suite of chemical and physical measurements that monitored both particle and gas-phase 

species during cooking, cleaning, and occupancy activities. The campaign utilized the UTest House at the 

University of Texas at Austin (Austin, TX, USA); a 3-bedroom, 2-bath house with a total house volume 

of 250 m3 and a total floor area of 111 m2. This analysis separated the house into three main zones: the 

kitchen, living room. and bedroom (Figure 1.1).  

The outdoor air-change rate (ACR) of the house was maintained at 0.5 ± 0.1 h-1 by positively 

pressurizing the house relative to the outdoor environment when both of the two doors and all nine  
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Figure 1.1: Floor plan of the UTest house. Black dots and labels indicate instrument sampling positions. 
Colors for the different zones on this plot indicate how the data in this paper will be organized, with the 
darkest color being the measurement closest to the source (kitchen) and the lightest color being the 
furthest from the sources (bedroom 1). The kitchen is considered a single zone in this analysis but has two 
colors to represent the two different instruments and sampling points within the zone. 
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windows were closed. This minimized variations in temperature and humidity around the house. During 

the campaign, the electric air handling unit with overhead air diffusers was operated continuously with a 

recirculation flow rate of 8 h-1 (2000 m3 h-1). Filters on the outdoor air supply and internal ducts were 

removed during the campaign, to ensure results were not affected by the filter condtions9,10, and no stove 

exhaust hood was used during the study. The air conditioning (AC) system was set to 25°C throughout 

the campaign, except during designated venting periods. The AC system also provided dehumidification 

when cooling. Indoor temperature was 25 ± 2°C and indoor relative humidity was 57 ± 6% on 

experimental days. Outdoor temperature and reliative humidity were 29 ± 4°C and 71 ± 17% respectively 

throughout the campaign. Further details about the ventilation system employed during the campaign are 

described elsewhere.31 

In order to investigate interzonal transport and deposition of particles indoors the cooking 

experiments from the HOMEChem campaign were investigated. Cooking experiments during 

HOMEChem included a total of sixteen vegetable stir-fry experiments, six breakfast experiments, three 

chili experiments, ten toast experiments, and two full typical U.S. Thanksgiving meals. Further details of 

the campaign set-up and experimental schedule are described elsewhere 31.  

Instrumentation 

Size-resolved particle concentrations were measured using an Ultra-High Sensitivity Aerosol 

Spectrometer (UHSAS, model UHSAS-G; DMT Inc., Longmont, CO),32 which was calibrated regularly 

throughout the campaign using NIST standard polystyrene latex spheres (60 – 900 nm mobility diameter). 

We ran daily filters on the UHSAS to monitor instrument background and ensure that there were no 

internal leaks. The UHSAS was set to have 1 second resolution and count particles in 99 size bins 

between 0.06 and 1 µm by directing a solid-state laser (1054 nm) at the sample air flow and quantifying 

the resulting particle size-dependent scatter. Indoor air was sampled through an 8 m copper sampling line 

(ID: 6.35 mm) and outdoor air was sampled through a separate 4.8 m copper line (ID: 6.35 mm). Both 

lines connected to a 1.5 m segment of stainless-steel tubing (ID: 6.35 mm) attached to the valve switching 
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system that included a HEPA bypass system for running blanks and a Nafion dryer (MD700, Perma Pure 

LLC, Lakewood, NJ) which all normal sampling ran through. The UHSAS sampled at 50 mL/min off the 

line, which had a total flow of ~ 6 L/min (Re ≈ 1300; residence time of 3 s in the main line).  Line losses 

calculated using the method described by Weiden et al. (2009) were negligible for the measured size 

range (< 5%).33 Throughout the campaign the UHSAS typically switched at regular intervals between 

indoor (25 min) and outdoor sampling (5 min). 

We simultaneously measured particle size distributions in four locations within the test house 

using four Portable Optical Particle Spectrometers (POPS; Handix Scientific LLC, Boulder, CO).34 These 

instruments measure particles ranging from 0.13 to 3 µm using a 405 nm laser diode, and collected a size 

distribution every second. Both the UHSAS and the POPS correlate light scatter to particle size following 

Mie theory. The four POPS were placed in the kitchen, living room, and one of the three bedrooms of the 

test house (Figure 1.1), as well as in an external trailer to monitor outdoor conditions. The POPS had a 

1.0 cm long stainless-steel inlet nozzle (ID: 0.81 mm) as an inlet housed in a stainless-steel tube (ID: 1.75 

mm). The flow rate through the inlet was set to 180 mL/min. Particles were not actively dried like the 

UHSAS line was with the Nafion dryer, but sample flow was mixed with a filtered sheath flow which 

likely reduced the RH near particles.  

Optical instruments have limitations on the magnitude of particle concentrations they can 

measure and can be biased because of differences in the composition of particles used for calibration and 

the particles measured. To address these limitations, we preformed saturation analysis and compared the 

optical measurements to a scanning mobility particle sizer (SMPS, TSI Inc., Shoreview, MN) that was 

present during the campaign. The intercomparisons of the optical instruments with the SMPS show good 

agreement between the average measured distributions in the size ranges used for analysis, validating the 

use of these instruments for the size dependent analysis presented here. Total concentration was 

underestimated compared to the SMPS indicating that further corrections would need to be applied (i.e. 

refractive index, saturation, etc.) if this data was being used to characterize cooking emissions, however, 
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that is outside the scope of this work. Data presented herein utilizes the full size range of all instruments 

except during instances where total concentrations are compared across the two instruments. Additionally, 

periods where saturation had a significant effect on the UHSAS measurements – saturation was not 

observed in the POPS measurements - were removed from the analysis. In cases of saturation, only data 

for the unaffected size bins of the UHSAS are presented. A detailed description of all instrument 

intercomparisons, saturation analysis, and data treatment, can be found in the supplemental (Appendix 

1S). 

Calculation of Deposition Velocity 

We derived the rate of deposition from the total particle concentration loss rate after the 

termination of cooking events using the general method described by Thatcher and Layton (1995).35 

However, in these measurements we omit the initial decay period from the calculation of the particle loss 

rate to account for the impact of dilution. The initial decay period ends when the house becomes well-

mixed, at which point we assume exfiltration – controlled by the ACR of the house – and deposition are 

the major sinks of particles. Deposition within the ductwork was neglected because of the small size of 

the particles and the high recirculation rate. We assume particle removal by filtration within the 

recirculation ducts was zero due to the absence of filters. However, the impact of recirculation on 

turbulence characteristics and deposition is poorly understood and may warrant future study. The house 

was assumed to be well-mixed at the point when POPS concentration data from around the house 

converged on each other. We determine loss rate due to deposition loss as well as loss due to exfiltration 

using a linear fit to the natural log of the decay for the period after the cooking event had been terminated 

– the stove was turned off - and the house had achieved a well-mixed state. The deposition loss rate (λd) 

was calculated: 

𝜆𝑑 =  ( 1∆𝑡) ln (𝐶0𝐶 ) − 𝐴𝐶𝑅 (1.1) 

 



17 
 

where Δt is the time change between the initial and final concentration, C0 is the initial concentration 

(particles∙cm-3) at the start of the decay period when the house was well-mixed, C is the concentration 

(particles∙cm-3) at the end of the decay. Deposition velocity, νd (m∙h-1), was derived using an approximate 

volume (V, m3) to area (A, m2) ratio: 

𝜐𝑑 =  ( 𝑉𝐴 ) 𝜆𝑑 (1.2) 

 

 We derived the volume-to-surface-area ratio to be 0.47 from the room geometry of bedroom 1 

where a POPS was located. It was the only zone monitored that had well-defined boundaries that could be 

used to constrain this ratio. Using this geometry, the surface-area-to-volume ratio was determined to be 

2.1, consistent with the findings of Manuja et al. (2019) who found this ratio to be 2.0 ± 0.2 for bedrooms 

when the contents of the room were not considered and 3.0 ± 0.4 when the contents were included.36 

While bedroom 1 was unfurnished, we acknowledge that additional objects or people could alter these 

ratios and this is discussed in the deposition modeling section. The application of the bedroom’s volume-

to-surface-area ratio to all the measurements is justified by the fact that the observed trend in deposition 

loss rate was consistent across the different zones of the house and the zones were similarly unfurnished. 

Deposition Models 

Two models were compared to the experimentally determined deposition velocities. The first was 

the indoor deposition model developed by Lai and Nazaroff (2000).37 This model estimates total 

deposition using the surface-area-to-volume ratio of the indoor space and the deposition velocities for 

different indoor surfaces (i.e. floors, ceilings, and walls) (Appendix 1S).  

The second model used was an outdoor resistance model developed by Emerson et al. (2020), 

which is a modification of the Zhang et al. (2001) model (Appendix 1S).38,39 This model was originally 

designed to apply to outdoor environments, such as forests or grasslands, and breaks down deposition into 

contributions from Brownian diffusion, gravitational settling, impaction, and interception to total 
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deposition velocity. The land use category and seasonal select category for a needleleaf forest in the 

midsummer were used to represent the indoor environment. These parameters determine the characteristic 

radius of the collectors (2 mm) and the roughness length (0.8 m). An air speed typical for an indoor 

environment (v = 0.1 m/s) was applied, and the measurement height (zr) was set to the UHSAS inlet 

height (~1.5 meters). Other model parameters are described in the supplemental (Appendix 1S). 

For both models a particle density of 1 g cm-3 was used based on evidence described in Patel et al. 

(2020) suggesting this as an appropriate density for cooking particles. Friction velocities (u⁎), which are 

velocity measurements representing the shear stress between flows, ranging from 0.01 to 0.03 m s-1 are 

considered reasonable for an indoor environment. Several friction velocities were applied to both models, 

ranging from 0.01 to 1 m s-1, in order to determine the best fits to the data.  

Spatial Gradient and Dilution Calculations 

The concentration gradient was calculated using the average size-dependent concentrations for 

the cooking event during the cooking period – defined by an experimental log as the time when the stove 

was turned on to the time the stove was turned off. The percent difference was calculated as the change in 

the other zones compared to the kitchen values. Time off-sets between when enhancement was observed 

in the different zones was not used shift the data. The size-dependent percent differences for all the 

cooking events were averaged and we present the median for all the cooking events. 

We assumed each zone to be well-mixed. The measured kitchen particle concentration was taken 

to be representative of the entire kitchen volume (~40 m3). The kitchen particle concentration was diluted 

into the adjoining spaces: the utility room (~9 m3) and living room (~52 m3). This method was also used 

to estimate the particle concentration in the bedroom by diluting the measured living room particle 

concentration into its adjoining spaces: the master bedroom (~36 m3) and bedroom 1 (~28 m3). These 

calculations do not include the volume from closed spaces (i.e. bathrooms and closet spaces) and the 

hallway space in the dilution volume. These spaces can be neglected since their collective volume only 
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produced a 3-5% change in the predicted distribution when included. This method neglects the impact of 

dilution and repartitioning of semi-volatile particles. 

Results and Discussion 

Cooking particles were used to investigate interzonal transport and deposition indoors; however, 

the results herein are not differentiated by the cooking method. Analysis of different cooking sources 

indoors is outside the scope of this work but is well documented by Patel et al. (2020). Background 

conditions, such as particle concentration and indoor-to-outdoor concentration ratios, as well as some 

source observations, are described in the supplemental (Appendix 1S). 

Sinks for Indoor Particles 

Accumulation mode particles throughout the house had loss rates ranging from 0.66 to 1.95 h-1, 

which encompass the losses due to surface deposition and exfiltration.  Concentration decay was size-

dependent with the slowest decay corresponding to particles around 200 nm. Loss rates did not vary 

substantially for accumulation mode particles across cooking type or between zones. This indicates that in 

the context of this work, cooking data from our measured size range can be treated similarly regardless of 

cooking method when determining major sinks for particles indoors (Appendix 1S). We evaluate 

possible sinks for accumulation mode particles using direct observations and theoretical calculations. We 

evaluate different sink contributions to the net loss and explore the factors controlling these sinks. 

Deposition is one of the dominant processes that drives particle loss indoors. The deposition 

trends observed during the cooking emission experiments were size dependent with particles around 200 

nm in the accumulation mode depositing least efficiently due to less influence from the mechanisms 

driving deposition (Figure 1S.13)40. These data are consistent with previous studies that examined size-

resolved deposition indoors for accumulation mode particles41–45. Deposition measurements made by Tian 

et al. (2020) for deposition of supermicron particles during the HOMEChem campaign seamed together 
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well with our observations and are used here to present a more meaningful analysis of the mechanisms 

controlling deposition 46. 

In order to understand the intricacies of deposition of particles in indoor environments, we probed 

different mechanisms controlling deposition using two models. First, the widely-used indoor deposition 

model developed by Lai & Nazaroff (2000) is useful for understanding the particle contribution to 

deposited films on surfaces.37 However, this model did not accurately capture the observed deposition at 

HOMEChem (Figure 1.2a). To better constrain this model, we investigated the impact of both the friction 

velocity term and the surface-area-to-volume ratio. A friction velocity (u⁎) of 1 cm s-1 resulted in a 98.7 ± 

0.5 % underestimation of deposition. The model only agreed with deposition velocities measured for 

particles less than 200 nm, when a u⁎ of 100 cm s-1 was used (Figure 1S.15). Large u⁎ values have 

previously been used with this model to enable reasonable fits with observed data,41 although most 

literature suggests that reasonable u⁎ values for indoor environments are in the range of 1 – 3 cm s-1.37 

Even with the larger u⁎ the model underrepresented deposition rates by up to 82 % (10 ± 20 % on 

average) in the accumulation mode and 86 ± 6 % on average in the coarse mode (Figure 1S.14). In order 

to constrain the surface-area-to-volume ratio used in the model, the ratio was varied according to Manuja 

et al. (2019).36 Based on this analysis, the surface-area-to-volume ratio could be used to fine tune the 

model approximation; however, modifying this ratio did not significantly change the agreement between 

the model and observed deposition rates (Figure 1S.16). This analysis also agrees with the findings of 

Thatcher et al. (2002) (Figure 1S.17), where even in a more realistic fully furnished room the Lai and 

Nazaroff (2000) model underrepresented particle deposition for particles smaller than 0.5 µm by an order 

of magnitude43.  

The second model we used (Figure 1.2b) was the outdoor resistance model of Emerson et al. 

(2020), which is  based on the framework of Slinn and Zhang.39,47 The Emerson model places emphasis 

on interception as an efficient collector of aerosols, and is thus appropriate for deposition to irregular, 

non-horizontal surfaces. The outdoor model agreed well with the measured deposition velocities, with an  
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Figure 1.2: Size-dependent deposition for accumulation mode aerosols from this study and coarse mode 
particles from Tian et al. (2020) observed for cooking aerosols during HOMEChem. The measured 
deposition is compared to (a) the indoor model developed by Lai and Nazaroff (2000) and (b) the outdoor 
model developed by Emerson et al. (2020). In both plots deposition velocity is displayed on the left axis 
and deposition loss rate is displayed on right axis. The data from this study, both POPS and UHSAS data, 
are represented by the filled data points. 
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average difference of 10 ± 9 % in the accumulation mode and 30 ± 10 % in the coarse mode (Figure 

1S.14). The model was also able to accurately reproduce the minimum (around 200 nm) in the observed 

deposition trend, in contrast to Lai and Nazaroff (2000). Tian et al. (2020) provide deposition rates for 

supermicron cooking particles at HOMEChem. Impaction and interception likely affect particles larger 

than 10 µm, which is at the limit of most indoor deposition measurements. Further measurements are thus 

needed to characterize the processes driving deposition of larger particles indoors. However, the close 

agreement of the Emerson model and the HOMEChem deposition measurements suggests that this 

resistance-based approach may be a useful alternative to the established Lai and Nazaroff approach in 

indoor settings. 

Our model comparisons indicate that interception is playing a larger role in indoor deposition 

than currently accounted for and that current indoor models are likely underestimating particle loss rates 

even when elevated u⁎ values are used. The agreement between our observed indoor deposition rates and 

the outdoor Emerson et al. (2020) model shows that incorporation of interception terms, as well as an 

increased emphasis on the physical processes controlling particle deposition could led to improvements in 

indoor deposition models. This conclusion is consistent with previous literature: Thatcher et al. (1996) 

showed from experiments measuring deposition rates of fluorescent particles onto surfaces in a small 

chamber that deposition models did not consider all of the physical processes influencing particle 

deposition, additionally Lai (2005) added interception terms to the widely-used Lai and Nazaroff (2000) 

model to improve model-measurement comparisons over an array of surfaces.48,49 

The significance of underestimating particle deposition with the current indoor models is clearly 

illustrated through particle lifetime calculations. Using the Emerson et al. (2020) model, deposition loss 

rate for 100 nm, 1 µm, and 10 µm particles are estimated to be 0.0001 s-1, 0.001 s-1, and 0.01 s-1 

respectively. Using these rates, the lifetimes of these particle sizes with respect to deposition are 

approximately 3 hours, 17 minutes, and 2 minutes, respectively. However, when the same estimation is 

done using the Lai and Nazaroff (2000) model – with a u⁎ value of 2 cm s-1, as used in the Emerson et al. 
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(2020) model to obtain the best fit to the data – the lifetimes for the same sized particles become 74 hours, 

20 hours, and 14 minutes, respectively. This elevation of lifetime with respect to deposition is highly 

problematic for determining what controls particle lifetime indoors. If we compare these rates with the 

particle lifetime from exfiltration, which is approximately 2 hours (based off an average ACR of 0.5 h-1 

for the house), we see that the Lai and Nazaroff (2000)) model predicts that exfiltration will control the 

lifetime of all accumulation mode aerosols when in actuality the lifetime of larger accumulation mode and 

coarse mode particles are determined by their deposition rate. Both models suggest that lifetimes of 

smaller accumulation mode particles are impacted more by the ventilation of the house. Of course, 

lowering the ventilation rate will enhance the relative importance of deposition. These discrepancies are 

particularly relevant when considering the effectiveness of ventilation in controlling particle lifetime – 

Bond et al. (2020) suggest that these discrepancies in predicted indoor deposition rate may be substantial 

enough to impact recommendations for different mitigation techniques for reducing exhaled respiratory 

aerosol exposure.50 

Coagulation is a second order process, dependent on concentration and is therefore important in 

areas of high concentrations, however, initial analysis of the size distribution over the course of typical 

cooking events did not indicate evidence of coagulation within the measured size range after emission and 

dilution (Figure 1S.28). In order to strengthen these observations and rule out the impact of coagulation 

on accumulation mode particles, we calculated coagulation rates based on an average particle distribution 

during cooking from the UHSAS, which included the median diameters and average associated 

concentrations (Table 1S.29).51 These calculations indicate that over the course of an hour coagulation 

would only lower particle number concentration by 1 – 6%, thereby ruling out coagulation as a major sink 

for accumulation mode particles during typical cooking events (Figure 1S.30). This result was the same 

when concentrations of larger particles from a POPS were included in the calculations. However, during 

Thanksgiving experiments, the peak particle concentration was about four times higher than the 

concentration of the other cooking events. The elevated particle concentrations lasted longer due to the 
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sustained nature of the cooking events. Visual analysis of particle size distribution evolution during 

Thanksgiving indicates that coagulation is occurring (Figure 1S.28), and the theoretical calculations 

indicate that coagulation could account for a 1 - 12% decrease in particle concentration (Figure 1S.30). 

The recirculation time (2000 m3 h-1) is on average 30 times and 20 times greater than the calculated 

coagulation rate for typical cooking (0.03 – 10 particles cm-3 h-1) and Thanksgiving (0.002 – 30 particles 

cm-3 h-1) events respectively. These data indicate that when indoor mechanics – like an enhanced rate of 

air recirculation in the house – are impacting particles by rapidly mixing particles through the space, 

particle concentration needs to be highly elevated for a period that greatly exceeds the air residence time 

of the house before coagulation occurs in the accumulation mode. 

Transport and Spatial Variation of Particles 

Size distribution characteristics have been previously observed in multi-zone environments27,30; 

however, processes that control the changes in magnitude and shape of particle size distributions between 

zones have not been thoroughly explored. In this work, we analyzed different zonal distributions to 

determine which size-dependent physical processes contribute to the development of a spatial gradient.  

During all cooking events, a significant concentration gradient was observed throughout the 

house (Figure 1.3). This gradient persisted until the end of the cooking event. Between the kitchen and 

the living room there was, on average, a 40 ± 10 % decrease in the total particle number concentration, 

integrated over the entire cooking event (30 ± 20 % for surface area, and 30 ± 20 % in mass). Number 

concentration in the bedroom was, on average, 70 ± 10 % lower (60 ± 10 % for surface area, 50 ± 20 % in 

mass) than what was measured in the kitchen. The spikes in the concentration during events had a slight 

time offset between zones, with 0.7 ± 0.1 minutes between kitchen and living room signal peaks and 2.4 ± 

0.9 minutes between the kitchen and the bedroom peaks. 

We observed a particle size dependence in the concentration gradient. Percent differences were 

calculated as a function of size using the POPS data. Accumulation mode particles between 130 - 250 nm  
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Figure 1.3: Time series of a typical stir-fry cooking event, with data from the POPS in all three rooms 
monitored during the experiments. The left panel shows number concentration and the right panel shows 
mass concentration (using an assumed density of 1.0 g cm-3) over the course of the stir-fry. 
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generally had a higher percent difference compared to 250 nm – 3 µm particles (Figure 1.4, Table 1S.12, 

Table 1S.13). This size dependence explains the small changes in percent differences for total 

concentration measurements in number, area, and volume space for the measured size range. Higher 

percent differences between the zones for the particles bellow 250 nm indicate that a loss mechanism 

favoring the removal of these particles is contributing to spatial variation. One possibility for this removal 

mechanism is the entrapment of smaller particles in eddies created by the air flow through the house. Due 

to their smaller inertia and relaxation times, accumulation mode particles become trapped in the 

circulating flows of the house and are therefore not transported as easily as coarse particles are between 

zones. This mechanism has been proposed by multi-zone models but not directly observed before this 

work.52,53 Alternatively, this could be the result of error and variability between the POPS measurements 

and more work would be needed to address the true source of this difference. 

Impact of Sinks on Spatial Variation 

While deposition and exfiltration are the dominant sinks for particles within a given zone, their 

estimated contribution to the measured loss rates are too slow to account for the magnitude of the particle 

concentration differences between zones for the measured size range during HOMEChem. Using the 

observed time offset (0.7 ± 0.1 minutes and 2.4 ± 0.9 minutes for the living room and bedroom 

respectively) between particle appearance in the different zones and the observed deposition and 

exfiltration rates, we calculated the contribution of each of these sinks to the gradient observed. 

Application of estimated losses from deposition and exfiltration to the measured particle concentration in 

the kitchen resulted in a 0.009 ± 0.006 % loss between the kitchen and the living room and a 0.03 ± 0.02 

% loss between the kitchen and the bedroom. This change is negligible compared to the observed losses 

between the zones, therefore ruling out deposition and exfiltration as mechanisms that contribute 

significantly to the development of concentration gradients indoors. The minor impact of deposition on 

these concentration gradients is also evidenced by the fact that 130 - 250 nm accumulation mode particles 

had higher percent differences than the 250 nm – 3 µm particles. If the observed particle concentration  
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Figure 1.4: Size-dependent percent changes in aerosol number concentration between the kitchen and the 
other zones. The lower and upper bounds of the boxes represent the second and third quartiles, 
respectively, and the center point indicates the median of the data. The lower and upper tails mark the 
minimum and maximums of the data. Smaller accumulation mode particles (> 250 nm) had larger 
concentration differences between the kitchen and living room (left) and the kitchen and the bedroom 
(right) than the larger particles (< 250 nm) in the mode. 
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gradient was driven by deposition losses, there would be larger differences in the concentrations of 250 

nm – 3 µm particles due to their larger deposition rates. For example, a 1µm and 200 nm particle had 

observed deposition rates of approximately 0.7 ± 0.2 h-1 and 0.3 ± 0.2 h-1 respectively. If the gradient was 

driven by deposition alone, then larger accumulation mode particles would have approximately two times 

the loss of the smaller particles.  

Dilution, via transport through the house, accounts for the bulk concentration change between 

zones. Calculated diluted distributions using the overall zone volumes compared well with the measured 

distributions although it underestimated the concentration (slope of 1.50 ± 0.05, R2 = 0.99 for the living 

room comparison and slope of 1.35 ± 0.06, R2 = 0.95 for the bedroom comparison) (Figure 1.5). The high 

associated error in larger size bins (produced by the low counts recorded for those particles) was 

accounted for when comparing the measured and calculated distributions. Agreement between measured 

concentrations and dilution calculations indicate that the loss between zones can be approximated using a 

simple dilution calculation when the internal recirculation rate of the indoor environment is high. 

Increased flow through the recirculation system (equivalent to 8 house volume exchanges h-1) did not 

contribute significantly to the observed gradient; when applied to the observed kitchen measurements it 

produced a 0.07 ± 0. 04 % change between the kitchen and living room and 0.2 ± 0.1 % change between 

the kitchen and bedroom. 

Conclusions 

Significant spatial differences in particle concentration persist indoors throughout emission 

periods. Deposition and dilution are the most important factors controlling particle concentration within a 

zone. Larger differences in the accumulation mode particles between 130 - 250 nm compared to  250 nm 

– 3 µm particles between zones during cooking indicate that there is an additional loss process that favors 

smaller particles. This additional loss could be a result of indoor air flow trapping smaller particles as they 

are transported, which has been speculated in multi-zone models – but not directly observed before our 

work.52,53 However, this could also be the result of instrument variability and error between the different  
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Figure 1.5: Average particle distribution for an entire stir-fry cooking event compared to the diluted 
source measurement: (a) kitchen to living room and (b) the living room to bedroom. The shaded regions 
represent the standard deviation of the measurement. Direct comparison between the diluted 
approximation to the measured distribution in (c) the living room and (d) the bedroom, with the error bars 
representing the error of the measurement. Marker size in the bottom panels is representative of particle 
size. 
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POPS instruments. Additionally, the deposition observations herein show that widely-used indoor models 

are inadequate for predicting particle deposition indoors, typically leading to an underestimate in particle 

loss rates for the accumulation mode. Incorporating interception terms into existing models improve 

model-measurement comparisons for this study, and may similarly improve the observed model-

measurement discrepancies in previous studies.49 Understanding and accurately modeling deposition 

processes is crucial for understanding particle lifetimes indoors, which determine how long particles, 

including those containing disease causing agents, persist in indoor environments. Characterizing 

deposition indoors is therefore necessary in establishing particle impact on human health and determining 

mitigation strategies. 

However, these findings extend beyond understanding indoor particle dynamics and have 

implications for surface chemistry, gas uptake onto particles, and exposure assessments. Particle 

deposition impacts surface reservoirs indoors, which control multiphase surface chemistry.54 Observed 

airborne gradients in particle concentration imply differences in particle loadings on surfaces, which 

would in turn modulate surface chemistry in different zones. Particle concentration and composition both 

influence gas-phase uptake onto particles.55,56 Observed gradients indicate that this concentration-

dependent partitioning process will occur differently throughout the house during cooking periods. For 

example, the uptake coefficient of dinitrogen pentoxide (N2O5) – which has been detected in indoor 

environments during cooking57 – is inversely proportional to the available particle surface area.58 Using 

our observed percent differences in particle surface area between zones, we estimate that N2O5 uptake 

could increase by 40% between the kitchen and the living room. However, this process is also 

complicated by the high surface-to-volume ratios of indoor environments, where particle surface area in 

the kitchen, living room, and bedroom only accounts for maximum of 0.06%, 0.04%, and 0.02% of the 

total available surface area, respectively. This would be especially true in fully furnished, more realistic 

environments. Thus, further analysis of indoor spatial variations in particle and gas species concentrations 

are needed to fully characterize the impacts of spatial gradients on partitioning processes. 
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Finally, these observed spatial gradients have significant implications for exposure assessment to 

individuals. Particle concentration indoors not only determines an individual’s exposure to particulate 

matter, but can also dictate exposure to lower volatility gas-phase species like diethylhexyl phthalate 

(DEHP)56,59, a common indoor phthalate found in building materials.60 Particle phase DEHP correlates 

with increased particle concentration indoors, a process attributed to surface-to-gas-to-particle 

exchanges.56,59 Transport of particles therefore provide a mechanism to move pollutants through homes. 

Our observations suggest this partitioning processes and subsequent exposures may have strong spatial 

gradients in the indoor environment. 
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CHAPTER 2 - SEASONAL VARIATION IN PARTICLE FLUX AND THE EFFECT OF 
ENVIRONMENTAL CONDITIONS ON SIZE-RESOLVED DRY DEPOSITION IN A PINE 
FOREST3 
 

 

Chapter Overview 

Dry deposition is a fundamental process that removes particles from the atmosphere, and 

therefore directly controls their lifetime and total impact on air quality and radiative forcing. The 

processes influencing dry deposition are poorly constrained in models. Seasonal changes in dry 

deposition remain uncertain due to the lack of observations over multiple seasons. We present 

measurements of size-resolved sub-micron particle deposition from a flux study that surveyed all four 

major seasons. Particle concentrations and therefore fluxes were highest in the summer and lowest in 

the winter. Size-dependent deposition velocities in all seasons were consistent with previously 

observed trends, however, our observations show a 130 ± 60% increase in wintertime deposition 

velocity compared to the summer, which is not currently captured in size-resolved deposition models. 

We explore the influence of scalar gradients and changes in environmental conditions as possible 

drivers of this increase. We find that phoretic effects, such as thermophoresis, and the addition of 

snow to the canopy had negligible impacts on our canopy level measurements. While turbophoresis 

impacted the observed seasonal changes in size-resolved particle deposition velocity, it did not fully 

explain the observed differences between the summer and winter. We suggest that the increase in 

deposition velocity is instead caused by changes to the leaf-level conditions and physiology during 

the wintertime, which increase interception of particles. 

 
3 Boedicker, E.K; DeBolt, H.M.; Fulgam, R.; Emerson, E.W.; Farmer, D.K. Seasonal variation in particle flux and 
the effect of environmental conditions on size-resolved dry deposition in a pine forest. This paper is currently with 
coauthors and is close to submission. 
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Introduction 

Particles impact the quality of the air and radiative balance of Earth’s atmosphere as a function of 

their size, chemical composition, and lifetime. The lifetime of particles is controlled by their rate of 

removal. The two removal pathways for particles from the atmosphere are wet deposition, which is the 

scavenging of particles and subsequent removal by precipitation, and dry deposition, which is the removal 

of particles through interactions with terrestrial and aquatic surfaces. Dry deposition of particles in the 

accumulation mode is currently the largest source of uncertainty in global models in the prediction of 

concentrations of cloud condensation nuclei and the prediction of particle impacts on cloud albedo 1–3. 

Uncertainty in dry deposition removal rates stem from both inaccuracy in current theoretical 

parameterizations and the limited spatial and temporal coverage of measurements, especially over certain 

terrestrial surfaces during seasons other than summertime. Understanding the removal of particles through 

dry deposition is critical for constraining particle lifetime and therefore total impact in the atmosphere. 

While there have been major strides in quantifying and understanding dry deposition, large gaps in our 

knowledge of underlying deposition mechanisms persist 4–7.  

Several terms can be used to describe the biosphere-atmosphere exchange of particles. Particle 

flux describes the net exchange of particles and is strongly influenced by changes in particle 

concentration and size distribution in an environment. Environments exhibit seasonal changes in 

concentration and size distribution that can influence particle flux; this is easily observed in urban 

environments where local particle sources persist. During the winter in urban regions particle 

concentration and therefore flux often increase due to an increased use of heating systems 8. In contrast, 

rural environments often see increases in particle flux during the summer due to the dominance of 

biogenic secondary organic aerosol. In the same way, size distribution changes can influence particle flux. 

For these reasons particle flux is ideal for identifying sources of particles within an environment. 

Exchange velocity (Vex) is derived from the flux and is independent of the particle concentration, 

describing the vertical directional movement of particles in an environment. Both flux and Vex follow the 
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same sign convention where positive indicates upward movement, or emission, and negative indicates 

downward movement, or deposition. Deposition velocity (Vdep) describes the portion of exchange 

velocities that have a downward direction – using a positive sign for velocities directed downward 

towards biosphere surfaces– and defines how quickly particles are collected by the surface. Since these 

terms are independent of concentration, their behavior should remain unchanged unless there are shifts in 

the underlying mechanisms driving these velocities. 

The extent to which the mechanisms behind dry deposition velocity over terrestrial ecosystems 

vary with ecosystem properties or other seasonally varying parameters remains poorly constrained by 

observations. Few studies have presented either bulk aerosol deposition velocity9–12 or size resolved 

deposition measurements across seasons 13–15.  These studies typically observe seasonal differences in 

both particle flux and deposition velocity and have raised several hypotheses regarding seasonality of 

particle dry deposition. In their study of cloud droplet deposition (3 – 31 µm), Gallagher et al. (1992) 

observed a reduction in deposition velocity during wintertime snow cover that they attributed to the 

addition of snow to the canopy thereby reducing overall surface roughness.15 In contrast, Mammarella et 

al. (2011) observed an increase in deposition velocity in the winter, while the fall and summer periods had 

the lowest deposition velocities.14 Mammerella et al. suggested wintertime enhancements in ultrafine 

(0.020 – 0.065 µm) particle deposition velocities were due to thermophoretic effects, and changes to other 

particle sizes were due to either turbophoretic effects or changes in the concentration of various modes in 

the seasonal distributions. Thermophoresis occurs whenever there is a strong thermal gradient 

surrounding a particle. Thermophoretic deposition only occurs when a cold surface interacts with a 

warmer aerosol-laden flow. Turbophoresis is the movement of particles by gradients in turbulence. For 

this mechanism, increased turbulence in areas above the canopy and collecting surface drive particle 

collisions and interactions which in turn move particles away from the areas of high turbulence and 

towards regions of low turbulence. In this way both processes enhance the interaction time between the 

particle and the surface, therefore increasing the deposition velocity. Phoretic effects describe the effects 
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of all scalar gradients, including thermophoresis and turbophoresis, and have been explored as 

contributors to deposition over snow and ice surfaces 16,17. Turbophoresis in particular has been 

considered as a contributor to particle deposition in forests where trees create significant gradients in 

turbulence between the top of the canopy and the forest floor 18,19. Another seasonal factor that could 

impact dry deposition is the condition of the forest canopy or vegetation structure. Particle uptake by 

vegetation is a significant contributor to dry deposition 20, and plant morphology and physiology impacts 

particle deposition 21–23. Changes to the canopy structures affect eddy penetration which could also impact 

turbophoresis. Seasonal changes in leaf-level conditions could therefore have significant impacts on dry 

deposition. The relative influence of each of these proposed mechanisms has not been critically evaluated, 

due to the limitations of available measurements, but they have been incorporated in some particle 

deposition models. 

 The objective of this work was to investigate seasonal variation in particle concentration and 

fluxes over a temperate pine forest from the Seasonal Particles in Forests Flux studY (SPiFFY) in 2016. 

We present general trends in meteorology, particle concentration and distribution, and particle flux across 

the four seasons: winter, spring, summer, and fall. Additionally, we present seasonal trends in total and 

size-resolved particle deposition velocity compared to current resistance model parameters. This work 

explores the drivers of seasonal variations in particle deposition and presents new evidence for the 

addition of previously neglected mechanisms in dry deposition modules as well as the inclusion of 

seasonally specific constants. 

Methods 

Site Description 

The Seasonal Particles in Forests Flux studY (SPiFFY) was conducted at Manitou Experimental 

Forest Observatory (MEFO) located within Manitou Experimental Forest in central Colorado, USA 

(39.1006°N, 105.0942°W). Four measurement campaigns were performed between 2015 and 2016, each 
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representative of one of the major seasons: winter (February 1 – March 1, 2016), spring (April 15−May 

15, 2016), summer (July 14−September 16, 2016), and fall (October 1−November 1, 2016). Manitou 

Experimental Forest is approximately 6760 ha of ponderosa pine, Douglas fir, mixed conifer, and aspen 

vegetation with an average canopy height of 16 m. Manitou Experimental Forest elevation ranges from 

2280 – 2840 m above sea level. The MEFO tower site is described in detail by Ortega et al. (2014).24 

Measurements were made at the 30 m walk-up tower at MEFO, with instrumentation installed in an 

exterior trailer at the base of the tower. The footprint of the tower was dominated by Ponderosa pine trees 

reaching 16 m in height. 

Fulgham et al. (2019) summarized the meteorology of the site across the four seasons during 

SPiFFY, which is presented in Figure 2.1 and Table 2.1.25 The friction velocity (u*) and sensible heat 

flux (H) followed the conventional diel cycles associated with increases in solar heating during the day, 

enhancing turbulence, and decreases at night (Figure 2.1). This trend is observed in all four seasons, with 

the summer and fall having the strongest increase in sensible heat during the day. Friction velocities were 

comparable across seasons; however, the winter did exhibit higher turbulence during nighttime periods 

than other seasons. Further details of the site set up and these trends can be found in Supplemental Figure 

2S.1 & 2S.2. 

Instrumentation 

Size-resolved particle concentrations were measured using an Ultra-High Sensitivity Aerosol 

Spectrometer (UHSAS; DMT Inc., Longmont, CO).26 The UHSAS had a 10 Hz time resolution and 

counted particles in 99 size bins (0.06 – 1 µm). The data was re-binned during analysis to 10 size bins, 

and data from 0.06 – 0.089 µm was not included in the analysis due to the presence of noise that caused 

irregular and severe fluctuations in the signal of that size range. Calibrations were run at the beginning of 

each deployment using NIST standard polystyrene latex spheres (60, 150, 300, 600, and 900 nm mobility 

diameter). System zeros were run using a HEPA filter and switch installed at the front of the main line.  
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Figure 2.1: Average diel cycle for friction velocity (u*), sensible heat flux (H), and air temperature of 
each season. Each point represents an hourly median value. 

 

Table 2.1: Seasonal environmental daytime conditions, originally published by Fulgham et al. (2019) 

 Friction Velocity 

(m/s) 
µ ± σ (min – max) 

Wind Speed (m/s) 
µ ± σ (min – max) 

Temperature 

(°C) 

Relative Humidity 

(%) 

 µ ± σ (min – max) µ ± σ (min – max) 
Winter 0.5 ± 0.3 (0.025 – 

1.6) 
3.5 ± 2 (0.25 – 11) 7 ± 5 (-7.0 – 16) 27 ± 10 (8.0 – 88) 

Spring 0.4 ± 0.3 (0.030 – 
1.6) 

3.6 ± 2 (0.0 – 18) 10 ± 6 (-3.7 – 21) 40 ± 20 (0.0 – 93) 

Summer 0.4 ± 0.3 (0.030 – 
1.5) 

3.0 ± 1 (0.0 – 10) 23 ± 4 (11 – 29) 33 ± 20 (0.0 – 86) 

Fall 0.4 ± 0.3 (0.005 – 
1.7) 

3.4 ± 2 (0.0 – 11) 15 ± 4 (0.5 – 23) 25 ± 10 (0.0 – 92) 
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The inlet set-up for the measurements consisted of a 28.98 m (ID: 7.14 mm, OD: 9.53 mm) copper line 

installed 25 m above ground level on the tower and was co-located with the sonic anemometer. A cone 

with metal mesh to keep out bugs and debris was affixed to the front of the inlet. Flow through the main 

line was maintained at ~20 L/min (Re ≈ 3900; residence time of 3.5 s in the main line) using a backing 

pump and mass flow controller. Inside the trailer, a 3.05 m line reduced to ID: 4.83 mm (OD: 6.35 mm), 

and the UHSAS sampled off the main line at 60 mL/min through its internal conductive silicone tubing 

(OD: 3.2 mm) (Figure 2S.1). Particle loss in the main line calculated using the method described by Von 

der Weiden et al. (2009) was determined to be negligible (<5%).27   

Two different sonic anemometers were used during the campaign to measure three-dimensional 

wind speed and temperature. For the winter, spring, and summer periods (February 1 – August 5, 2016), 

we used a CSAT3 sonic anemometer (Campbell Scientific, Logan, UT). Inlet offsets from the CSAT were 

x = 20 cm, y = 40 cm, z = 10 cm. The fall measurements (October 1−November 1, 2016) used a SATI-

series K-style sonic anemometer (Applied Technologies Inc., Boulder, CO). Inlet offsets from the SATI 

were x = 0 cm, y = 0 cm, z = 60. Both anemometers were set to record data at 10 Hz time resolution. Data 

from the CSAT3/SATI and UHSAS were logged on separate computers and the timestamps were synched 

to an online time server. Any observed clock drifts in the data were handled in post processing.  

Eddy Covariance Measurements 

Surface-atmosphere exchange was measured using eddy covariance flux techniques. The vertical 

flux (Fc) in this technique is determined by the covariance of the vertical wind speed (w) and a scalar (c; 

particle concentration): 

𝐹𝑐 =  𝑤′𝑐′̅̅ ̅̅ ̅ =  1𝑁  ∑ (𝑐𝑖 − 𝑐̅)𝑁𝑖=0 (𝑤𝑖 − 𝑤̅)        (2.1) 

where N is the number of points, wi and ci are the instantaneous measurements of the vertical windspeed 

and particle concentration respectively, and 𝑤̅ and 𝑐̅ are the mean values. We used a flux averaging time 
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interval of 30-min. Deposition velocity can be derived from the vertical flux and the mean concentration 

over a given period.  

𝐹𝑐 =  −𝑉𝑑𝑒𝑝 𝑐̅            (2.2) 

Using this notation, a positive Vdep corresponds to deposition and a negative Vdep indicates an emission. 

We treat the positive and negative fluxes as two separate processes following uneven distribution of 

positive and negative fluxes around zero (Figure 2S.3). Only negative fluxes were used to derive 

deposition velocities, consistent with other particle flux studies 28,29. Pryor et al. (2013) identified drivers 

of positive fluxes in a pine forest, which gives additional support to the separation of positive and 

negative fluxes in the calculation of deposition velocities (Vdep).30 Additionally, the variability in some of 

the seasonal measurements was high, resulting in means either at the edge or outside the 25th to 75th 

confidence intervals; we thus use the medians of the deposition velocity data to investigate changes 

between seasons. 

Data Treatment and Quality Control 

Several quality controls were enforced on the data based on u*, stationarity, and precipitation events. 

We also removed data taken during exceptional events. For example, during the fall campaign period, 

several prescribed burns were carried out in an area adjacent to MEFO. We exclude particle flux data 

from time periods in which CO concentration was elevated (> 3800 ppb), which resulted in the removal 

of data from 10th October. Data that did not meet the following requirements for u*, stationarity, and 

precipitation quality control were rejected: 

1. Periods in which turbulence was not well developed, defined by a friction velocity (u*) < 0.14 m/s, 

were excluded 31,32.  

2. Measurement periods in which the flux was not in steady state, as determined by a stationarity test, 

were excluded as they fail the assumptions of the eddy covariance method. A stationarity test 

compares 5-min fluxes to the full 30-min flux to ensure that the fluxes do not vary during the period of 
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interest 33. A period is considered to have stationarity if the 5-min periods do not deviate from the 30-

min period by more than 30%, and the following criterion is met: 

0.7 <  〈𝑤′𝑐′〉̅̅ ̅̅ ̅̅ ̅̅ 5𝑚𝑖𝑛〈𝑤′𝑐′〉̅̅ ̅̅ ̅̅ ̅̅ 30𝑚𝑖𝑛  < 1.3          (2.3) 

3. Precipitation events were excluded from this analysis, as they can affect the signal of the sonic 

anemometer and distort the measured flux. A total of 24 precipitation events occurred, 3 in the winter, 

12 in the spring, 9 in the summer, and zero in the fall.  

These filters resulted in 241, 180, 305, and 363 flux periods for winter, spring, summer, and fall 

respectively. Results of each test and the number of flux periods impacted is summarized in Table 2.2 

(Figure 2S.3). 

Corrections 

A single point storage correction was applied to the data in order to account for the difference in 

turbulent flux bellow the measurement height 11. 

𝐹𝑠𝑡𝑜𝑟𝑎𝑔𝑒 =  ∫ 𝛿𝑐̅𝛿𝑡𝑧𝑟0  𝑑𝑧 ≈  𝑐(𝑡+ Δ𝑇)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅− 𝑐(𝑡)̅̅ ̅̅ ̅̅Δ𝑇         (2.4) 

This storage correction resulted in a < 1% change in the total flux in all four seasons. Additionally, a two-

dimensional rotation of windspeed in three axes corrected for the sonic anemometer not being mounted 

with a perfect level over the footprint 34,35. 

Signal-to-Noise and Flux Uncertainty 

To account for uncertainty in calculated flux measurements, we considered the signal-to-noise 

ratio of the UHSAS as well as flux uncertainty from instrument noise, counting statistics, and the 

covariance measurement. The signal-to-noise ratio of the UHSAS number concentration measurements is 

defined as the ratio between the mean concentration (µ) of a period and the standard deviation of the 

instrument signal during a system zero (𝜎𝑧𝑒𝑟𝑜). A system zero is defined as a measurement period in 
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which a HEPA filter is placed in front of the inlet. Here an adjacent period to the system zero was used to 

calculate the signal-to-noise ratio in each season (Figure 2S.4). 

𝑆𝑁𝑅 =  𝜇𝜎𝑧𝑒𝑟𝑜            (2.5) 

Contribution of instrument noise to the flux uncertainty (δFnoise) was determined using the method 

described by Billesbach (2011).36 In this method it is assumed that the contribution of instrument noise to 

the total uncertainty is the covariance when the correlation coefficient is minimized, which is achieved by 

randomizing the time sequence of the scalar, or particle concentration. 

𝛿𝐹𝑛𝑜𝑖𝑠𝑒 =  1𝑀  ∑ 𝑤′ (𝑡𝑖) 𝑐′(𝑡𝑗)𝑀𝑖,𝑗=1          (2.6) 

where M is the number of measurements in the interval, 𝑤′ and 𝑐′ are the deviations from the mean 

vertical windspeed and concentration, and i and j are the time indices.  

The uncertainty in the flux from counting discrete particles (ΔFN) is calculated using the 

cumulative number of particles (N), along with the mean concentration (𝑐̅), and the variance of the 

vertical velocity (𝜎𝑤) during a flux period 37. 

Δ𝐹𝑁 =  𝜎𝑤𝑐̅√𝑁             (2.7) 

Finally, the uncertainty in the covariance is quantified here using the method outlined by 

Finkelstein and Sims (2001).38 Estimation of the random error comes from the calculation of variance of a 

covariance when the two variables, here vertical windspeed and particle concentration, are lagged at 

unrealistic time scales (50 – 60s). Finkelstein and Sims (2001) outline the following parameterization for 

the variance of the covariance (σ2): 

𝜎2 =  1𝑀  [∑ 𝜎𝑥,𝑥2 (𝑖) 𝜎𝑦,𝑦2 (𝑖)𝑚𝑖=−𝑚 +  ∑ 𝜎𝑥,𝑦2 (𝑖) 𝜎𝑦,𝑥2 (𝑖)𝑚𝑖=−𝑚 ]      (2.8) 

where M is the number of measurements in a flux period, 𝜎𝑥,𝑥2  and 𝜎𝑦,𝑦2  are the variance of the two 

variables,  𝜎𝑥,𝑦2  and 𝜎𝑦,𝑥2  are the estimated covariances of the two variables, and m is number of samples 
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used to captures the integral time scale (m = 200, 20s of 10 Hz data). The auto- (𝜎𝑥,𝑥2 ) and cross-

covariance (𝜎𝑥,𝑦2 ) is computed for a lag (h) by: 

𝜎𝑥,𝑥2 (ℎ) =  1𝑀  ∑ (𝑥𝑡 − 𝑥̅)(𝑥𝑡+ℎ − 𝑥̅)𝑀−ℎ𝑖=1         (2.9) 

𝜎𝑥,𝑦2 (ℎ) =  1𝑀  ∑ (𝑥𝑡 − 𝑥̅)(𝑦𝑡+ℎ − 𝑦̅)𝑀−ℎ𝑖=1         (2.10) 

The subsequent uncertainty in the covariance (𝜎𝑤′𝑁′) ranged from 30 – 80 # cm-2 s-1. We also evaluated 

the time-lagged covariance spectra for each flux period out to 50s to attempt and identify the time lag 

between the vertical windspeed and particle concentration measurements. However, the determination of 

a time lag by autocorrelation is problematic for data limited by counting statistics 39 so a fixed lag time of 

3.5 s was used based off the flow through the inlet line. For all the calculations outlined above, some 

variable notation has been changed from the original source in order to have consistent references in this 

work. Results of the error analysis are summarized in Table 2.3. The instrumental and random noise were 

both within the measured variation of the particle fluxes, however, the uncertainty from counting discrete 

particles exceeded the measured variation. This indicates that the uncertainty from counting is the 

overwhelming contributor to uncertainty in these flux measurements. 

Flux Limit of Detection 

Limits of detection for individual flux periods (LODi) were first calculated considering random 

error using the method from Langford et al. (2015): 

𝐿𝑂𝐷𝑖 =  𝛼 𝑅𝐸𝑖            (2.11) 

with 𝛼 being the specified confidence interval (𝛼 = 3 was used for the 99th percentile in this work), and 𝑅𝐸𝑖 representing the random error of the flux period from the Finkelstein and Sims (2001) calculation 

above (𝜎𝑤′𝑁′).38,39 Time-resolved limits of detection were used to calculate an average limit of detection 

for each season, LODseason. 
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Table 2.2: Summary of quality control tests for the SPiFFY campaign. Number of flux periods that did 
not meet the quality control factor listed as well as the percent of the total available measurements that did 
not meet the standard, are presented for each test and each season. The original number of measurement 
periods is listed under the season headers, and the number of flux periods retained are listed in the final 
row. 

 Winter  
(N=858) 

Spring 

(N=1001)  
Summer 

(N=1330) 
Fall 

(N=1433) 
u*  76 (9%)  141 (14%) 198 (15%) 231 (16%) 
Stationarity 513 (60%)  722 (72%) 965 (73%) 1019 (71%) 
Precipitation 96 (11%)  279 (28%) 0 (0%) 12 (0.01%) 
Accepted Flux 

Periods 

241 (28%)  180 (18%) 305 (23%) 363 (25%) 

 

 

Table 2.3: Summary of uncertainty and LOD for total particle flux measurements during SPiFFY 

 Winter Spring Summer Fall 
Total Flux (µ ± σ) (2 ± 70) (-60 ± 100) (-50 ± 100)  
SNR 100 200 300 300 
δFnoise (# cm-2 s-1) 20 30 30 20 
ΔFN (# cm-2 s-1) 800 2000 2000 1000 𝝈𝒘′𝑵′(# cm-2 s-1) 30 80 70 60 𝑳𝑶𝑫𝒔𝒆𝒂𝒔𝒐𝒏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  (# cm-2 s-1) 8 40 20 20 
|Flux periods| >  𝑳𝑶𝑫𝒔𝒆𝒂𝒔𝒐𝒏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  / TOTAL 
FLUX PERIODS  

220/241 111/180 269/305 316/363 
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𝐿𝑂𝐷𝑠𝑒𝑎𝑠𝑜𝑛̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ =  1𝑁  √∑ 𝐿𝑂𝐷𝑖2𝑁𝑖=1           (2.12) 

For this project, the average limits of detection for particle flux measurements using this method were 8 

(winter), 40 (spring), 20 (summer), and 20 (fall) # cm-2 s-1. These numbers are high compared to an LOD 

calculated through flux analysis on zero periods, which resulted in 𝐿𝑂𝐷̅̅ ̅̅ ̅̅ 𝑧𝑒𝑟𝑜 of 4 # cm-2 s-1 for both the 

winter and fall. While the 𝐿𝑂𝐷̅̅ ̅̅ ̅̅ 𝑧𝑒𝑟𝑜 needs further investigation if it is to be verified, the large difference 

between 𝐿𝑂𝐷̅̅ ̅̅ ̅̅ 𝑠𝑒𝑎𝑠𝑜𝑛  and 𝐿𝑂𝐷̅̅ ̅̅ ̅̅ 𝑧𝑒𝑟𝑜 indicates a need for the critical evaluation of LOD calculation methods 

for flux measurements in the future. 

Spectral Analysis 

The UHSAS and other similar optical particle instruments have been previously used for eddy-

covariance measurements,  and their measurements have been validated using spectral analysis 13,40. Here, 

we use spectral analysis to investigate and validate the measurements. Frequency weighted dimensionless 

cospectra of vertical wind speed and particle concentration followed the sensible heat, and the inertial 

subrange (f -4/3) predicted by Kolmogorov theory is observed for each season between 0.01 and 5 Hz 

(Figure 2.2). Figure 2.2 provides example cospectra for a 30-minute period from each season during the 

day where u* ≥ 1 m s-1 to reduce noise caused by low turbulence. Stability during the periods were -0.03, 

-0.04, -0.10, and -0.04 for the winter, spring, summer, and fall. 
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Figure 2.2: Frequency weighted dimensionless cospectral density of particle concentration (wC, color) 
and temperature (wT, black diamonds) with vertical wind speed for a representative 30-minute period for 
each of the four seasons. Individual data points are medians from 40 evenly spaced logarithmic bins, with 
open points representing positive data and closed points representing negative data that have been forced 
positive. The cospectra are presented for the (a) winter (blue circles), (b) spring (green squares), (c) 
summer (red upward triangles), and (d) fall (dark brown downward triangles). Raw wC cospectra are 
shown in light grey in the background and the inertial subrange (f -4/3) is shown with the dashed line.  
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Deposition and Leaf Level Modeling  

Deposition Models 

We used the single layer resistance model from Emerson et al. (2020), which is based on the 

models presented by Zhang et al. (2001) and Slinn (1982), and aspects of the multi-layer model proposed 

by Katul et al. (2010) to investigate the roles of different mechanisms in controlling measured deposition 

velocities.18,28,41,42 The full parameterization of Emerson et al. (2020) along with the relevant 

parameterizations from Katul et al. (2010) are in Appendix 2A. We integrated the work of Katul et al. 

(2010) into the deposition velocity framework of Emerson et al. (2020) in order to investigate the impact 

of turbophoresis on particle deposition. Following Zhang and Slinn, the Emerson et al. (2020) framework 

is based on the gravitational settling velocity (𝑉𝑔), the aerodynamic resistance (𝑅𝑎), and the surface 

resistance (𝑅𝑠). 

𝑉𝑑(𝑑𝑝) =  𝑉𝑔(𝑑𝑝) + 1𝑅𝑎+ 𝑅𝑠          (2.13) 

We then incorporated the term developed by Katul et al. (2010) describing the collection efficiency of 

turbophoresis (𝐸𝑡𝑢𝑟𝑏𝑜) into the surface resistance parameterization (𝑅𝑠) from the Emerson et al. (2020) 

model by adding it in series to the collection efficiencies of Brownian diffusion processes (𝐸𝑏), impaction 

(𝐸𝑖𝑚), and interception (𝐸𝑖𝑛) (Eq. 2.14). 

𝑅𝑠 =  1𝜀0 𝑢∗ (𝐸𝑏+ 𝐸𝑖𝑚+ 𝐸𝑖𝑛+ 𝑬𝒕𝒖𝒓𝒃𝒐) 𝑅1        (2.14) 

𝐸𝑡𝑢𝑟𝑏𝑜 =  𝜏𝑝1+ 𝜏𝑝𝜏  ( 𝜎𝑤2𝜋 𝑏 𝜂)           (2.15) 

The new surface resistance relies on the previously listed collection efficiencies, friction velocity 

(𝑢∗), and the bounce correction (𝑅1) along with the empirical constant 𝜀0 = 3. 𝐸𝑡𝑢𝑟𝑏𝑜 is dependent on the 

particle relaxation time (𝜏𝑝), Lagrangian turbulent timescale (𝜏), the standard deviation of the vertical 

velocity (𝜎𝑤), the thickness of the viscous sublayer for the vertical velocity variance (b), which can range 
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from 5 < b < 50, and the kinematic viscosity of air (𝜂). In the parameterization for 𝐸𝑡𝑢𝑟𝑏𝑜, the particle 

relaxation time (𝜏𝑝) is the size dependent term (Appendix 2A). While we were able to use measured 

values for 𝜎𝑤 and in the calculation of the Lagrangian turbulent timescale, these values can be 

approximated using 𝑢∗. 43 Standard deviation of the vertical velocity trends linearly with 𝑢∗, with an 

acceptable approximation being 𝜎𝑤  ≈ 1.0 𝑢∗ − 1.2 𝑢∗ 43. Data from all four measurement periods of the 

SPiFFY campaign had a relationship of 𝜎𝑤  ≈ 1.1 𝑢∗ (Figure 2S.5). Additionally, the Lagrangian 

turbulent timescale can be approximated by 𝜏 ≈ (0.3 𝑢∗) / (1.1 𝑢∗)2. This approximation relies on the 𝜎𝑤/𝑢∗ relationship from before as well as 𝑢∗/ 𝑈̅  ≈ 0.3 43,44, which we were also able to validate using 

the SPiFFY data (Figure 2S.6). 

Leaf Level Energy Balance and Thermophoretic Settling Velocity 

We used a simple leaf energy balance to explore leaf effects on particle deposition. The energy 

balance calculations were based on equations outlined by Monteith and Unsworth (1990), Sridhar and 

Elliott (2002), and Jones (2013).45–47 We used the open-source single point leaf energy balance framework 

developed by Kevin Tu (http://landflux.org/Tools.php) to help structure the energy balance. We adapted 

these equations and frameworks to work with real time meteorology data reported by the U.S. Forest 

Service 48 along with sonic anemometer data collected during the campaign periods. A full description of 

the leaf energy balance calculation is in Appendix 2B. 

Thermophoretic settling velocity was calculated following Salthammer et al. (2011) and Hinds 

(1999).49,50 This velocity was then integrated into the Emerson et al. (2020) deposition model (Appendix 

2B). 
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Results and Discussion 

Seasonal trends in particle fluxes and concentrations 

Total (0.08–1 µm) particle concentration (# cm-3), flux (# cm-2 s-1), and exchange velocity (Vex, cm s-1) all 

exhibited distinct diel cycles (Figure 2.3, Figure 2S.7). The flux and Vex magnitude peak in the middle of 

the day due to increased turbulence (see u* in Figure 2.1), while particle number concentration peaks at 

night and decreases during the day as the boundary layer grows and mixes with larger volumes. Daytime 

fluxes were largest in the summer and spring measurement periods, with nighttime fluxes being 

comparable across all four seasons. Flux measurements were dominated by downward fluxes in all 

seasons, except the winter, resulting in negatively skewed flux data (Figure 2S.3). 

As discussed in the introduction, particle concentration and size distribution can impact the direction and 

magnitude of particle fluxes. Particle concentrations were highest in the summer and lowest in the winter, 

providing a partial explanation for the larger particle fluxes in summer versus winter. As exchange and 

deposition velocities are independent of concentration, seasonal shifts in size distribution could 

potentially account for the observed seasonality in these values. However, no major changes in the 

average size distribution occurred between seasons (Figure 2.3). Daytime count median diameters were 

128 ± 8, 140 ± 20, 140 ± 10, and 130 ± 10 nm for the winter, spring, summer, and fall, respectively. 

These count median diameters did not change substantially at night (Figure 2S.8, Table 2S.9). Particle 

distributions did not change between periods of positive and negative flux (Figure 2S.10, Table 2S.11). 

This consistency in the distributions indicates that changes in total particle exchange velocities are not 

attributable to seasonal shifts in size distribution.  

Measured and modeled seasonal trends in particle dry deposition 

As noted above, we segregate the downward flux periods from periods in which upward fluxes occurred 

and used these downward fluxes and their associate particle number concentrations to calculate deposition 

velocity, Vdep. Our sign convention now switches to give positive velocities for Vdep. Deposition velocity  
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Figure 2.3: (a) Average daytime size distribution (dN/dlogDp) of particles for each season, with the 25th 
to 75th confidence intervals shaded, as well as diel trends of hourly mean (b) number concentration for 
particles 0.84 – 1 µm (also with the 25th to 75th confidence intervals shaded), (c) flux, and (d) exchange 
velocity (Vex) across seasons. 
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for all particles measured followed the diel trend of both friction velocity and sensible heat flux, with 

peak values occurring around noon (Figure 2.4, Figure 2S.12). Additionally, size-dependent deposition 

velocities in each season followed trends previously observed in needleleaf forests 14,29,51–55. Binned 

deposition velocity from all seasons had a strong linear relationship with friction velocity (Figure 2.5); 

this relationship was present in all size ranges measured during the study with larger particles having 

bigger slopes (Figure 2S.13, Table 2S.14). This trend is consistent with other particle deposition  

studies 13,53.  

While total deposition velocity did not vary significantly between seasons, the size-dependent 

deposition velocity in the winter was greater than in the spring, summer, and fall. The enhancement of 

winter deposition relative to summer was the largest and ranged from 23 – 202% (130 ± 60%) depending 

on particle size, with particles less than 0.35 µm having the largest enhancement. This enhancement 

decreased when deposition was normalized by u*, ranging from 17 to 145 % (80 ± 40%), but was still 

significant based on t-tests of the size-dependent data (only the 0.505 – 0.711 µm range did not show 

significant difference). Wintertime enhancement of particle dry deposition velocities has been observed in 

two other particle deposition studies. First, Suni et al. (2003) compiled six years (1996 - 2001) of particle 

flux measurements (total particle number from 0.014 - 3 µm) over a Scots pine forest in Hyytiälä, 

Finland, from 1996 to 2001.12 They hypothesized that the larger wintertime bulk deposition was a result 

of a larger presence of small particles (< 0.10 µm) having larger deposition velocities, that when included 

in the integrated total deposition velocity increased wintertime measurement. Second, Rannik et al. (2009) 

presented particle flux measurements from the same site as Suni et al. (2003) but for 2000 to 2007.11,12 In 

contrast to Suni et al., Rannik et al. (2009) noted the same increase in wintertime deposition, but found 

that the number of nucleation days – on which small particles would dominate – was lowest in the winter. 

Additionally the continued analysis by Mammarella et al. (2011), indicated that the seasonal changes in 

geometric mean diameter were inadequate to cause the increased winter deposition rates.14 Similar to our 

observations, Mammarella et al. (2011) found that size-dependent deposition velocities were significantly  
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Figure 2.4: Diel cycle of median total particle dry deposition (left), and median size-dependent dry 
deposition for each season (right). 
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Figure 2.5: Total deposition velocity verses friction velocity (u*) for the (a) winter, (b) spring, (c) 
summer, and (d) fall. Grey points are raw data, and the colored markers are mean deposition binned by u* 

(each one representing 200 measurement points), with the error bars representing standard deviation. 
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higher in winter than other seasons. That work concluded that the observed seasonal dependence of the 

dry deposition was driven by bi-modal distributions in the wintertime. 

We investigated the cause of the wintertime increase in deposition during SPiFFY by comparing 

our results to the resistance model from Emerson et al. (2020), which is based on the work of Zhang et al. 

(2001) and Slinn (1982).28,41,42 This model framework was chosen as the base comparison because of its 

wide use in chemical transport and climate models, including GLOMAP and GEOS-Chem, as well as its 

ability to assess the roles of Brownian motion, gravitational settling, interception, and impaction. Using 

measured values u*, windspeed, temperature, and stability function, we evaluated the ability of the 

Emerson et al. (2020) model to capture seasonal variation in both total and size-dependent dry deposition 

(Figure 2.6). While the model accurately captured the diel trends for the summer data, there was a clear 

systematic underestimation of deposition in the other seasons. The largest underestimation was in the 

winter, when the predicted deposition was ~90% lower than the measured values (Figure 2S.15). The 

size-resolved model predictions clearly disagreed with the measured winter deposition in every size bin. 

To resolve this disagreement we investigated additional mechanisms that are not currently accounted for 

in the Emerson et al. (2020) parameterization. Additionally, we explored possible seasonal dependencies 

for terms that are currently considered, but not parameterized to be seasonally dependent. 

Influence of scalar gradients on seasonal deposition velocities 

Phoretic effects, which are the drift of particles induced by gradients in scalars such as 

temperature, water vapor, and electricity, can impact particle movement. The influence of these gradients 

has been well studied in indoor environments 49, however, their contribution in outdoor forested 

environments is still uncertain 4,56. Previous studies have hypothesized that such gradients could impact 

particle deposition over snow and ice surfaces and impact forested environments during the winter. In 

their deposition model, Petroff and Zhang (2010) used a constant parameter to describe bulk phoretic 

effects over ice, snow, and water surfaces; this single phoretic parameter helped resolve differences 

between measured and modeled deposition velocities.16 Mammarella et al. (2011) used their  
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Figure 2.6: Average measured diel deposition velocity compared to the modeled diel deposition for the 
(a) winter and (b) summer using the resistance model from Emerson et al. (2020). Additionally, seasonal 
size-dependent deposition trends compared to the model are shown for the (c) winter and (d) summer. For 
all four plots the modeled deposition is shown as closed grey markers, with shading representing the 
standard deviation and grey bars representing the interquartile range. Measured average data are 
represented as open markers with bars representing the interquartile range. 
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measurements of particles in the Brownian diffusion dominated regime (0.020 – 0.065 µm) to investigate 

the power law dependency between normalized deposition velocity (Vdep/u*) and the Schmidt number (Sc) 

and found that this relationship differed for winter versus other seasons.14 While Mammarella et al. (2011) 

ultimately concluded that the strong winter deposition velocities must be due seasonal differences in size 

distribution, they noted that additional factors, such as electrostatic and thermophoretic forces, could 

contribute to the enhancement of deposition of very small particles. Here, we hypothesized that snow-

covered canopies during SPiFFY were affected by phoretic effects – in particular, gradients in 

temperature or turbulence. We do not consider electrophoresis, as the findings of Tammet el al. (2001) 

indicate that these gradients only affect 0.01 – 0.2 µm particles above the canopy during low-wind 

conditions.17 However, this does not remove electrophoresis from future considerations as the findings are 

heavily dependent on the electric field strength. 

Thermophoretic effects on deposition 

We first investigated thermophoresis, which is the drift of particles caused by temperature 

gradients between the air and collecting surfaces, as a possible driver of the increased winter deposition 

caused by the low temperatures and the addition of snow to the canopy 57. We modeled these gradients 

using measured meteorological parameters along with a simple leaf level energy balance (Appendix 2B). 

This energy balance showed that in the winter, needles were consistently colder than the surrounding air 

during the day, while temperatures at night were comparable. Specifically, the leaf level energy balance 

predicted an average gradient of 4 ± 2 K between the leaf and surrounding air. Incorporating the 

thermophoretic settling velocity with this gradient into the Emerson et al. (2020) deposition model 

yielded negligible changes in the predicted particle deposition velocity. In the sub-micron size range of 

interest here, thermophoresis is not strongly correlated to particle size. Unrealistic gradients (15 – 60 

K/mm) would be needed for thermophoresis to drive the observed change in size-dependent deposition. 

Thus, thermophoresis cannot compete with the other drivers of deposition in a needleleaf forest. 



60 
 

Movement of particles by turbophoresis 

Discrepancies between models and field observations of particle deposition are common, and 

often attributed to missing deposition mechanisms 5,7. Movement of particles from areas of high to low 

turbulence, or turbophoresis, has been proposed as an important mechanism for dry deposition of particles 

in the accumulation mode 14,18,19,58. Two studies successfully integrated a turbophoresis term into a size-

resolved dry deposition parameterization. First, Feng (2008) developed a zero-dimensional representation 

of particle deposition based on the deposition in pipes.19 In that model, turbophoresis – referred to as the 

“burst effect of atmospheric eddy turbulence” – is parameterized according to the roughness Reynolds 

number. Later, Katul et al. (2010) developed a multi-layer model for particle dry deposition.18 In the 

Katul model, turbophoresis was parameterized according to the vertical momentum flux, or turbulent 

stress, and the standard deviation of the vertical velocity. Katul et al. (2010) concluded that the effects of 

turbophoresis were most prominent for particles between 0.1 and 10 µm above and in the upper layers of 

the canopy, and that the effects could be neglected for particles < 0.01 µm.  

To investigate the effect of turbophoresis on the SPiFFY observations, we used the Katul et al. 

(2010) parameterization (Appendix 2A) because it maintains the minimum in size-dependent deposition 

velocity, in contrast to the Feng (2008) model. This minimum is a key characteristic of particle deposition 

that has emerged in recent syntheses of observations 4–6. However, the Katul parameterization has two 

components that may result in underestimation of deposition to the canopy. First, the model neglects 

interception, which has a significant role in deposition over forests. Second, the model relies on the 

inertial impaction term from Slinn and Slinn (1980), which was formulated for water and smooth 

surfaces.59 Katul et al. (2010) acknowledged these as possible reasons for underestimation of particle 

deposition and recognized the need to further consider “microroughness” of leaves and needles. 

Single point calculations of turbophoretic velocity (Vt), following those of Katul et al. (2010), 

allow us to bound the possible contribution to total deposition. Turbophoretic velocity (Vt) for a 0.1 µm 

particle (τp = 1.4 х 10-7 at 298 K) should be ~0.04 cm s-1 assuming a u* = 1.0 m s-1 and a leaf level 
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boundary layer thickness of 0.15 mm. This is an order of magnitude lower than our measured deposition 

velocities for this size range and is therefore expected to be negligible. Using the same assumptions but 

for a 1 µm particle (τp = 5.0 х 10-6 at 298 K) we estimate that Vt is ~1.3 cm s-1, potentially resulting in a 

~40% increase in the total modeled deposition for particles in that size range. This single point calculation 

based on the Katul parameterization indicates that turbophoresis may play a role in deposition of larger 

particles (≥ 1 µm). However, turbophoresis is unlikely to fully explain the seasonal differences observed 

during SPiFFY as the largest seasonal discrepancies occurred at the lower end of our size range.  

To evaluate the impact of turbophoresis over the entire size range and over time while accounting 

for challenges with the Katul et al. (2010) model, we isolated the turbophoretic collection efficiency from 

the model and integrated it into the Emerson et al. (2020) parameterization of surface resistance.  We 

present both the resulting deposition velocities (Vdep) and surface resistances (𝑅𝑠) – presented as velocities 

– from the model with (Vdep+ Eturbo, 𝑅𝑠+ Eturbo) and without (Vdep, 𝑅𝑠)  turbophoresis in Figure 2.7a. As a 

sensitivity test, we varied the thickness of the viscous sublayer (b) between 5 and 50 mm following Katul 

et al. (2010). Turbophoresis resulted in large changes for deposition of 1 – 10 µm particles, with larger 

changes for a thinner viscous sublayer, i.e. when b = 5 (Figure 2.7a, 2.7b). The incorporation of 

turbophoresis resolved some of the initial model-measurement disagreement shown in in Figure 6 for 

larger particles but had little effect on the model-measurement disagreement at the lower end of the 

measured size range. Even with the addition of turbophoresis, total deposition in the wintertime was still 

underpredicted by ~40% (Figure 2.7c, Figure 2S.16). Interestingly, inclusion of the turbophoresis term 

also created a plateau in deposition for particles greater than 10 µm (Figure 2.8). This modeled plateau is 

consistent with a feature frequently noted in size-resolved deposition velocity observations, particularly 

over needleleaf forests. Saylor et al. (2019) developed an empirical logistic equation to resolve this 

feature but attributed it to an unknown mechanism.5 Turbophoresis thus provides a potential mechanism 

to explain this observed feature in 1 – 10 µm size range. A more critical exploration of the turbophoresis 

parameterization would be needed to resolve this. 
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Figure 2.7: (a) Size resolved deposition measured during the winter (blue circles) and summer (red 
triangle) periods of SPiFFY compared to modeled deposition velocities from Emerson et al. (2020) (Vd; 
light grey line) versus Emerson et al. (2020) with the inclusion of turbophoresis collection efficiency in 
the surface resistance term (Vd + Eturbo; gold shaded region). Surface resistance without turbophoresis (𝑅𝑠; 
dark grey line) and with turbophoresis incorporated (𝑅𝑠 + Eturbo; dark gold shaded region) are shown as 
velocities. The shaded range shows how the second model formulation changes with the thickness of the 
viscous sublayer (b); higher deposition values occur at smaller b values. (b) The percent increase in 
predicted deposition with the addition of turbophoresis is shown as a function of particle size. (c) The 
average observed (blue circles) versus predicted (shaded range) diel cycle and (d) size-dependent 
prediction of the model with (grey circles, grey shading) and without (gold circles, gold shading) 
turbophoresis considered is shown for the winter. The shading represents standard deviation; bars on data 
points represent the interquartile range. 
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Figure 2.8: Comparison of (a) the Emerson et al. (2020) model alone and (b) the Emerson et al. (2020) 
model with the turbophoresis collection efficiency (𝐸𝑡𝑢𝑟𝑏𝑜) from Katul et al. (2010) integrated into the 
surface resistance (𝑅𝑠) term. Between the two figured the creation of the plateau above 10 µm from the 
addition of turbophoresis can clearly be seen. 
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Both the Emerson et al. (2020) model and the integrated Emerson et al. (2020) with 𝐸𝑡𝑢𝑟𝑏𝑜 were 

compared against literature values for size resolved deposition in forests 14,29,51,53–55,60–69. The two 

parameterizations were both comparable to the synthesized literature data, which can be observed in 

Figure 2.8. For these comparisons the models were run for both a needleleaf and broadleaf condition in 

the midsummer, assuming u* = 0.5 m s-1, T = 20 °C, and an average wind speed of 3 m s-1. 

Influence of snow cover on deposition velocity 

Thermophoresis and turbophoresis are not the only hypotheses proposed in the literature to 

explain seasonal variation in particle deposition velocities. Gallagher et al. (1992) observed a significant 

decrease in 3 – 31 µm cloud droplet deposition over a snow-covered Sitka spruce canopy.15 That study 

used an isolated snow event to observe the effect of snow on deposition and found deposition was two 

times lower during snow cover. This snow-driven suppression in Vdep was attributed to a decrease in 

surface roughness of the canopy and the subsequent increase of the effective target diameter. Changes in 

surface roughness from snowfall are not directly accounted for in either the Emerson et al. (2020) or the 

Zhang et al. (2001) model, and could contribute to model-measurement disagreement.28,41 In both model 

parameterizations, roughness length is used to describe surface roughness and is defined with a seasonally 

variable term. For an evergreen needleleaf forest, the roughness length ranges from 0.8 – 0.9 m, with a 

drop in the term during the midsummer and transitional spring, but not during the winter period. This 

approach is consistent with our measured roughness length, which did not vary substantially between 

seasons. During the spring SPiFFY campaign, we captured an isolated snow period, allowing us to 

contrast snow-covered fluxes versus prior bare forest surfaces. We observe no significant differences in 

the total or size-dependent deposition trends during these two periods (Figure 2.9), indicating that another 

mechanism, independent of snow, is driving the increased wintertime deposition velocities. 
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Figure 2.9: Average diel cycle of total deposition velocity (left) and average size-dependent deposition 
velocity (right) during periods of snow cover (solid green markers with shaded interquartile range) versus 
no snow cover (open markers with bars representing the interquartile range) from the spring. 
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The role of interception and changes in the needle surface during the winter 

While many deposition studies have proposed alternate mechanisms to explain the numerous 

model-measurement discrepancies, few have suggested tuning currently considered mechanisms by 

season. Below we explore aspects of dry deposition mechanisms that could be seasonally dependent. We 

investigate the extent to which seasonality in certain deposition mechanisms and their associated 

parameterizations could explain the enhanced wintertime deposition velocities observed at Manitou. We 

do not consider roughness length (𝑧0) nor the characteristic radius of the collectors (A); while both terms 

are well established to be seasonally dependent over deciduous forests, measured roughness length did 

not vary strongly between seasons at SPiFFY (Figure 2S.2) and the characteristic radius for an evergreen 

needleleaf forest is not expected to change seasonally. We first consider potential seasonality in Brownian 

diffusion, and then interception.  

As discussed above, Mammarella et al. (2011) indicated that deposition of smaller particles 

(0.020 – 0.065 µm) behaved differently in winter than in other seasons. Because the deposition of these 

particles is dominated by Brownian diffusion, the group investigated potential seasonality in that term. 

Following previous work, Mammarella et al. parameterized the Brownian collection efficiency as: 

𝐸𝑏 =  𝐶𝑏𝑆𝑐−𝛾           (2.16) 

where 𝐶𝑏 and γ are constants. Proposed values for γ have historically been land use dependent but not 

seasonally dependent. For example, Slinn and Slinn (1980) recommend a γ = 1/2 for water surfaces and 

Slinn (1982) proposed that γ = 2/3 for vegetated surfaces.42,59 In the Zhang et al. (2001) and subsequent 

Emerson et al. (2020) model, γ is also defined as a land use dependent constant ranging from 1/2 to 

2/3.28,41 Mammarella et al. (2011) found that scaling observed deposition velocities with the Schmidt 

number (Sc) implied a much lower exponential term of γ = 0.36 in the winter, in contrast to γ = 0.66 in 

other seasons. While the study theorized that this was due to phoretic effects, our analyses above shows 

that thermo-, electro-, and turbophoretic effects are unlikely to influence particle deposition in this 
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ultrafine size range (< 0.1 µm) under reasonable wintertime conditions in a similarly structured forest. 

Thus, while seasonally scaling the constants in Brownian collection efficiency terms decreased model-

measurement discrepancy in one instance, there is no mechanistic basis for such a shift – particularly one 

that only impacts Brownian diffusion related mechanisms. We note that the Schmidt number is the ratio 

of kinematic viscosity to diffusion coefficients, which do depend on temperature and therefore will 

change seasonally. However, while the Schmidt number changes by 40 ± 7% from the coldest to warmest 

conditions at Manitou this only results in an average change of 2 ± 2% in the deposition velocities for our 

measured size range (Figure 2S.17). Further, as our measured particle size range during SPiFFY was 

larger (0.08 – 1.0 um) than the Mammarella study, merely changing the seasonality of the Brownian 

diffusion term did not fully account for the observed changes in wintertime data. In fact, applying this 

scaling to the Emerson et al. (2020) model only caused new problems in model disagreement for the 

SPiFFY data (Figure 2S.18). 

The seasonal dependence of interception is typically limited in models to considerations of 

roughness length and collector radius – but as described above, neither vary substantially enough at 

Manitou to account for the enhanced wintertime deposition velocities. Plant physiological literature 

suggests that other aspects of needleleaf forests may undergo seasonal changes that warrant consideration 

in deposition. Needleleaf plants are efficient at capturing particles 70,71 due to their large available surface 

area, thick and highly structured epicuticular wax, and high stomatal density 21,23,72. While surface area of 

evergreen needleleaf trees is considered independent of season, stomatal conditions are well-established 

to change with environmental conditions 22,23. The seasonality and link to particle uptake of the 

epicuticular wax properties of evergreen needleleaf trees is less well understood, however seasonal 

changes in needleleaf wax structure have been observed 73 and it has been shown that elevated 

temperatures can lead to smother wax structures on needles 74 Additionally, the wax can be altered and 

damaged by uptake of pollutants which has been linked to changes in the plant’s particle uptake capacity 

75. Studies of particle loadings collected on evergreen needleleaf trees provide some evidence of 
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seasonality in particle collection efficiency 21,76–78, but many of these studies lack clear linkages to leaf 

properties or adequate air concentration data to discern enhanced wintertime deposition velocities, rather 

than just deposition flux. However, changes in stomatal conditions, epicuticular wax properties, and 

needle anatomy could be changing the flow of particles around needle surfaces and the collection 

efficiency of interception. Seasonal changes in plant physiology would trend with interception over other 

terms because interception is the only mechanism that depends strongly on particle interactions with the 

collecting surface. In contrast, mechanisms like Brownian motion and impaction both depend on the 

energy of the particle.  

To determine whether seasonal changes in interception collection efficiency could account for 

enhanced wintertime deposition velocity, we used the Emerson et al. (2020) parameterization first 

excluding turbophoresis. Doubling the interception constant (𝐶𝑖𝑛) from 2.5 to 5 closed the gap between 

the measured and modeled total and size-resolved deposition (Figure 2.10, Figure 2S.16). This increase 

in the constant indicates that the collection efficiency of interception approximately doubling in the 

winter. Incorporating both turbophoretic processes and this seasonally adjusted interception constant 

produces comparable model-measurement agreement as the isolated adjusted interception constant 

(Figure 2.10, Figure 2S.16). However, the isolated increased interception constant produced better size-

dependent agreement. The hypothesis that seasonally driven changes in plant physiology enhances 

particle uptake via interception mechanisms during the winter is consistent with SPiFFY data and can be 

accounted for with seasonally dependent interception terms.  

Conclusions 

Significant seasonal changes in particle trends were observed throughout the SPiFFY campaign. 

Particle concentration, flux, exchange velocity (Vex), and deposition velocity (Vdep) all exhibited similar 

diel trends that varied in magnitude between seasons. The winter had the lowest concentrations and fluxes 

of particles, yet the highest deposition velocities; the summer had the highest concentrations and fluxes, 

with the lowest deposition velocities. The spring and fall acted as transition seasons and fell between the  
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Figure 2.10: Average measured diel deposition velocity compared to the original and adjusted modeled 
diel deposition for the winter. Additionally, seasonal size-dependent deposition trends compared to the 
model are shown for the winter. For both plots the modeled deposition is shown as closed grey markers, 
with shading representing the standard deviation and grey bars representing the interquartile range. 
Measured average data are represented as open markers with bars representing the interquartile range. 
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summer and winter trends. These differences extended to the size resolved trends in Vdep, with the smaller 

particles (0.1 – 0.3 µm) having the largest changes between seasons. The commonly-used resistance 

model approach for particle deposition (e.g. Emerson et al. (2020) revision of Zhang et al. (2001)) 

accurately described size-resolved Vdep and total particle Vdep in the summer, but was unable to predict 

seasonal variation or capture Vdep in the winter. Trends for total and size-resolved deposition velocity in 

the winter, spring, and fall were significantly underestimated by the model. The winter had the largest 

model disagreement (~90%).  

Observation of enhanced deposition velocities during winter is consistent with previous particle 

flux data collected over forests 11,12,14. The wintertime enhancement has been attributed to multiple 

factors, including increases in concentration of larger particles, scalar gradients (thermophoretic and 

turbophoretic effects) that drive particles towards surfaces, and changes in surface roughness from snow 

on the canopy 11,14,15. Changes in leaf physiological properties may also enhance particle uptake. 

However, our quantitative understanding of the relative impact of these factors is limited 4–6. This data set 

provided the unique opportunity to probe the importance of these and other mechanisms in controlling 

deposition velocity over an evergreen needleleaf canopy across seasons. 

The particle size distribution was consistent across seasons and could not explain enhanced 

wintertime total particle deposition velocity. Seasonal differences in size-resolved Vdep further indicated a 

missing size-dependent deposition mechanism. Using a simple leaf-level energy balance and equations 

outlined by Salthammer et al. (2011) and Hinds (1999), we ruled out thermophoresis as the source of 

enhanced Vdep.49,50 We ignored electrophoresis, which has been previously shown to have a negligible 

influence on deposition to a canopy 17. Using an isolated snow event during the spring measurement 

period, we determined snow in the canopy does not change the surface roughness enough to impact 

deposition mechanisms or account for the observed enhancement in wintertime deposition. 

Our analyses show that both turbophoresis and interception can influence dry deposition. 

Incorporating the turbophoresis collection efficiency term developed by Katul et al. (2010) into Emerson 
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et al. (2020)’s surface resistance term improved model-measurement comparisons. Turbophoresis has a 

greater impact on larger particles (closer to 1 µm) than smaller, so is not responsible for the enhanced 

wintertime deposition velocity. The more interesting result from the incorporation of turbophoresis was 

the change in shape it created in the predicted size-dependent deposition trend for large particles (10 – 

100 µm). The addition created a plateau in this size range, which could help explain the shelf observed in 

deposition measurements over forests for particles > 10 µm. This range was outside our measured size 

range, but our results indicate that turbophoresis should be explored further as a mechanism for dry 

deposition of particles. We hypothesize that interception in the winter is also enhanced by changes in the 

stomatal conditions and needle structure during the winter. Needle surface structure impacts particle 

interactions with the surface and therefore uptake, which would be described by the interception 

efficiency for our measured size range. We account for this factor by increasing the scaling constant for 

interception in the Emerson et al. (2020) model. This enhancement resolves the wintertime model-

measurement discrepancy in deposition velocity and suggests further work into seasonal shifts in plant 

physiology of evergreen needleleaf trees is warranted. We also note that this could be the result of another 

mechanism that has a similar size dependence as interception playing a role in wintertime deposition. 

Overall, these findings support the development and addition of seasonal constants into currently used 

deposition modules in order to more accurately predict variation in deposition trends, particle lifetime, 

and the impact of particles on both air quality and radiative properties.   
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CHAPTER 3 - BOUNDING DRY DEPOSITION OF PARTICULATE MATTER AND BLACK 
CARBON IN THE LOW ARCTIC 4 

 

 

Chapter Overview 

Understanding particle lifetime is critical for bounding the impacts of aerosols in the rapidly 

changing Arctic environment. Particle removal through dry deposition has a direct impact on short- and 

long-range transport of aerosols, concentrations of cloud condensation nuclei, and aerosol impacts on 

cloud albedo and lifetime. Currently, direct observations of dry deposition in the Arctic are scarce which 

makes constraining current models difficult. We present new measurements of total particle and black 

carbon (BC) deposition as well as size-resolved particle dry deposition from the low Arctic. Total particle 

and BC deposition were 0.13 cm s-1 and 0.85 cm s-1 respectively and were strongly dependent on the 

measured friction velocity. Size-dependent velocities showed a minimum around 0.13 µ. Current 

resistance models of dry deposition were unable to capture the observed trend, however, removing the 

assumption of a flat surface by incorporating an interception term resulted in substantial improvements in 

model measurement agreement in this work. We hypothesize that this could indicate the misclassification 

of a snow-covered tundra as a flat surface, which leads to an overestimation of particle lifetime and 

impacts. 

Introduction 

The Arctic is a rapidly changing environment that is warming two to three times faster than the 

rest of the globe1. This phenomenon is known as arctic amplification. Factors controlling this accelerated 

warming are poorly constrained, which stems from our lack of ability to predict regional feedback 

processes in the Arctic2,3. The two most important feedbacks for arctic amplification are that of 

temperature and albedo2. Aerosols play a critical role in these feedbacks through direct, scattering and 

 
4 This manuscript is currently being drafted and further analysis is still in progress. All analysis presented here was 
done by E.K. Boedicker and led by D.K.Farmer. 



79 
 

absorbing radiation, and indirect effects, acting as cloud condensation nuclei (CCN) and determining 

cloud albedo and lifetime4,5. The magnitude of these effects in the arctic are dependent upon local 

environmental conditions, long-range transport of aerosols, and the lifetime of aerosols6. 

Aerosol lifetime is determined by its rate of removal through wet and dry deposition. Wet 

deposition is the scavenging of particles and subsequent removal by precipitation and dry deposition is 

the removal of particles through interactions with terrestrial surfaces7. The relative contribution of each of 

these removal pathways has been observed to be seasonal in the arctic, with wet deposition playing a 

larger role in the warmer months and dry deposition having a higher impact in the winter8–10. This 

seasonality was clearly shown in measurements taken by Macdonald et al. (2017) over a ten-month period 

in Alert, Canada, where black carbon, ammonium, and sulfate aerosol deposition rates were all within the 

predicted range for dry deposition in the winter but increased significantly in the spring and fall10. 

Constraining these trends through observations is critical for bounding the role of aerosols in the arctic 

and improving models. Eckhardt et al. (2015) identified aerosol removal processes in the arctic and lower 

latitudes as the largest cause in variation between models and improving deposition schemes has led to 

improvements in predicting the seasonal aerosol cycle in the arctic11–13. 

Dry deposition of accumulation mode aerosols (0.1 – 1 µm) is of particular interest as it has been 

identified as the largest source of uncertainty in the prediction of CCN concentrations and the prediction 

of aerosol impacts on cloud albedo in global models14,15. Schmale et al. (2021) identified these process, 

along with others that dry deposition has a critical impact on, as key measurement and modeling gaps in 

understanding arctic aerosols16. However, there are few measurements of size-resolved dry deposition in 

the cryosphere that can be used to improve and constrain dry deposition predictions17–22. This work 

presents new measurements of size-resolved deposition for accumulation mode aerosols taken as part of a 

two-month campaign in Utqiagvik, Alaska, USA, that we use to constrain dry deposition in the Arctic and 

evaluate model representations.  
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Methods 

Site Description 

The Arctic Black Carbon and Aerosol Deposition Study (ArcticBCADS) was conducted at the 

Atmospheric Radiation Monitoring (ARM) facility’s North Slope of Alaska (NSA) site in Utqiagvik 

(formally Barrow), Alaska, USA. A particle flux measurement system was installed at the site’s 

meteorological tower (71.324°N, 156.615°W), a 40 m triangular tower (Figure 3.1). Measurements took 

place from September 9 to October 24, 2021. NSA is classified as a coastal tundra and its surface 

variability and complex composition of vegetation has been well characterized in other work 23,24. The 

dominant vegetation includes various sedge species (Carex aquatillis, Eriophorum russeolum, and 

Eriophorum angustifolium), tundragrass (Dupontia fisheri), and pendant grass (Arctophila fulva), as well 

as various moss and lichens 23. Canopy height was near zero throughout the campaign, the average 

vegetation height has been reported to be 17 ± 8 cm during periods with no snow cover23.  

Instrumentation 

Size-resolved particle concentrations were measured by an Ultra-High Sensitivity Aerosol 

Spectrometer (UHSAS; DMT Inc., Longmont, CO)25. The UHSAS is an optical measurement system that 

quantify size-dependent scatter and contains a 1054 nm solid-state Nd3+:Y LiF4 laser. The UHSAS was 

configured to a 10 Hz time resolution and counted particles in 99 size bins (0.06 – 1 µm). Data were re-

binned during processing – where finer resolution bins were combined over new size ranges – to 

minimize the error caused by the low counts during the campaign. Instrument zeros and calibrations were 

done weekly throughout the campaign using HEPA filters and NIST standard polystyrene latex spheres 

(0.10 – 0.90 µm mobility diameter).  

Refractory black carbon (rBC) was measured using a Single-Particle Soot Photometer (SP2, 

eight-channel, Model D; DMT Inc., Longmont, CO)26,27. The SP2 quantifies both thermal visible radiation 

emitted from rBC particles after induced incandescence and size-dependent scatter from a 1064 nm  
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Figure 3.1: Schematic of the flux measurement system set-up. (1) The sonic anemometer was mounted at 
the front of the boom, 125 CCW off North. (2) A copper inlet was run from the sonic, where it was 
protected from rain and other precipitation using a small funnel, to the instrument enclosure (4). The 
POPS (3) was mounted to the boom behind the sonic, while the UHSAS and SP2 were housed in a 
temperature-controlled instrument enclosure (4). At the end of the line a backing pump, housed in a 
second temperature-controlled enclosure (5), maintained turbulence in the main line.   
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continuous-wave Nd:YAG laser. Instrument zeros and PSL checks were done in tandem with those 

preformed for the UHSAS throughout the campaign. Instrument response to size-selected fullerene soot 

by a Differential Mobility Analyzer (DMA) was measured at the beginning and end of the campaign. We 

calibrated for rBC in the mass range of 0.3 – 50 fg (70 to 600 nm mobility diameter). Calibrations for the 

SP2 can be found in the supplemental (Figure 3S.1). 

A sonic anemometer (WindMaster Pro; Gill Instruments) and inlet were mounted to a boom that 

extended 6ft from the tower and 3.7 m above ground level (Figure 3.1). The inlet was oriented downward 

(~45°) and protected from precipitation using a funnel with a mesh screen. Inlet displacement from the 

center of the sonic was 0.3 m in the vertical direction. The SP2, UHSAS, and backing pump were housed 

in temperature-controlled enclosures at the base of the tower. The inlet was 6.4 m (ID: 7 mm) of copper 

tubing with no sharp bends. A bypass pump and critical orifice maintained a turbulent flow of ~15 LPM 

through the main line (Re ≈ 2900; 0.96 s residence time), while laminar flow was maintained within the 

internal tubing of the SP2 and UHSAS. Particle losses caused by transport through the bypass were 

determined to be negligible (< 5%) for the particle ranges measured by our instruments. All instruments 

were time synced using the network time protocol (NTP) time server, with the clock on the SP2 set as the 

internal standard for all the instruments. 

Eddy-Covariance Measurements 

The eddy covariance method for measuring surface-atmosphere exchange expresses the flux of a 

scalar (𝐹𝑐), like concentration (c), as the covariance between the scalar and the vertical wind speed (w): 

𝐹𝑐 =  𝑤′𝑐′̅̅ ̅̅ ̅̅ =  1𝑁  ∑ (𝑐𝑖 − 𝑐̅)𝑁𝑖=0 (𝑤𝑖 − 𝑤̅)        (3.1) 

where n is the number of measurement points in a flux period, wi and ci are the instantaneous 

measurements of the vertical windspeed and particle concentration respectively, and 𝑤̅ and 𝑐̅ are the mean 

values. Typically, fluxes are analyzed over a 30-minute period to ensure that the analysis is capturing 
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small scale cycles. The eddy covariance method relies on well-developed turbulence and requires that 

concentration be in steady state during the 30-min period. 

Eddy covariance analysis was run initially on the Arctic BCADS data, and several quality controls were 

enforced on the data based on u*, stationarity, wind direction, and precipitation events. Flux periods 

where turbulence was not well developed with a friction velocity (u*) < 0.14 m/s 28,29, where measured 

concentration did not meet the steady state assumption 30, where the direction of the wind was obstructed 

by the meteorology tower (166 – 203 °CW), and times when precipitation events occurred were all 

excluded from analysis.  These filters resulted in the loss of approximately 90% of measured flux periods, 

with stationarity being the leading driver of measurement losses (Table 3.1). 

Wavelet Analysis 

Wavelet analysis decomposes a measured signal into a series of frequencies while preserving its 

time localization 31–33. This method allows us to map a time series into a time and frequency space making 

it possible to evaluate fluxes over shorter time scales (e.g. 1-min vs 30-min flux estimates). Additionally, 

while wavelet analysis still requires well developed turbulence, it does not require a steady state 

assumption which leads to the preservation of a larger portion of data compared to the eddy covariance 

method. Turbulent flux in wavelet analysis (𝐹𝑤) is defined as the sum of the real part of the cross-wavelet 

spectrum (𝐸𝑐𝑤) over all scales (j): 

𝐹𝑤 =  𝛿𝑗 ∑ 𝐸𝑐𝑤(𝑗)𝑠𝑗𝐽𝑗=0           (3.2) 

𝐸𝑐𝑤 =  𝛿𝑡𝑅  1𝑁  ∑ [𝑊𝑛𝑐(𝑠𝑗) 𝑊𝑛∗𝑤(𝑠𝑗)]𝑁−1𝑛=0         (3.3) 

In Eq. 3.2 and 3.3, j is the scale index, 𝛿𝑗 is the scale step size (in this work 𝛿𝑗 = 0.25), J is the maximum 

number of scales (based on the wavelet), and 𝑠𝑗 is the scale value which is defined as fractional powers of 

two: 
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Table 3.1: Summary of quality control tests for the Arctic BCADS campaign. Number of flux periods 
impacted, as well as the percent of the total available measurements, are presented for each test and each 
season. The final rows list the number of flux periods available after quality control for both the eddy-
covariance method (EC) and the wavelet analysis. 

 September 

(N=819) 
October 

(N=958) 
Total Campaign 

(N=1777) 
Stationarity† 635 (77%) 746 (78%) 1381 (78%) 
u* 102 (12%) 210 (22%) 312 (18%) 
Wind direction 153 (19%) 228 (24%) 381 (21%) 
Precipitation 75 (9%) 47 (5%) 122 (7%) 
EC Flux Periods 122 (15%) 92 (10%) 214 (12%) 

Wavelet Flux Periods 515 (63%) 467 (49%) 982 (55%) 

†Only applied to the EC data. 
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𝑠𝑗 =  𝑠0 2𝑗 𝛿𝑗           (3.4) 

The smallest resolvable scale (𝑠0) is defined as: 

𝑠0 =  2 𝛿𝑡           (3.5) 

Additionally, in the equations above, 𝛿𝑡 is the data frequency in the time series and N is the number of 

data points in the portion of the time series being considered. The R term is the reconstruction factor, and 

it is dependent on the type of wavelet used in the transform 33. Both 𝑊𝑛𝑐(𝑠𝑗) and 𝑊𝑛∗𝑤(𝑠𝑗) are the wavelet 

transforms of the concentration (c) and vertical wind component (w) time series, with the asterisk (*) 

indicating the complex conjugate of the transform. 

𝑊𝑛(𝑠𝑗, 𝑛) =  ∑ 𝑥𝑛′  𝜓∗ [(𝑛′−𝑛) 𝛿𝑡𝑠𝑗 ]𝑁−1𝑛′=0         (3.6) 

Eq. 6 shows the continuous wavelet transform at a scale (𝑠𝑗), defined as the convolution of the time series 𝑥(𝑡) with the scaled and translated version of a wavelet function (𝜓), where n is the localized time index 

and the asterisk (*) again indicating the complex conjugate. 

In this work we used the Ricker wavelet (𝜓𝑅), based on the second derivative of the gaussian probability 

density function. This follows similar work that also uses this wavelet to evaluate turbulent flux 

measurements 31,34. Formulation for the Ricker wavelet is as follows 31: 

𝜓𝑅(𝑢) =  2 (1− 𝑢2𝜎2) 𝑒−𝑢22𝜎𝜋1/4 √3 𝜎           (3.7) 

This analysis was verified through direct comparisons with the quality-controlled eddy covariance results 

(Figure 3.2), and resulted in the retention of 55% of the available measurement points (Table 3.1) 
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Figure 3.2: Comparison of particle flux and other parameters calculated using wavelet analysis (dark 
blue) and the covariance method (golden). The top left panel shows a time series comparing the 
calculated total particle flux, with wavelet results represented by open diamonds and eddy-covariance 
results represented by closed diamonds. The top right panel shows the distribution of positive and 
negative fluxes for both methods. The bottom panels show direct comparisons of the covariance method 
and wavelet method for the calculation of friction velocity (left), sensible heat flux (middle), and total 
particle flux (right). 
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Results and Discussion 

Total particle and black carbon deposition 

Following the convention of previous particle flux measurements in the Arctic, negative flux 

values were taken to indicate deposition19,21: 

𝑉𝑑𝑒𝑝 = − 𝐹𝑐𝑐̅            (3.8) 

where Fc is the flux and 𝑐̅ is the mean concentration during the flux period. Median deposition velocities 

for all particles and refractory black carbon in our measured size range was Vdep,N = 0.13 cm s-1  and 

Vdep,rBC = 0.85 cm s-1. The binned velocities correlated strongly with friction velocity (u*), and u* 

normalized median deposition velocities were Vdep,N/u* = 0.0056 cm s-1  and Vdep,rBC/u* = 0.033 cm s-1 

(Figure 3.3). Deposition velocities did not have strong diel trends (Figure 3.3), following the breakdown 

in normally observed trends for parameters that follow solar heating cycles as hours of daylight were 

rapidly decreasing in Utqiagvik during the campaign period (Figure 3S.2, 3S.3).  

These velocities are somewhat elevated compared to previous observations over snow and ice 

surfaces10,17–19. For example, Nilsson and Rannik (2001) measured deposition velocities ranging from 

0.026 – 0.073 cm s-1 over smooth ice surfaces and open leads in the high Arctic using the eddy-covariance 

method19. In contrast, our measurements agree well with the eddy-covariance results of Grönlund et al. 

(2002) who report median deposition velocities of 0.33 and 0.80 cm s-1 over a smooth snow-covered and 

rocky area in Dronning Maud Land, Antarctica21. Both of these studies used condensation particle 

counters that measured particles from 0.01 – 3 µm. Interestingly, while the magnitude of the measured 

deposition exceeded that reported by Macdonald et al. (2017), our measurement period from September to 

October did align with months the study identified as having higher deposition velocities compared to 

other winter months. Placing our measurements in line with previously observed trends in Arctic aerosol 

deposition.  
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Figure 3.3: Average diel deposition velocity for (a) particles and (b) BC over the entire measured size 
range. And the total deposition velocity verses friction velocity (u*) for the (c) particles and (d) BC. Grey 
points are raw data, and colored markers are mean deposition binned by u* (each one representing 200 
measurement points). Slope and intercept for the fit lines are (c) 1 ± 1 and -0.1 ± 0.3 for particles, and (d) 
2 ± 7 and 1 ± 2 for BC. Both fits were weighted by the standard deviation of the binned deposition 
velocities. 
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The size resolved median dry deposition velocities range from 0.24 – 1.4 cm s-1 for aerosols 0.07 

– 1 µm and indicate a minimum at approximately 0.13 µm. While these values were lower in October, as 

we transitioned to full snow cover, a significant difference between periods of no snow cover in 

September and full snow in October was not observed. Previous measurements, even when combined, 

have not highlighted a clear minimum to compare this trend against. To investigate the possible source of 

this increased deposition we therefore used various model parameterizations.  

Comparison to current model parameterizations of dry deposition 

Dry deposition velocity is frequently predicted using resistance based models that consider the 

loss from Brownian motion, gravitational settling, interception, and impaction. The Zhang et al. (2001) 

model is a widely used parameterization that is incorporated into several global models, including 

GLOMAP and GEOS-Chem, to describe dry deposition35. The model considers tundra surfaces and 

snow/ice covered surfaces similarly, with both modeled as flat surfaces with no contribution from 

interception. Improvements have been made to this parameterization; however, the focus of these changes 

has been other land use types36. When compared against our measured values, neither the original nor the 

reparameterization done by Emerson et al. (2020) were able to capture the size-dependent trend observed 

here (Figure 3.4)36. 

Both the Emerson et al. (2020) reparameterization and the more sophisticated model proposed by 

Petroff and Zhang (2010) have shown that significant improvements can be made to the  prediction of 

size-resolved deposition by modifying the interception term36,37. To assess the possible influence of 

interception, we first incorporated the characteristic radius of collectors used by Petroff and Zhang (2010) 

for tundra surfaces (5 cm)37, a variable that was previously undefined in Zhang et al. (2001)35. This was 

done without changing the calculation of collection efficiency from interception in the two models. While 

this did not improve model and measurement agreement in the Zhang et al. (2001) model, the Emerson et 

al. (2020) reparameterization did (Figure 3.4). 
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Figure 3.4: Size dependent dry deposition velocities from this study (dark blue diamonds) compared 
against literature values from Ibrahim et al. (1983), Duan et al. (1988), Nilsson and Rannik (2001), and 
Contini et al (2010) represented as grey open symbols and the data from Grönlund et al. (2002) being 
presented as a black open symbol that is thicker than the other literature values17–21. Model predictions 
using average u*, windspeed, and temperature from the campaign are shown for Zhang et al. (2001) and 
Emerson et al. (2020). Calculations including interception through the addition of the characteristic radius 
of collectors variable are shown as dashed lines compared to the original parameterizations in solid lines. 
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The need for inclusion of interception in the model parameterization indicates that our surface, 

while covered in snow, cannot be modeled as a flat surface. However, compared to some of the other 

literature data for dry deposition in the Arctic the Emerson et al. (2021) parameterization agrees well even 

when interception is excluded. These measurements span from the low to high Arctic, and meteorological 

and environmental conditions vary widely between them. This stratification of the measurements could be 

a result of a transition period between rough and smooth snow cover causing changes in deposition 

trends. Alternatively, this could indicate that there are differences in the deposition trends between the 

low and high arctic. Further size-resolved measurements of dry deposition in the Arctic over longer time 

periods are needed to clarify this observed variation.  

Conclusions 

During the ArcticBCADS campaign in Utqiagvik, dry deposition velocities for total measured 

particles, 0.13 cm s-1, and BC, 0.85 cm s-1, were higher than previously reported values in Arctic regions. 

Size-dependent velocities were also elevated, ranging from 0.24 – 1.4 cm s-1 (0.07 – 1 µm) and indicated 

a minimum deposition at ~0.13 µm. While deposition velocities were lower in October, during full snow 

coverage, than September, which transitioned from no snow to full snow cover, there was not a 

significant difference between the two periods. Commonly used resistance models, which currently 

assume a tundra to be a flat surface, were unable to capture the measured trend in dry deposition. 

However, when interception was incorporated into the Emerson et al. (2020) parameterization, the model 

was able to better describe the observed trends in size-resolved dry deposition velocities. 

While the magnitude of deposition reported here exceeds the majority of other reports in the 

Arctic, it does not fall outside the scope of other observations. Deposition velocities measured here agree 

well with those reported by Grönlund et al. (2002) for a snow-covered surface in Dronning Maud Land, 

Antarctica21. Additionally, our measurement period was during months (September and October) that 

were identified by Macdonald et al. (2017) to have higher deposition velocities compared to other winter 

months which indicates that our elevated velocities could be the result of the seasonal variation of 
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deposition in the region10. Additional size-resolved measurements of dry deposition in the Arctic over 

longer time periods are needed to fully characterize and validate this seasonal variation. These results also 

indicate that the smooth flat surface assumption for a snow-covered tundra is unable to characterize size-

resolved deposition over the surface. The need for the inclusion of interception to improve model and 

measurement agreement indicates that more consideration needs to be given to the topography and 

microroughness of the snow-covered surfaces. 

Larger deposition velocities in this region during snow-cover would cause substantial changes to 

estimates of aerosol processes and impacts in the low Arctic. Higher loss rates lead to shorter aerosol 

lifetimes. For example, if we consider dry deposition alone for a 0.1 µm particle from our measurement 

height of 3.7 m, with the incorporation of interception deposition rate increases by 53% which could lead 

to a decrease of up to 34% in lifetime. Shorter lifetimes that mean that even short-lived source events that 

occur regionally would be significant sources of aerosols. This could impact the addition of pollutants and 

nutrients to the terrestrial surfaces in the Arctic, such as nitrogen, which is often a limiting nutrient38. This 

is especially true as additional sources of aerosols in the Arctic, most notably shipping39, become more 

prevalent. Additionally, this could lead to faster changes in surface albedo which would impact the 

radiative balance in the Arctic. Further work with global models is needed to characterize the full impact 

of these changes. 
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CONCLUSIONS – SCIENTIFIC IMPLICATIONS AND CONSIDERATIONS FOR FUTURE 
MEASUREMENTS 
 

 

This dissertation used size-resolved particle measurements from three distinct environments to 

understand the role and underlying mechanisms behind particle dry deposition. Aerosols have significant 

impacts on climate and human health1,2, and currently represent some of the largest sources of uncertainty 

in global models3–5. Constraining aerosol lifetime through the removal by dry deposition is therefore 

critical for understanding the potential impacts of these pollutants within an environment. 

During the House Observations of Microbial and Environmental Chemistry (HOMEChem) 

study6, we observed that significant spatial gradients in aerosol concentration persisted during emission 

periods in indoor environments. We observed more significant gradients in accumulation mode particles 

compared to coarse particles which is attributable to loss due to indoor air flow trapping smaller particles 

as they are transported7,8. Overall dilution and deposition are the most important factors controlling 

particle concentration within a house. Our observations of deposition show that widely used indoor 

deposition models underestimate particle loss rates for accumulation mode aerosols. Model deposition 

estimates improve when the mechanisms of Brownian motion, gravitational settling, interception, and 

impaction are used as opposed to indoor models which consider total available surface area and flow rate 

through a house9. Deposition indoors therefore behaves the same as in outdoor environments, and the 

fundamental processes governing deposition velocity are uniform throughout different environments. 

These observations and findings have implications for indoor surface chemistry, gas uptake onto 

particles, and exposure assessments.  However, they are complicated by the high surface-to-volume ratios 

of indoor environments. Further measurements of indoor spatial gradients are needed to resolve this, 

especially those that monitor both aerosol and gas phase species simultaneously. Coupling these 

measurements is critical for further evaluation of chemistry and human exposure to pollutants in built 

environments. 
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To explore how the mechanisms influencing dry deposition of particles changed in in a forested 

environment we utilized size-resolved particle flux measurements collected as part of the Seasonal 

Particles in Forests Flux studY (SPiFFY). From this data we observed a substantial increase (130 ± 60%) 

in the size-dependent deposition during the winter that was not observable in the total particle deposition. 

The largest differences in dry deposition were observed for particles less than 0.35 µm. Using the 

Emerson et al. (2020) reparameterization of the Zhang et al. (2001) model10,11, we explored the possible 

drivers of this wintertime enhancement; focusing on scalar gradients and surface changes. The mechanism 

of thermophoresis – caused by gradients in temperature - is too slow to contribute to the observed 

seasonal differences. Additionally, our analysis shows that the addition of snow to the canopy does not 

cause significant changes to the deposition. Turbophoresis, caused by gradients in turbulence within the 

canopy, has an impact on deposition of larger particles but does not explain seasonal variation found in 

smaller sizes. Increasing the influence of interception explains the enhancement of deposition in the 

winter, which we hypothesize is a result of changes in the stomatal conditions and needle structure during 

the winter. Changes in plant physiology and surface microroughness across seasons therefore have 

significant implications for particle dry deposition in forested environments. 

The final portion of this work focuses on black carbon (BC) and particle flux and dry deposition 

measurements made in 2021 during the Arctic Black Carbon and Aerosol Deposition Study 

(ArcticBCADS) in Utqiagvik, Alaska, USA. Our measured dry deposition velocities for total measured 

particles, 0.13 cm s-1, and BC, 0.85 cm s-1, were higher than previously reported values in Arctic regions 

but still within the scope of available observations. Current resistance models10,11, which treat a snow-

covered tundra as a flat surface, did not accurately capture the observed trends. However, incorporating 

interception into the prediction improved model and measurement agreement. These results show that the 

flat surface assumption for all snow-covered surfaces is inaccurate, and the surface topography and 

microroughness need to be considered even when there is snow-cover. This is in alignment with the 

findings of Chapter 2, where the addition of snow cover was not enough to drive observed seasonal 
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changes in deposition. Additionally, the range in deposition values between our observations in this work 

and others in the literature also indicate that deposition in the low Arctic may differ from the high Arctic, 

or that the transition from snow to smooth snow-cover may have significant impacts on deposition. 

Further measurements across latitudes in the Arctic and over longer periods would be needed to validate 

this. 

While this work provides critical observations of dry deposition velocities of particles and BC 

over snow in the low Arctic, it is still only one of few available size-resolved data sets available14–18. In 

order to fully capture trends in dry deposition in the rapidly changing environment of the Arctic, long 

term measurements of particle dry deposition are needed across latitudes. Additionally, integrating these 

results into global models to assess their implications for aerosol impacts is needed to bound the role of 

aerosols in the Arctic.  

Considering this work as a whole, we have demonstrated the importance of considering the 

contribution of all the mechanisms we discussed in Figure 0.2, as well as additional mechanisms, as they 

relate to different environments. For indoor environments we show that traditional mechanisms with a 

physical basis are more important than the high surface area indoors in driving deposition. In particular, 

the consideration of interception was critically important in accurately predicting size-dependent trends 

indoors. In a Ponderosa pine forest, we demonstrate that additional mechanisms, such as turbophoresis, 

begin to have a significant role in dry deposition. Additionally, we show that the contribution of 

previously considered mechanisms changes seasonally in forested environments. Both of these findings 

support the development of seasonal parameters to bound the contribution of dry deposition mechanisms. 

Finally, with our low arctic data we demonstrate that even over snow-covered surfaces that are typically 

considered as flat surfaces these mechanisms play an important role. Consideration of all possible 

mechanisms even over more uniform surfaces is therefore important in the understanding of dry 

deposition. The results of this work help bound the changes in dry deposition mechanisms across 
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environments and expands our understanding of deposition, providing an important step towards better 

constraining particle lifetime and impacts. 
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APPENDIX 1 - CHAPTER 1 ADDITIONAL INFORMATION 
 

 

Appendix 1S: Supplemental Information for Chapter 1 

Instrument diagnostics and data treatment 

Instrument background intercomparisons 

We conducted intercomparisons over four days of the HOMEChem campaign, at the beginning from 1 

June to 3 June and then in the middle of the campaign on 23 June, during which the four POPS were co-

located with each other and the UHSAS. Both of these periods correspond to background when no 

activities were going on in the house. The POPS were stacked together with approximately 10 to 24 cm 

between inlets and were placed on a counter space <1m from the UHSAS inlet. No corrections were done 

in response to these intercomparisons (Figure 1S.1, 1S.3, 1S.4; Table 1S.2, 1S.4).  

Instrument intercomparisons during cooking 

On 23 June, after the second round of background intercomparisons, the fourth POPS was placed bellow 

the UHSAS inlet in the kitchen and left there for the remainder of the campaign. Data collected from a 

breakfast, stir-fry, and chili cooking on 25 June was compared for the overlapping size range (0.13 – 1 

µm) of the two instruments (Table 1S.6, Figure 1S.7). The POPS was shown to be responsive to the 

sharp changes in aerosol concentration, given that there was no delay time between the UHSAS and 

POPS response to cooking. Although the maximum concentration listed by the manufacturer for the 

POPS is 1,250 # cm-3 the POPS used in the comparison showed good agreement with the UHSAS at 

higher concentrations. While noise in the POPS measurement increased at these elevated concentrations, 

averaging the data (1-minute averages in the comparisons) resolved this and resulted in similar results as 

those obtained from the background intercomparisons.  

The two optical instruments were also compared against an SMPS present during the campaign. Using the 

same data from 23 June data from each cooking type was compared from the overlapping size ranges 

(0.06 – 0.535 µm for the UHSAS and 0.134 – 0.455 for the µm POPS) (Table 1S.6, Figure 1S.7).  
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Figure 1S.1: Comparison of number concentration sub-range between the overlapping size regions of the 
four POPS and the UHSAS showing good correlations between the instruments. The 1-second data is in 
grey and the 5-minute average of the data is in black in all the plots. 

 

Table 1S.2: Fit equations and R2/ Χ2 values for the POPS to UHSAS intercomparisons. In the table, the 
fit to the 1-second data is listed first and the fit to the 5-minute average is listed second in bold with a Χ2 
instead of an R2 because of the presence of x and y error from the averaging. 

Instruments Slope Int. R2 / Χ2 
POPS 1 vs UHSAS 1.035 ± 0.002 8.7 ± 0.4 0.901 
 1.11 ± 0.04 -6 ± 8 1.54 

POPS 2 vs UHSAS 0.893 ± 0.002 4.5 ± 0.4 0.898 
 0.96 ± 0.04 -8 ± 7  1.97 

POPS 3 vs UHSAS 0.920 ± 0.002 5.4 ± 0.4 0.898 
 0.99 ± 0.04 -7 ± 7 1.70 

POPS 4 vs UHSAS 0.853 ± 0.002 5.5 ± 0.3 0.902 
 0.92 ± 0.04 -6 ± 6 1.72 
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Figure 1S.3: Comparison of number concentration between the four POPS showing good correlations 
between the instruments during background periods (average comparison slope of 1.0694 ±0.0006). 
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Table 1S.4: Fit equations and R2/ Χ2 values for the POPS vs POPS intercomparisons. In the table, the fit 
to the 1-second data is listed first and the fit to the 5-minute average is listed second in bold with a Χ2 
instead of an R2 because of the presence of x and y error from the averaging. 

Instruments Slope Int. R2 / Χ2 
POPS 1 vs POPS 2 1.124 ± 0.001 9.3 ± 0.3 0.947 
 1.16 ± 0.03 4 ± 5 2.30 

POPS 1 vs POPS 3 1.095 ± 0.001 7.6 ± 0.3 0.950 
 1.13 ± 0.03 2 ± 5 0.568 

POPS 1 vs POPS 4 1.181 ± 0.001 6.9 ± 0.2 0.951 
 1.21 ± 0.03 2 ± 5 0.662 

POPS 2 vs POPS 3 0.945 ± 0.001 3.4 ± 0.2 0.945 
 0.97 ± 0.03 -1 ± 4 1.65 

POPS 2 vs POPS 4 1.021 ± 0.001 2.7 ± 0.2 0.948 
 1.05 ± 0.03 -1 ± 4 1.82 

POPS 3 vs POPS 4 1.051 ± 0.001 3.9 ± 0.2 0.950 
 1.08 ± 0.03 -1 ± 4 0.432 

 

 

 

 

Figure 1S.5: Size-dependent comparison of number concentration between re-binned UHSAS and POPS 
data which shows that there is an inherent offset between the size ranges on the two instruments. The 
POPS slightly overestimate particles in their lower range and underestimate particles at the upper end of 
their range when compared to the UHSAS. Comparisons between each POPS and the UHSAS are 
represented by the blue points; the orange points are the average slope values from all four POPS. 
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Table 1S.6: Fit equations and R2/ Χ2 values for the POPS vs UHSAS vs SMPS intercomparisons during 
cooking. In the table, the fit to the 1-second data is listed first and the fit to the 1-minute average is listed 
second in bold with a Χ2 instead of an R2 because of the presence of x and y error from the averaging. 
Background comparison from POPS 4 vs UHSAS is included in the first column for context. 

Instruments  Background Breakfast Stir-Fry Chili 
POPS vs 
UHSAS 

Slope 0.853 ± 0.002 0.766 ± 0.007 0.803 ± 0.009 0.573 ± 0.006 
 0.92 ± 0.04 0.92 ± 0.04 0.87 ± 0.02 0.83 ± 0.08 

Int. 5.5 ± 0.3 29 ± 2 -10 ± 20 132 ± 3 
 -6 ± 6 -10 ± 10 -2 ± 8 20 ± 30 

R2 / Χ2 0.902 0.928 0.854 0.740 
 1.72 2.65 83.8 9.58 

POPS vs 
SMPS 

Slope  0.55 ± 0.08 0.62 ± 0.01 0.5 ± 0.1 

Int  -140 ± 50 -22 ± 9 20 ± 60 

Χ2  10.9 2.07 5.23 

UHSAS vs 
SMPS 

Slope  0.43 ± 0.04 0.427 ± 0.005 0.51 ± 0.06 

Int.  -10 ± 50 260 ± 40 100 ± 200 

Χ2  1.49 34.8 22.3 
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Figure 1S.7: A sub-plot of each cooking event that had enough data to be used for intercomparisons 
(breakfast, stir-fry, and chili) are presented on the top row followed by distribution comparisons in the 
second row, intercomparison plots between the POPS and UHSAS data in the third row, and 
intercomparison plots between the optical particle counters (OPC) and the SMPS in the fourth row. The 
events are in order of the time they were done during the experiment day from left to right in the plots. In 
the POPS vs UHSAS intercomparison plots raw 1-second data is presented as grey, with the dashed line 
being the raw intercomparison line, and 1-minute averaged data is presented in black, with the solid line 
being the intercomparison line. In the OPC vs SMPS the black traces are for the POPS and the blue traces 
are for the UHSAS. 
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The comparisons indicate that average number distributions measured by the instruments are comparable, 

which validates the use of these optical instruments for the size dependent analysis presented. There was 

disagreement in the smallest sizes of the UHSAS distribution, however, this data was not used in the 

spatial analysis presented. Additionally, deposition of particles < 100 nm is not presented because of 

saturation (discussed in the next section) therefore excluding the size region that had the largest difference 

from the SMPS’s number distribution. The comparisons do indicate that the optical instruments 

underestimate total particle number concentrations during the cooking events. This does not impact this 

work because the focus here is not on characterizing the total cooking emissions. 

Saturation of optical instruments at high concentrations 

At high aerosol concentrations, optical instruments will saturate causing the instruments to undercount 

particles. We present a brief analysis of those saturation levels through comparison of the aerosol number 

concentration of the two instruments to the SMPS that was present during the HOMEChem study (Figure 

1S.8). The analysis uses the end of the day decay period from the two Thanksgiving experiments 

conducted during the campaign (2018/06/18 and 2018/06/27) because it was a period during which the 

aerosol concentration decayed naturally (no intentional venting) from an extremely elevated level back to 

background while the house was unoccupied. For the POPS analysis, data from POPS 1 in the kitchen 

were used. The comparison shows that the POPS consistently overestimates compared to the SMPS and a 

saturation level for the instrument cannot be identified. The UHSAS agrees well with the SMPS for 

concentrations below ~3000 particles cm-3 and saturation is a significant problem at concentrations above 

~10,000 particles cm-3. This saturation is only affecting the second detector of the USHAS, which 

measures particles < 240 nm in diameter. For this analysis saturation could lead to slight suppression in 

the number size distribution below 240 nm, however, saturation does not affect the volume estimations 

since particles from the first detector ( > 240 nm) are what dominate this measurement. Additionally, 

since saturation leads to underestimation of concentration for particles < 240 nm the measured loss rate of  
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Figure 1S.8: Total concentration from both optical particle counters (OPC) – the UHSAS and POPS – 
plotted against the total concentration of the SMPS for the size regions that overlapped between the 
instruments (60 – 530 nm for the UHSAS and SMPS, and 130 – 530 nm for the POPS and SMPS). 
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these aerosols is also suppressed. Periods where saturation was affecting the data are identified 

accordingly in this analysis. 

Data treatment and density assumption 

Both instruments assume spherical particles in all number to area, volume, and mass conversions. All the 

mass measurements reported in the supplementary text used an assumed density of 1.2 g cm-3, which was 

selected because of the high organic content of the observed cooking-derived particles.1 Total mass is not 

the focus of this work and mass measurement approximations are reported only to provide context. We 

recognize that for cooking aerosols this density is likely an overestimation and for background periods this 

density is a slight underestimation. Patel et al. (2020) provides a detailed description of aerosol density 

during the HOMEChem campaign using Aerosol Mass Spectrometer (AMS) data that was available. Patel 

et al. (2020) report that aerosol density fluctuated between ~1.0 g cm-3 during cooking and ~1.5 g cm-3 

during non-cooking periods. Given this range, we take 1.2 g cm-3 as a density for all the data to provide 

mass estimations of measured aerosols, unless otherwise stated. Unit density (1.0 g cm-3) is used in the 

model simulations since it involved only cooking aerosol.  

Summary of the Lai and Nazaroff Indoor Deposition Model 

Tables 1S.9 – 1S.11 summarize the variables and equations used by the Lai and Nazaroff (2000) to 

calculate deposition velocity and loss rate of indoor aerosols. The information presented is a recreation of 

the equation summary tables presented in the original paper. 

Summary of the Emerson Outdoor Deposition Model 

Tables 1S.12 and 1S.13 summarize the variables and equations used by Emerson et al. (2020) to 

calculate deposition velocity and loss rate of aerosols, as well as the variables we selected to represent the 

indoor environment. These calculations are a modification of the Zhang et al. (2001) model. 
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Experimental days and background conditions during HOMEChem 

When no activities are performed indoors and all external doors and windows are closed, penetration of 

outdoor particles into the building is the most significant source of indoor particles. Out of the three main 

Table 1S.9: Variables used in the Lai and Nazaroff (2000) model. 

Variable Definition Set Value 
dp Particle diameter  
u⁎ Friction velocity 1 m/s 
ρp Particle density 1000 kg m-3  
vs Gravitational settling velocity  
v Kinematic viscosity of air  
D Brownian diffusivity of the particle  
Av † Area of vertical surfaces 250 m2 
Au 

† Area of upward-facing surfaces 111 m2 
Ad 

† Area of downward-facing surfaces 111 m2 
V † Volume of the room 250 m3 

† These values are from the house measurements listed in the HOMEChem overview paper 31. 
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Table 1S.10: Equations used in the Lai and Nazaroff (2000) model. 

Parameters  Equation 
 

Integral † 
 𝐼 = [3.64 𝑆𝑐2/3 (𝑎 − 𝑏) + 39] 
 𝑎 =  12 ln [(10.92 𝑆𝑐−1/3 + 4.3)3𝑆𝑐−1 + 0.0609 ]

+  √3 tan−1 [8.6 − 10.92 𝑆𝑐−1/3√3 10.92 𝑆𝑐−1/3 ] 

 𝑏 =  12 ln [ (10.92 𝑆𝑐−1/3 + 𝑟+)3𝑆𝑐−1 + 7.669 × 10−4 (𝑟+)3]
+  √3 tan−1 [2 𝑟+ − 10.92 𝑆𝑐−1/3√3 10.92 𝑆𝑐−1/3 ] 

 
 

Schmidt number (Sc) 
 𝑆𝑐 = 𝑣 𝐷−1 
 

 𝑟+(m) 
 

 𝑟+ =  𝑑𝑝 𝑢∗(2𝑣)−1 
 

 

Deposition velocity,  
vertical surface (m s-1) 

 𝑣𝑑𝑣 =  𝑢∗𝐼  

 
 

Deposition velocity,  
upward horizontal 
surface (m s-1) 

 𝑣𝑑𝑢 =  𝑣𝑠1 − 𝑒𝑥𝑝 (− 𝑢𝑠𝐼𝑢∗ ) 

 
 

Deposition velocity, 
downward horizontal 
surface (m s-1) 

 𝑣𝑑𝑑 =  𝑣𝑠𝑒𝑥𝑝 (𝑢𝑠𝐼𝑢∗ ) − 1 

 
 

First-order loss 
coefficient for 
deposition, rectangular 
cavity (s-1) 

 
 𝛽 =  𝑣𝑑𝑣𝐴𝑣 +  𝑣𝑑𝑢𝐴𝑢  +  𝑣𝑑𝑑𝐴𝑑  𝑉  

 
† Evaluated using the approximation that Brownian diffusivity is negligible compared to the eddy 
diffusivity. This approximation is valid for diameters larger than 0.01 µm. For smaller particles, a 
numeric integration is required (see Table S9). 
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Table 1S.11: Numeric integration of the integral (I), done by Lai and Nazaroff (2000). 

Particle Diameter, dp (µm) Integral, I (–) 
0.001 29.1 
0.0015 49.1 
0.002 71.0 
0.003 120.3 
0.004 174.9 
0.005 234.2 
0.006 297.4 
0.007 364.0 
0.008 432.7 
0.009 504.5 
0.01 579.3 
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Table 1S.12: Variables used by Emerson et al. (2020). The constants in this table are bolded and the 
value they were set to for the indoor environment are in the last column of the table. 

Variable Definition Set Value  
dp Particle diameter  
u⁎ Friction velocity 0.02 m s-1  
v Kinematic viscosity of air  
D Brownian diffusivity of the particle  
C Cunningham slip correction factor  
uH Windspeed 0.1 m s-1 
ρp Particle density 1000 kg m-3  
zr Hight of deposition measurement 2 m 
LUC** Land use category 1  
SSC** Seasonal select category 1  
z0 † Roughness length 0.8 m  
A † Characteristic radius of collectors 2.0 mm 
ε0  Empirical constant for surface resistance 3 
γ †, ‡ Brownian constant 0.56 
CB 

‡ Empirical constant for Brownian 0.3 
α † Impaction constant 1.0 
β ‡ Empirical constant for impaction 0.6 
CIm 

‡ Empirical constant for impaction 0.1 
υ ‡ Empirical constant for interception 1 
CIn Empirical constant for interception 2.5 

**The LUC and SSC follow the numbering system used in Zhang et al. (2001), which parameterized 15 
land use categories and 5 seasonal categories.  
†These parameters are dependent on the LUC and the SSC. The value tables for these parameters are 
listed in Zhang et al. (2001), the values listed here are the ones associated with the LUC and SSC that 
were used in this analysis. 
‡ These parameters were altered from the Emerson et al. (2020) model to better represent the indoor data. 
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Table 1S.13: Summary of main equations used in the Emerson et al. (2020) model. 

Parameters  Equation 
 

Deposition velocity (m s-1, Vd) 
 𝑉𝑑 = 𝑉𝑔 + 1(𝑅𝑎 +  𝑅𝑠) 

 
 

 

Gravitational settling velocity 
(m s-1, Vg) 

 𝑉𝑔 =  𝜌𝑝 𝑑𝑝2 𝑔 𝐶18 𝜂  

 
 
Aerodynamic resistance above 
the canopy (s m-1, 𝑅𝑎)** 

 𝑅𝑎 =  ln (𝑧𝑟𝑧0) −  𝜓𝐻𝜅 𝑢∗  

 
 

Surface resistance (s m-1, RS) 
 𝑅𝑠 =  1𝜀0 𝑢∗ (𝐸𝑏 + 𝐸𝑖𝑚 +  𝐸𝑖𝑛)𝑅1 

 
 

Collection efficiency from 
Brownian diffusion (Eb) 

 𝐸𝑏 =  𝐶𝐵𝑆𝑐−𝛾  
   

 

Collection efficiency from 
impaction (Eim) 

 𝐸𝑖𝑚 =  𝐶𝐼𝑚 ( 𝑆𝑡𝛼 + 𝑆𝑡)𝛽
 

  
 

Collection efficiency from 
interception (Ein) 

 𝐸𝑖𝑛 =  𝐶𝐼𝑛  (𝑑𝑝𝐴 )𝜐
 

  
 

Bounce correction factor (𝑅1) 
 𝑅1 = 𝑒𝑥𝑝(−𝑆𝑡0.5) 
 

 

Schmidt number (Sc) 
 𝑆𝑐 = 𝑣 𝐷−1 
 

 

Stokes number (St) 
 𝑆𝑡 =  𝑉𝑔 𝑢∗𝑔 𝐴  

 
**For the indoor environment this term is used to represent the conditions of the air above the sample 
inlet. The stability function (ψ) was set to zero for the indoor environment. 
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indoor events simulated during the HOMEChem campaign (i.e. cooking, cleaning, and human 

occupancy), cooking produced the largest concentration of submicron particles (Figure 1S.14). 

During background periods, the UHSAS (60 – 1000 nm) measured an indoor concentration of 175.2 ± 0.5 

particles cm-3 (~1.4 ± 0.3 µg m-3) during the day and 100.2 ± 0.4 particles cm-3 (~ 0.8 ± 0.2 µg m-3) at 

night. Particle concentrations and size distributions were homogeneous (concentration within 18%) 

throughout the house, and no inherent gradient was observed between rooms (Figure 1S.15). Trends in 

indoor particle concentration mirrored those observed outdoors (Figure 1S.15). Both the indoor and 

outdoor size distributions were bimodal with similar modes but differences in overall magnitude (Figure 

1S.15). This similarly indicates that the indoor particle concentrations during background periods are 

dominated by infiltration of outdoor particles, consistent with previous findings.6–11 

Particle infiltration can be characterized by the ratio between indoor and outdoor (I/O ratio) particle 

concentrations when the house is closed. This I/O ratio is 0.5 ± 0.1 for number concentration (0.6 ± 0.9 

for mass concentration) of submicron particles (Figure 1S.15). The I/O ratio varies according to particle 

size, with ultrafine (< 100 nm) and coarse (> 1 µm) mode particles penetrating least effectively and 

accumulation mode particles (100 nm – 1 µm) entering most freely with the peak in I/O around 150 nm 

(Figure 1S.15). This trend is the result of diffusion losses due to Brownian motion dominating small 

particles and gravitational settling forces, impaction, and interception dominating larger particles, causing 

both modes to deposit in the ventilation system and be removed when moving through the building 

envelope. For submicron particles, the average I/O ratio is 0.74 ± 0.02. Size-dependent I/O ratios 

published by Zhao et al. (2019) and Hussein et al. (2005) both showed the same trend with peaks in I/O at 

100 – 200 nm. In the context of this work, the I/O ratio represents a general relationship that can be used 

to investigate the dominating sources of particles indoors. 

Aerosol concentrations and distributions during cooking 

During all cooking events, particle number concentration indoors increased to at least ten times the indoor 

background concentration, and at least six times higher than the measured outdoor concentration. Stir-fry  
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Figure 1S.14: Time-series of three full sequential days when cooking (top), cleaning (middle), and 
human occupancy (bottom) experiments were done in the house. Cooking had the largest number of 
particles reported, while cleaning and human occupancy did not show a substantial increase above the 
background concentration for the particle range sampled (60 – 1000 nm). 
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Figure 1S.15: (a) Indoor and outdoor aerosol concentrations during a background period. (b) Size 
distribution of aerosols indoors and outdoors during background. (c) During background periods there 
were no significant gradients present throughout the house, even during the daytime periods (highlighted 
regions) when aerosol concentration spiked. (d) The distribution was also consistent across the house 
during these periods. (e) Ratio of indoor to outdoor aerosol concentration at all four sampling points. (f) 
Size-dependent indoor to outdoor aerosol concentration ratio. 
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events resulted in peak number concentrations, measured by the UHSAS, of approximately 5200 ± 300 

particles cm-3 (25 ± 2 µg m-3), breakfast events had concentrations of 10800 ± 600 particles cm-3 (19.9 ± 

0.9 µg m-3), and chili cooking events had an average peak concentration of 5000 ± 300 particles cm-3 

(14.4 ± 0.6 µg m-3). Toasting bread produced the largest peak number concentration of particles at 12400 

± 500 particles cm-3 (16.8 ± 0.8 µg m-3). All the cooking events produced high concentrations of fine and 

ultra-fine particles, with an average count median diameter of 110 ± 10 nm for all cooking (Table 1S.16, 

Figure 1S.17). Median diameters were relatively consistent through emission periods except for some 

stir-fry events, which exhibited a change in their distribution during emission periods (Figure 1S.18, 

Table 1S.19, Figure 1S.20).  

Loss of cooking aerosol 

Measured loss rate for cooking aerosols 

Size-dependent loss rate coefficients are shown for different cooking methods and for different cooking 

events (Figure 1S.21). Additionally, loss rate coefficients for each of the instruments and sampling 

positions is shown in Figure 1S.22 and average deposition velocity is shown in Figure 1S.23.  

Deposition velocity model comparisons  

Comparison of the Lai and Nazaroff (2000) indoor model and the Emerson et al. (2020) outdoor model 

to the measured deposition velocities from this study – accumulation mode – and from Tian et al. (2020)  

- coarse mode – are in Figure 1S.24.3,4,14 We analyzed the sensitivity of the Lai and Nazaroff (2000) 

model to friction velocity (Figure 1S.25) and to changes to surface area caused by the addition of 

furniture (Figure 1S.26).15 The measurements and model results from Lai and Nazaroff (2000) were also 

compared against the deposition velocities measured by Thatcher et al. (2002), the results are shown in 

Figure 1S.27. 3,16  
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Table 1S.16: Median diameters of aerosol distributions observed by the UHSAS during HOMEChem 
cooking events 

Cooking Event CMD (nm) SMD (nm) VMD (nm) 
Breakfast  98 ± 7 126 ± 9 140 ± 10 

Toast 99 ± 6 123 ± 8 136 ± 7 

Stir-fry** 110 ± 10 180 ± 20 230 ± 20 

Chili 101 ± 9 140 ± 10 170 ± 20 

Total Cooking 110 ± 10 150 ± 20 180 ± 20 

**This represents an overall average distribution during the stir-fry cooking events, however, some of the 
stir-fry events had a shift in the distribution during the event that resulted in different CMD values. 
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Figure 1S.17: Average distributions for the different cooking events: (a) breakfast, (b) toast, (c) stir-fry, 
and (d) chili. Each plot has number distribution (dN) on the left, represented by the solid trace, and 
volume distribution (dV) on the right, represented by the dashed trace. The shaded region on the plots 
represents the standard deviation of the distributions. The seam at 240 nm is an artifact of the two-
detector system on the UHSAS, and this point represents the switching point between the two 
instruments. In these distributions, both the breakfast and the toast sub 240 nm number concentrations are 
likely underestimated as a result of saturation. 
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Figure 1S.18: Time series of total number concentration (dN) from the UHSAS showing the typical trend 
observed during stir-fry events, with each shaded region representing new additions of oil and sauce to 
the cooking. In six of the observed stir-fry experiments, the aerosol size distributions between these two 
peaks changed substantially. This stir-fry event from 12th June was one of the stir-fry experiments that 
exhibited this change in emission. 

 

Table 1S.19: Median diameters of aerosol distributions observed for the different periods during a stir-fry 
event and the overall median diameter of the event 

Stir-fry Period CMD (nm) SMD (nm) VMD (nm) 
First Peak  110 ± 10 160 ± 20 200 ± 20 

Second Peak 134 ± 6 222 ± 9 290 ± 10 

Total Stir-Fry 110 ± 10 180 ± 20 230 ± 20 
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Figure 1S.20: Average distributions for the two peaks during a stir-fry event: (a) first peak and (b) second 
peak. Both plots have number distribution on the left, the solid trace, and volume distribution on the right, 
the dashed trace. The shaded region on the plots represents the standard deviation of the distributions. The 
seam at 240 nm is an artifact of the two-detector system on the UHSAS, and this point represents the 
switching point between the two instruments. 
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Figure 1S.21: Measured loss rates for the different stir-fry types (left) and the different types of cooking 
events (right). The size-dependent loss rates for the three types of stir-fries and the different cooking 
events were not substantially different from each other. The highlighted region of both plots represents 
the data below 100 nm that was heavily affected by saturation of one of the UHSAS detectors, leading to 
suppressed concentration peaks and loss rates.  

 

 

Figure 1S.22: Measured loss rates at the four measurement points throughout the house. The highlighted 
region in the figure represents data that was heavily affected by UHSAS saturation, leading to suppressed 
concentration peaks and loss rates. No significant variation was observed between rooms for the aerosol 
loss rate. 
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Figure 1S.23: Total average deposition rate and deposition velocity for all HOMEChem cooking events 
from the UHSAS and the POPS. Error bars represent the standard deviation of the measured deposition 
across the different experiments. The highlighted region in the figure represents data that was heavily 
affected by UHSAS saturation, leading to suppressed deposition rates. Data in this region is omitted from 
the modeled deposition analysis. 

 

 

Figure 1S.24: Percent difference between the modeled and measured deposition velocities and rates for 
the (a) Lai and Nazaroff (2000) indoor model and (b) Emerson et al. (2020) outdoor model.3,4 These 
residuals were calculated for the UHSAS data and the deposition rate values from Tian et al. (2020).14 
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Figure 1S.25: Deposition loss rates produced by different friction velocities in the Lai and Nazaroff 
(2000) model.3 Green points represent the UHSAS data (open circles) and the deposition rate data 
presented in Tian et al. (2020) (closed circles) from the HOMEChem study.14 
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Figure 1S.26: Constraint of the surface-area-to-volume ratio (SA/V) in the Lai and Nazaroff (2000) 
model.3 Surface area was increased by 20% (light grey line), 50% (grey line), and 80% (black line) for the 
(a) vertical surfaces, (b) upward-facing surfaces, (c) downward-facing surfaces, and (d) all surfaces. In all 
cases volume was decreased by 10% from the reported volume for the test house. This manipulation was 
based on the work of Manuja et al. (2019), where it was reported that on average the contents of a room 
result in a 50% increase in the total surface area and a 10% decrease in the total volume.15 None of these 
variations in the surface-area-to-volume ratio had a significant impact on the agreement between the 
observed deposition rates and those produced by the model. Green points represent the UHSAS data 
(open circles) and the deposition rate data presented in Tian et al. (2020) (closed circles) from the 
HOMEChem study.14 
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Figure 1S.27: Comparison between the values and model parameters found in Thatcher et al. (2002) 
(open markers are bare room and closed markers are for a furnished room)and the values obtained during 
HOEMChem. The HOMEChem deposition measurements lie within the range of variability for indoor 
measurements that Thatcher et al. (2002) explored and found similar underestimation of deposition from 
the Lai and Nazaroff (2000) model3,16. All model runs assume unit density (1.0 g cm-3) in this figure. 
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Coagulation during cooking 

Concentration maps used to show possible coagulation events are presented in Figure 1S.28. 

The equations used to model possible coagulation, and the results of these calculations are shown 

in Table 1S.29 and Figure 1S.30. 

Observed gradients in aerosol concentration during cooking 

Data used to construct Figure 1.4 are shown here in Table 1S.31 and Table 1S.32. 

 

 

 

Figure 1S.28: Concentration map for a typical stir-fry event (left) and one of the Thanksgiving Day 
experiments (right). Coagulation was not a major loss mechanism for particles produced during pulsed 
events, however, when concentration was high for an extended period, like it was during Thanksgiving, 
coagulation was observed.  
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Table 1S.29: Major equations used in coagulation calculations, following Fuchs form of the Brownian 
coagulation coefficient.17 

Parameters  Equation 
 

Diffusivity (m2 
s-1, Di)* 

 𝐷 =  𝑘𝐵𝑇 𝐶𝐶3 𝜋 𝜇 𝑑𝑝,𝑖 
 

 

Mean thermal 
speed of the 
particle (m s-1, 𝑐𝑖̅)** 

 𝑐i̅ =  (8 𝑘𝐵 𝑇𝜋 𝑚𝑖 )1/2
 

 
 

 
Mean free path 
(m, li) 

 𝑙𝑖  =  8 𝐷𝑖𝜋 𝑐i̅  
 

 

Gravitational 
constant (m, 
gi) 
 

 𝑔𝑖 =  13 𝑑𝑝,𝑖 𝑙𝑖  [(𝑑𝑝,𝑖 +  𝑙𝑖)3 −  (𝑑𝑝,𝑖2 +  𝑙𝑖2)3/2] −  𝑑𝑝,𝑖 
 

Coagulation 
coefficient (m3 
s-1, Ki, j) 
 

 𝐾1,2 = 2𝜋(𝐷1 + 𝐷2)(𝑑𝑝,1+ 𝑑𝑝,2) ( 𝑑𝑝,1 +  𝑑𝑝,2𝑑𝑝,1 +  𝑑𝑝,2 + 2(𝑔12 + 𝑔22)1/2+ 8 (𝐷1 +  𝐷2)(𝑐1̅2 + 𝑐2̅2)1/2(𝑑𝑝,1+𝑑𝑝,2))−1
 

* The variable Cc is the Cunningham slip correction factor and µ is the viscosity of air. 
** The variable mi is the mass of particle i. 
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Figure 1S.30: Results of theoretical calculations for the impact of coagulation on (a) stir-fry (total 
starting concentration of 5197 # cm-3) and (b) Thanksgiving Day experiments (total starting concentration 
of 11813 # cm-3). In both panels, the average distribution for the experiments is represented as the solid 
black line (t = 0), and the predicted distribution after having coagulation as the only loss process for 1 
hour is the dashed black line. Percent difference between the two distributions, on the right axis, is 
displayed in green. 
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Table 1S.31: Statistical data (maximum, 75th percentile, median, 25th percentile, and minimum) for the 
percent differences between the kitchen and the living room during cooking. Absent numbers in the larger 
bins are a result of excluding data where concentration was less than 1 # cm-3. 

Mean Diameter (µm) Maximum 75th Median 25th Minimum 
139.32 89.25 65.78 44.16 31.16 16.64 
152.41 88.29 68.49 54.92 38.98 33.61 
167.49 84.87 75.10 52.01 42.40 36.79 
184.50 84.29 73.85 46.59 39.65 32.05 
202.54 83.38 66.15 48.23 39.21 34.83 
222.08 80.54 44.90 37.50 27.54 18.27 
251.77 72.47 30.31 18.35 12.43 3.92 
298.54 109.89 73.37 59.06 22.75 8.29 
387.26 74.71 35.42 27.70 6.32 1.08 
522.99 47.29 38.59 26.91 8.45 0.38 
764.72 70.03 44.90 24.21 21.05 1.19 
1132.40 121.47 75.811 42.03 17.33 5.41 
1399.59 77.92 58.14 30.75 20.52 17.91 
1627.42 81.90 81.90 43.70 5.50 5.50 
2157.74 - - - - - 
3002.62 - - - - - 
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Table 1S.32: Statistical data (maximum, 75th percentile, median, 25th percentile, and minimum) for the 
percent differences between the kitchen and the bedroom during cooking. Absent numbers in the larger 
bins are a result of excluding data where concentration was less than 1 # cm-3. 

Mean Diameter (µm) Maximum 75th Median 25th Minimum 
139.32 93.56 82.43 71.16 56.83 39.92 
152.41 96.46 86.45 70.95 62.87 43.45 
167.49 97.61 82.03 72.49 63.75 42.02 
184.50 97.34 74.38 69.03 61.17 34.42 
202.54 96.43 72.59 63.72 57.26 31.12 
222.08 95.42 72.25 59.95 53.28 32.10 
251.77 91.87 60.92 36.41 20.66 4.50 
298.54 86.64 54.14 39.32 22.94 1.29 
387.26 90.26 66.60 56.00 35.06 7.01 
522.99 85.65 67.93 60.28 47.95 1.29 
764.72 72.58 60.73 49.74 34.01 10.99 
1132.40 76.85 58.64 50.77 34.36 8.66 
1399.59 77.19 56.53 29.61 14.55 5.74 
1627.42 74.08 74.08 38.84 3.61 3.61 
2157.74 - - - - - 
3002.62 - - - - - 
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APPENDIX 2 – CHAPTER 2 ADDITIONAL INFORMATION 
 

 

Appendix 2A: Outline of Deposition Model Frameworks and Parameterizations 

We used two main models to explore the roles and possible seasonal changes of deposition mechanisms. 

The first was a resistance model developed by Emerson et al. (2020), which is based on the models 

presented by Zhang et al. (2001) and Slinn (1982).1–3 This model considered four main deposition 

mechanisms: Brownian motion, gravitational settling, interception, and impaction. Deposition velocity in 

the Emerson et al. (2020) model is defined using the gravitational settling velocity (𝑉𝑔), the aerodynamic 

resistance (𝑅𝑎), and the surface resistance (𝑅𝑠).1 

𝑉𝑑(𝑑𝑝) =  𝑉𝑔(𝑑𝑝) + 1𝑅𝑎+ 𝑅𝑠         (2A.1) 

𝑉𝑔(𝑑𝑝) =  𝑑𝑝2  𝜌𝑝 𝑔 𝐶𝑐18 𝜂           (2A.2) 

𝑅𝑎 =  ln(𝑧𝑟𝑧0)− 𝜓𝐻𝜅 𝑢∗           

 (A3) 

𝑅𝑠 =  1𝜀0 𝑢∗ (𝐸𝑏+ 𝐸𝑖𝑚+ 𝐸𝑖𝑛) 𝑅1         

 (A4) 

𝑅1 =  𝑒−𝑆𝑡1/2
           (2A.5) 

𝐸𝑏 =  𝐶𝑏𝑆𝑐−2/3           (2A.6) 

𝐸𝑖𝑚 =  𝐶𝑖𝑚  ( 𝑆𝑡𝛼+𝑆𝑡)𝛽
          (2A.7) 

𝐸𝑖𝑛 =  𝐶𝑖𝑛  (𝑑𝑝𝐴 )𝜐
          

 (A8) 
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In these equations 𝑑𝑝 is the particle diameter, 𝜌𝑝 is the density of the particle, 𝑔 is the gravitational 

acceleration, 𝐶𝑐 is the Cunningham slip correction factor, 𝜂 is the kinematic viscosity of air, 𝑧𝑟 is 

measurement height, 𝑧0 is the roughness length, 𝜓𝐻 is the stability function, 𝑆𝑡 is the stokes number, and 𝑆𝑐 is the Schmidt number. The set variables are 𝐶𝑏 = 0.2, 𝐶𝑖𝑚 = 0.4, 𝛽 = 1.7, 𝐶𝑖𝑛 = 2.5, and 𝜐 = 0.8 while 

the variables 𝛼 and 𝐴 are land use dependent and can be found in the original Zhang et al. (2001) 

publication. 

The second model that we explored was from Katul et al. (2010), who presented a multi-layer model that 

considered the mechanisms of Brownian motion, gravitational settling, impaction, and turbophoresis.4 

This model defined the quasi-laminar boundary layer resistance, or surface resistance, according to the 

equations outlined by Seinfeld and Pandis (1998) and added an additional term describing turbophoresis.5  

𝑅𝑠 =  1√−𝑢′𝑤′(𝑧)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ (𝜃𝑆𝑐−2/3+ 10−3/𝑆𝑡𝑡+ 𝑉𝑡)        (2A.9) 

Here 𝑢′𝑤′(𝑧)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is the vertical momentum flux or turbulent stress, 𝜃 describes the ratio of the viscous and 

drag coefficient of the leaf, 𝑆𝑡𝑡 is the turbulent Stokes number, and 𝑉𝑡 is the turbophoretic velocity. 

𝜃 =  𝜋2 (𝑐𝑣𝑐𝑑)            (2A.10) 

𝑆𝑡𝑡(𝑧) =  𝑉𝑔 (−𝑢′𝑤′(𝑧)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)𝑔 𝜂           (2A.11) 

𝑉𝑡(𝑧) =  𝜏𝑝1+ 𝜏𝑝𝜏(𝑧)  (𝜎𝑤2 (𝑧)𝜋 𝑏 𝜂 )           (2A.12) 

𝜏𝑝 =  𝑑𝑝2  𝜌𝑝 𝐶𝑐18 𝜂            (2A.13) 

𝜏 =  𝐾𝑡𝜎𝑤2              (2A.14) 

𝐾𝑡 =  − 𝑢′𝑤′̅̅ ̅̅ ̅̅ ̅|𝛿𝑈̅𝛿𝑧 |             (2A.15) 
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The variable notation follows those described above. The additional variables are 𝜏𝑝 which is the particle 

relaxation time, 𝜏 is the Lagrangian turbulent timescale, 𝜎𝑤 is the standard deviation of the vertical 

velocity, and b which is the thickness of the viscous sublayer for the vertical velocity variance. Katul et 

al. (2010) used b = 25 m and defined an acceptable range for the value as 5 < b < 50 m.4 For the 

calculation of the Lagrangian turbulent timescale, 𝐾𝑡 is the eddy viscosity of the flow and is calculated 

using the vertical momentum flux and the mean longitudinal velocity (𝑈̅). These terms are either in 

relation to or integrated over the height of the canopy (z). It should be noted that for all equations outlined 

here, some of the variable notation has been changed from the original papers in order to have consistent 

references in this work.  
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Appendix 2B: Equations and Results for Leaf Level Energy Balance and Thermophoretic 

Settling Velocity 

Both real time data and parameters derived from other literature were used to create the leaf level energy 

balance equation used in this work. Real time measurements of photosynthetically active radiation (PAR), 

air temperature (Tair), wind speed (WS), and relative humidity (RH) were used 45. The PAR was converted 

into short-wave radiation (SWR) using the following conversion from Thimijan and Heins (1983): 

𝑆𝑊𝑅 =  (𝑃𝐴𝑅4.57)           (2B.1) 

An average stomatal conductance of 0.08 ± 0.05 mol m-2 s-1 was derived from reported literature values 

76–87. Defined parameters and constants used in the model are listed in Tables 2B.1 and 2B.2. The 

following series of equations were used to form the leaf level energy balance and predict temperature 

gradients between the air and collecting surface. 

Saturation vapor pressure (kPa): 

𝑒𝑠𝑎𝑡 = 𝑎 𝑒 𝑏 𝑇𝑎𝑖𝑟(𝑇𝑎𝑖𝑟+𝑧)          (2B.2) 

Water Vapor Pressure of the air (kPa): 

𝑒𝑎 =  𝑒𝑠𝑎𝑡 ( 𝑅𝐻100)          (2B.3) 

Slope of the esat/T curve (kPa °C-1): 

𝑠 =  𝑒𝑠𝑎𝑡 𝑏 c(𝑇𝑎𝑖𝑟+𝑧)2           (2B.4) 

Water vapor pressure deficit of the air (kPa): 

𝑉𝑃𝐷 =  𝑒𝑠𝑎𝑡 −  𝑒𝑎          (2B.5) 

Absorbed short-wave radiation (W m-2): 
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𝑆𝑊𝑅𝑎𝑏𝑠 =  𝑎𝑆𝑊𝑅 cos(𝑖) 𝑆𝑊𝑅         (2B.6) 

Incoming long-wave radiation (W m-2): 

𝐿𝑊𝑅𝑖𝑛 = 1.31 (10 𝑒𝑎𝑇𝑎𝑖𝑟 )1/7 𝜎𝑆𝐵 (𝑇𝑎𝑖𝑟 + 273.15)4       (2B.7) 

Isothermal outgoing long-wave radiation (W m-2): 

𝐿𝑊𝑅𝑜𝑢𝑡,𝑖 =  𝜀 𝜎𝑆𝐵 (𝑇𝑎𝑖𝑟 + 273.15)4        (2B.8) 

Isothermal net radiation (W m-2): 

𝑅𝑛𝑖 =  𝑆𝑊𝑅𝑎𝑏𝑠 +  𝐿𝑊𝑅𝑖𝑛 − 𝐿𝑊𝑅𝑜𝑢𝑡,𝑖        (2B.9) 

Leaf boundary-layer resistance (s m-1): 

𝑟𝑏𝑙 =  1(1.5 𝑔𝑥 (𝑊𝑆)𝑗𝑥𝑑1−𝑗𝑥  )          (2B.10) 

Radiative resistance (s m-1):  

𝑟𝑟 =  𝜌𝑎𝑖𝑟 𝐶𝑝4 𝜀 𝜎𝑆𝐵 (𝑇𝑎𝑖𝑟+273.15)3         (2B.11) 

Boundary-layer & radiative resistance (s m-1): 

𝑟𝑏𝑙𝑟 =  1(𝑟𝑏𝑙−1+ 𝑟𝑟−1)          (2B.12) 

Modified psychrometric constant (kPa K-1): 

𝑦𝑚 = 𝑦 ( 𝑟𝑠𝑡𝑟𝑏𝑙𝑟)           (2B.13) 

Leaf-to-air temperature difference (C): 

Δ𝑇 =  ( 𝑦𝑚 𝑅𝑛𝑖 𝑟𝑏𝑙𝑟𝜌𝑎𝑖𝑟 𝐶𝑝 − 𝑉𝑃𝐷) 1(𝑠+ 𝑦𝑚)         (2B.14) 

Leaf temperature (C): 
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𝑇𝑙𝑒𝑎𝑓 =  𝑇𝑎𝑖𝑟 +  Δ𝑇          (2B.15) 

The resulting diel modeled gradients for the winter measurement period are shown in Figure 2B.1. 

Thermophoretic settling velocity was calculated according to the following equations outlined by 

Salthammer et al. (2011) and Hinds (1999). The velocity was calculated as: 

𝑉𝑇𝐻 =  
3 𝜈 𝐶𝑐 𝐻 𝛥𝑇2 𝜌𝑎𝑖𝑟 𝑇𝑎𝑖𝑟           (2B.16) 

using the viscosity of air (ν), Cunningham slip correction (𝐶𝑐), temperature gradient between the 

collecting surface and air (𝛥𝑇), density of air (𝜌𝑎𝑖𝑟), and temperature of air (𝑇𝑎𝑖𝑟). The H term was 

separately calculated by: 

𝐻 =  
11+6( 𝜆𝐷𝑎)  ×  

(𝑘𝑎𝑘𝑝)+4.4 ( 𝜆𝐷𝑎)1+  2(𝑘𝑎𝑘𝑝)+8.8 ( 𝜆𝐷𝑎)        (2B.17) 

using the mean free path (𝜆), aerodynamic diameter of the particle (𝐷𝑎), the thermal conductivity of air 

(𝑘𝑎), and the thermal conductivity of the particles (𝑘𝑝). The behavior of the thermophoretic settling 

velocity as the magnitude of the temperature gradient changes and the thermal conductivity of the 

particles change is shown in Figure 2B.2, along with the results of its integration into the Emerson et al. 

(2020) model. 
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Table 2B.1: Leaf level parameters defined for the energy balance. 

Parameter Units Value 

Angle from horizontal (i) degrees 0 – 90 
Absorptance to SWR (𝒂𝑺𝑾𝑹) % 0.4 – 0.6 
Emissivity (ε) none 0.96 – 0.98 
Characteristic dimension (d) mm 1 * 
Shape factor of the leaf (shape) none 2 ** 
Stomatal resistance (𝒓𝒔𝒕) s m-1 11.76*** 
*Defined for a pine needle 
**Shape = 2 indicates a cylindrical shape 
***Value obtained through synthesis of various reported values in the 
literature for ponderosa pines under normal, unstressed conditions. 

 

Table 2B.2: Constants used in the formulation of the leaf level energy balance, defined in the order in 
which they appear in Table S3. 

Constant Units Value 

Coefficient in esat equation (a) kPa 0.61121 
Coefficient in esat equation (b) none 17.502 
Coefficient in esat equation (z) °C 240.97 
Stefan-Boltzman constant (σSB) W m-2 K-4 5.67 x 10-8 
Coefficient in rbl equation for a flat leaf 
shape (gflat) 

m 0.00662 

Coefficient in rbl equation for a cylinder 
leaf shape (gcyl) 

m 0.00403 

Coefficient in rbl equation for a sphere leaf 
shape (gsph) 

m 0.00571 

Coefficient in rbl equation for a flat leaf 
shape (jflat) 

none 0.5 

Coefficient in rbl equation for a cylinder 
leaf shape (jcyl) 

none 0.6 

Coefficient in rbl equation for a sphere leaf 
shape (jsph) 

none 0.6 

Density of air (ρair) kg m-3 1.292 
Heat capacity of air (Cp) J kg-1 K-1 1010 
Psychrometric constant (y) kPa K-1 0.066 
Latent heat of vaporization (L) J g-1 2500 
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Figure 2B.1: Diel average measured air temperature and modeled leaf temperature. With the interquartile 
range for the measured data shown in bars and the interquartile range for the modeled data shown in 
shading  

 

 

Figure 2B.2: (a) Integration of the thermophoretic velocity into the Emerson et al. (2020) model. The 
total modeled velocity is shown in grey with shading representing the standard deviation and bars 
representing the interquartile range. (b) Thermophoretic settling velocity as a function of particle diameter 
for three different gradient values: 𝛥𝑇 = 10, 100, and 1000 K m-1. Additionally, the velocity at 𝛥𝑇 = 100 
K m-1 was varied by particle thermal conductivity and results are shown for 𝑘𝑝 = 0.59, 1.0, and 4.2 W m-1 
K-1. 
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Appendix 2S: Supplemental Information for Chapter 2 

Site Set-up and Meteorological Parameters During the Campaign Periods 

 

Figure 2S.1: Schematic of the instrument set up at the Manitou Experimental Forest Observatory. 
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Figure 2S.2: Average diel cycle for friction velocity (u*), sensible heat flux (H), air temperature, and 
roughness length of each season. Open points are means, while the error bars represent the 25th and 75th 
percentiles, and the solid points represent the medians. 
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Results from eddy-covariance analysis and derived relationships between model variables 
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Figure 2S.3: Graphical results of flux QC filtering (left) along with a histogram of flux instances (right). 
In the timeseries of QC filtering the black points are all available flux periods and the colored markers are 
the periods that passed all QC parameters. The histogram for each season shows visually unequal 
distributions of flux instances about zero (number of positive and negative fluxes are also provided). In 
addition to visual investigation, a Kolmogorov-Smirnov test on the data from all seasons resulted in the 
rejection of the hypothesis that the data was taken from a normal distribution. Indicating that the positive 
and negative fluxes can be treated separately as source emissions and deposition. 
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Figure 2S.4: Calculation of the SNR for each seasonal measurement period. With the black data 
representing the 30 minutes of data before a system filter and the red data representing the data from the 
adjacent 30-minute filtering period. 
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Figure 2S.5: Relationship between the standard deviation of the vertical velocity (𝜎𝑤) and friction 
velocity (u*) for the (a) winter, (b) spring, (c) summer, and (d) fall. 

 

Figure 2S.6: Relationship of the mean longitudinal velocity (𝑈̅) to the friction velocity (u*) for the winter 
SPiFFY data. 
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Seasonal trends in flux, exchange velocity, and concentration and variation in particle size 

distributions 

 

 

Figure 2S.7: Diel trends of number concentration, flux, and exchange velocity (Vex) for each season. 
Open points are means, while the error bars represent the 25th and 75th percentiles, and the solid points 
represent the medians. 
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Figure 2S.8: Daytime (top row) and nighttime (bottom row) particle size distributions for each seasonal 
period. These periods were defined using average reported sunrise and sunset times. Open points are 
means, while the error bars represent the 25th and 75th percentiles, and the solid points represent the 
medians. 

 

Table 2S.9: Count median diameters (CMD), as well as surface median diameters (SMD), volume 
median diameters (VMD), and the geometric standard deviation (GSD) for the daytime and nighttime 
particle distributions of each season. 

Diameter 

Type 
Period Winter Spring Summer Fall 

CMD 
Daytime 129 ± 8 140 ± 20 140 ± 10 130 ± 10 

Nighttime 129 ± 7 140 ± 20 140 ± 10 128 ± 7 

SMD 
Daytime 160 ± 20 170 ± 30 180 ± 20 160 ± 20 

Nighttime 160 ± 20 170 ± 30 180 ± 20 160 ± 10 

VMD 
Daytime 180 ± 20 190 ± 30 200 ± 30 170 ± 20 

Nighttime 180 ± 20 200 ± 40 200 ± 30 170 ± 20 

GSD 
Daytime 1.38 ± 0.04 1.38 ± 0.04 1.42 ± 0.05 1.37 ± 0.04 

Nighttime 1.39 ± 0.05 1.39 ± 0.05 1.42 ± 0.06 1.37 ± 0.04 
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Figure 2S.10: Comparison of particle size-distributions between periods of positive and negative flux 
measurements for the (a) winter, (b) spring, (c) summer, and (d) fall. In each figure the grey points and 
shading represent the mean concentration and the 25th and 75th percentiles for periods where a positive 
flux was observed, while the colored points and lines represent the mean concentration and the 25th and 
75th percentiles for periods where a negative flux was observed. 

 

Table 2S.11: Count median diameters (CMD), surface median diameters (SMD), volume median 
diameters (VMD), and the geometric standard deviation (GSD) for particle distributions during positive 
and negative particle flux measurement periods. 

Diameter 

Type 

Flux 

Type 
Winter Spring Summer Fall 

CMD + Flux 128 ± 8 129 ± 6 140 ± 10 129 ± 8 
- Flux 129 ± 9 129 ± 4 140 ± 10 128 ± 7 

SMD + Flux 160 ± 20 160 ± 10 180 ± 20 160 ± 20 
- Flux 160 ± 20 157 ± 9 180 ± 20 160 ± 10 

VMD 
+ Flux 180 ± 20 180 ± 10 200 ± 30 180 ± 20 
- Flux 180 ± 20 170 ± 10 200 ± 30 170 ± 20 

GSD 
+ Flux 1.38 ± 0.05 1.37 ± 0.03 1.40 ± 0.04 1.37 ± 0.04 
- Flux 1.38 ± 0.04 1.37 ± 0.03 1.40 ± 0.04 1.36 ± 0.03 
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Section S4: Seasonal trends in deposition velocity and model comparisons 

 

 

Figure 2S.12: Seasonal total (top row) size-dependent (bottom row) deposition velocities for the winter, 
spring, summer, and fall. Open points are means, while the error bars represent the 25th and 75th 
percentiles, and the solid points represent the medians. 
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Figure 2S.13: Seasonal size-dependent deposition velocities compared to friction velocity (u*) for the 
winter, spring, summer, and fall. Grey points represent raw data and colored points represent data binned 
by u*, with each point representing 200 measurement periods (periods removed during quality control are 
included in count but not comparison).  
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Table 2S.14: Linear fits to the size-dependent deposition velocities versus friction velocity (u*) for the 
winter, spring, summer, and fall. 

Size range 

(nm) 

 
Winter Spring Summer Fall 

84.38 – 102.96 

Slope 
: 0.01 ± 0.07 0.005 ± 0.003 0.004 ± 0.002 0.004 ± 0.002 

Int. : 1 ± 6 0.03 ± 0.08 0.1 ± 0.1 0.01 ± 0.05 
R2 : 0.693 0.861 0.888 0.799 

102.96 – 
125.61 

Slope 
: 0.01 ± 0.07 0.004 ± 0.002 0.004 ± 0.002 0.004 ± 0.002 

Int. : -1 ± 6 0.03 ± 0.06 0.01 ± 0.08 0.01 ± 0.05 
R2 : 0.836 0.042 0.826 0.802 

125.61 – 
153.26 

Slope 
: 0.01 ± 0.04 0.004 ± 0.002 0.004 ± 0.002 0.006 ± 0.003 

Int. : 1 ± 4 0.03 ± 0.06 0.04 ± 0.07 -0.01 ± 0.08 
R2 : 0.827 0.688 0.856 0.637 

153.26 – 
176.66 

Slope 
: 0.01 ± 0.04 0.007 ± 0.003 0.004 ± 0.003 0.008 ± 0.003 

Int. : 1 ± 3 0.02 ± 0.07 0.07 ± 0.06 -0.01 ± 0.08 
R2 : 0.862 0.804 0.496 0.675 

176.66 – 
203.64 

Slope 
: 0.02 ± 0.04 0.008 ± 0.005 0.006 ± 0.004 0.007 ± 0.004 

Int. : -1 ± 3 0.1 ± 0.1 0.1 ± 0.2 0.1 ± 0.2 
R2 : 0.798 0.819 0.633 0.578 

203.64 – 
286.39 

Slope 
: 0.01 ± 0.03 0.007 ± 0.006 0.004 ± 0.003 0.007 ± 0.004 

Int. : -1 ± 2 0.1 ± 0.2 0.05 ± 0.07 0.1 ± 0.2 
R2 : 0.720 0.786 0.628 0.748 

286.39 – 
402.76 

Slope 
: 0.02 ± 0.02 0.02 ± 0.01 0.012 ± 0.004 0.020 ± 0.008 

Int. : 1 ± 1 0.1 ± 0.3 -0.04 ± 0.04 -0.1 ± 0.2 
R2 : 0.774 0.580 0.936 0.707 

402.76 – 
505.59 

Slope 
: 0.060 ± 0.008 0.04 ± 0.02 0.03 ± 0.01 0.04 ± 0.02 

Int. : -0.6 ± 0.7 0.1 ± 0.5 0.1 ± 0.2 0.2 ± 0.7 
R2 : 0.841 0.518 0.759 0.722 

505.59 – 
711.05 

Slope 
: 0.105 ± 0.006 0.04 ± 0.03 0.04 ± 0.02 0.06 ± 0.03 

Int. : -2.0 ± 0.5 0.5 ± 0.7 1 ± 1 -0.1 ± 0.8 
R2 : 0.833 0.720 0.839 0.579 

711.05 - 1000 

Slope 
: 0.112 ± 0.004 0.05 ± 0.04 0.07 ± 0.04 0.09 ± 0.04 

Int. : -0.2 ± 0.3 1 ± 1 1 ± 1 1 ± 1 
R2 : 0.673 0.775 0.696 0.728 
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Figure 2S.15: Comparison of total measured deposition velocity versus the output of the Emerson et al. 
(2020) model for total deposition. Timeseries comparisons are shown on the left while linear fits of the 
measured versus modeled deposition velocity are presented on the right for the 30-minute raw data and 
24-hour averages. The 24-hour averages obscure the comparison between the measured and modeled 
values. 
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Figure 2S.16: Comparison of total measured deposition velocity versus (left) the output of the Emerson 
et al. (2020) model with the turbophoresis term from form Katul et al. (2010) incorporated and (middle) 
the output of the Emerson et al. (2020) model with an altered interception term increasing its influence 
during the wintertime. The comparison of total measured deposition velocity versus (right) the output of 
the Emerson et al. (2020) model with the turbophoresis term from form Katul et al. (2010) and the 
interception term scaled up is also shown. 
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Figure 2S.17: Comparison of SPiFFY winter and summer data to the seasonal data from Mammarella et 
al. (2011) (left), and the incorporation of the suppressed γ value measured by Mammarella et al. (2011) 
into the Emerson et al. (2020) model (right). This change significantly changes the predicted size-
dependent deposition velocity. The shift in the minimum created by the change is not supported by other 
deposition velocity measurements and does nothing to improve model and measurement agreements in 
the SPiFFY data. 

 

 

Figure 2S.18: Temperature dependence of the Schmidt number (left) and its effect on the Brownian 
collection efficiency and deposition velocity (right). These temperatures span the range of the highest and 
lowest reported temperatures during the SPiFFY campaign. 
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APPENDIX 3 - CHAPTER 3 ADDITIONAL INFORMATION 
 

 

Appendix 3S: Supplemental Information for Chapter 3 

 

Figure 3S.1: Results of high and low gain calibrations for black carbon on the SP2 done on 14 September 
(left) and 27 October (right) 2021. 
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Figure 3S.2: Diel cycles of friction velocity (u*) and sensible heat flux for September (left), October 
(middle), and the total campaign (right). Medians are in black, means are open-colored markers, and the 
bars represent the interquartile range.  
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Figure 3S.3: Ameriflux sensible heat flux reported for September and October of 2014-2019 showing a 
break down in the diel trend during these months that can explain the trends we see in the data from this 
work. 

 

 

 

 


