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ABSTRACT

This technical report, developed through a team approach, gives a
summary of the model ling concepts used inm the U.5. IBP Grassland Biome,
After a brief introduction to the history of the project, the kinds of
model 1ing technigues or approaches are presented including compartment
models, transfer functions, population dynamics, electrical analog energetics,
structural models, and statistical models. Following this is an introduction
to the hierarchical concept and formulation of hierarchical diagrams to
represent causal relationships of processes for producers, consumers, detritus
chain, climatic, and edaphic variables, The discussion also involves the
develaopment of models from these diagrams and the categorization of existing
models within the hierarchical framework, After a section an the interrela-
tionships between models and general ized notation conventions far our
model ling, a theocretical framework is introduced for the evaluation of
experiments in view of their inputs into a model and vice vér5a+ )
simplified example of this approach is presented. Finally, our ideas about
a series of models applied to areas of varying dimension (e.q., one grassland
experiment station, all temperate grasslands, all grasslands, etc.) are

gliwven,
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1. DEVELOPMENTAL HISTORY

1.0 Introductien

In any consideration of strategy of how to move ahead, it is useful
to review how we got where we are. This section, essentially, is an
attempt to "tell {¢ Iike Z¢ Z8'" with respect to the history and development
of modelling and analysis in the Grassland Biome program.

Modelling and analysis has been a central theme in the total planning
of the Grassland Biome project. So says the proposal developed in December
1967, and it is reflected in a list of some 10 external scientists who
gave advice on modelling and analysis, consideration of modelling problems,
and experimental design problems, including a discussion of the role of
modelling in synthesis, sensitivity analysis, model validation, and discussion
of mathematical models for ecosystem phenomena. A 22-page appendix enumerated
examples of mathematical models and evaluated them in the context of the
proposed Grassland program. This proposal requested $1,898,360 for the 12-
month period of April 1968 through March 1969, and included support for a
mathematical biolegist, a biometrician, and a systems analyst in addition
to senior scientists to coordinate the data processing and analysis and the
several processing laboratories. History shows these funds Jdid not become
avatlable, nor did the people, but the idea of modelling carried on.

Perhaps the first mode] developed specifically in and for the Grassland
BEiome program was a ''picture model' developed In March 1968 and used to show
the allocation of research projects and research dollars in a proposed revised
budget of $750,000 for a 15-month period beginning in June 1968. This model
recognized the following components of the grassland system in a compartmental
framework: atmospheric-climatolegical, live plants, standing dead, plant
litter, microflora, soil-hydrological, herbivores, omnivores, carnivores, soil

fauna, and animal litter.



Perhaps the next specific attention to modelling occurred in the first
information synthesis workshop when a paper was presented which reviewed some
of the concepts and examples of mathematical modelling in grasslands. This
review leaned heavily on picture models, but also provided examples of numerical
implementation of compartmental models solved by either digital or analog
computer methods (Van Dyne 1969F),

A large step forward in the history of modelling in the Grassland Biome
program was the formulation in December 1968, of a "oan cf worms'' model which
was Included in our progress report and continuation proposal submitted to
NSF in January 1963. Also included in that report was a conceptual formulation,
later reproduced in another report (Van Dyne 19639a) , which recognized the
following model segments: system components, driving forces, system parameters,
ecological and physiclogical processes, and human and behavioral contrals.

The compenents, driving forces, and parameters were visualized as sets. The
emphasis in this conceptualization was on function rather than on structure,
although spatial patterns were shown to have effect through the set of control
functions and temporal patterns to have effect through lag responses to the
past driving forces and system companents.

During winter quarter 1969, two of the Grassland Biome program partici-
pants involved in teaching an Ecological Simulation course utilized the
skills and energies of a group of graduate students (forced labor!) to develop
as their final exam problem a large computer program which simulated the
nine-compartment (or possibly 1C0-compartment) total-ecosystem model. This
model was based in part on real data, but primarily on extraction of values
from the literature. The model had both deterministic and probabilistic

components. Essentially, the model worked with major driving forces of
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solar energy input, temperature, and precipitation. Temperature and
precipitation records were taken directly from Pawnee Site locality and

solar energy input was generated for that longitude and latitude. The basic
compartments of the system included live plants, standing dead, plant litter,
herbivores (antelope), carnivores (coyotes), dead animals, feces, decomposers,
and detritus., (An implicit tenth compartment was respiration in toro).

This computer program was carried only to student-exam level of precision,

but reasonable output was obtained and is present elsewhere along with a
listing of the program (Van Dyne 1962E).

Problems of modelling and analysis were discussed in all of the informa-
tion synthesis workshops and many of these concepts and ideas were included
in a paper presented in the last workshop in May 1969 (Bledsce and Jameson
1969) . Many of these concepts are referred to herein.

With new money infused into the program for at least a l6-menth duration
(note: the first 15 months were funded in four segments), effort was made
in Autumn 1963, to add to the modelling and analysis capabilities of the staff.
Through joint arrangements with three departments on campus, we were able
to secure a new systems engineer and biostatistician. During fall quarter
these two individuals, along with an existing computer-analytical specialist,
interacted strongly with variocus project scientists, primarily from the
Colorado-Wyoming area,

Separate discussion groups were held to evaluate problems of modelling
and analysis with specialty area interests in mind. These discussions served
to orient both the new analysts in the problems of biology and ecosystems
and to orient the physical and biolegical scientists to the analysts. During

the fall and winter weekly discussions were held on problems of model 1ing
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and :nalysis. This discussion group included the three analysts mentioned
above and, usually, three biologists involved in program management and
administration, a mathematician with specialization in differential equations,
and a few graduate students with special interests and projects in modelling
and analysis.
1.1 Magnitude of Effort

It is difficult to estimate the amount of time and funds that have been
spent on mathematical modelling per se, because no one individual or group is
working solely on this effort. Individuals working in this area split their
time among various experimental, data-processing, and modelling efforts.
Secondly, it is difficult to indicate when modelling starts, because it requires
much discussion and analysis to develop even tentative graphic models before
they are eventually implemented into analytical models. However, for purposes
of comparison the following estimates are made.

Estimates of manpower input in modelling in

the Grassland Biome program, September 1969
through February 1970.

Type of Effort:

Conceptual
Modelling Development Analytical

Individual Flanning and Reviewing Implementation

Man Days*
Swartzman [ 30 25
Francis 3 16 15
Bledzoe 8 24 23
Jameson 4 4 ]
French 3 pJ ]
Van Dyne 5 & |
Project

scientists™ s 5 22 5

Frogrammars 7 25 100
TOTAL iy 129 171 (z 341)

Estimates are probably + 33%
#% Based on inputs from about 15 scientists



Nearly 16 man months have been expended in the modelling effort
to date. Perhaps 50% of this time has been in the category of analytical
implementation, about 33% of the time in conceptual development and reviewing
of methods and techniques, and about 10% of the time in planning of the
program related to modelling. Categorized in another manner, somewhat over
40% of the time is spent each by analysts per se and by programmers, and
somewhat less than 10% of the time by each project scientists and project
management personnel. Understandably, these fiqures are imprecise but provide

an "order of magnitude' estimate of the input.

1.2 State of the Art in the Grassland Biome

The following sections of this report have as their major role simply to
take stock of what we have done and where we stand. In keeping with the disclaimer
notice for the technical report series, this is a preliminary review of concepts
and ideas examined within the framework of our modelling efforts in the Grass-
land Biome. It is through such analysis of efforts we hope to determine where
we are going and examine the direction, magnitude, and distribution of our
activities, There is noc finalty about most of the conclusians in this paper. In
addition to this report serving us in our own self-examination, we hope the

reader will alsc offer us constructive criticisms,

2. BRIEF COCNSIDERATION OF KINDS OF MODELS
2.0 Intreducticon
This section addresses itself to a brief review of the general
kinds of models available to and used by ecologists in considering either
segments of or entire ecosystems. In many instances the models have been
applied in management of renewable resources and some examples come from that
area. |t does not include a thorough review of all the analytical procedures

available.
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If a model is an abstraction of a real system then that abstraction must
have some real medium of expression. The classical symbology of mathematics
is a precise medium for expression of a medel; however, it is sometimes
desirable to sacrifice precision for ease of communication. Pictorial and
diagramnatic models are easier to use for communication of the main ideas of
a mathematical model and to summarize the equations. We have found a number
of categories of mathematical models and their diagrammatic counterparts
useful for varijous applications. The five categories discussed here are
compartment moedels, transfer functions, population dynanic, electrical analog,

and structural models.

The first four categories are analogous in the sense that they are all
dynamic (time is the principal independent variable) and that their mathema-
tical analysis may be broken down to or abstracted from differential equations
(DE). Each of the first four frameworks is general--they do not necessarily
relate to a particular phenomenon--but they do suggest particular methodologies.
The population dynamics category, which would seem to be phenomenologically
oriented, is used as a generic term for a set of methodologies designed to
deal with systems having two-time related variables--time in the usual sense
and age. The last category, models for structural properties, s admittedly
a "catch-all", but is included primarily to encompass the many kinds of
structural, static models in contrast to the dynamic models mentioned above.
Even here, the structural models may include dynamic aspects. |In these

systems the principal independent variable is frequently other than time.

2.1 Compartment Models
Intuitively, a compartment model 1s an abstraction of a system whose
dependent wvariables can be thought of as describing the contents of various

"boxes' or compartments, between which a flow of material or energy, represented



by interconnecting arrows, takes place. This concept is generalized to the point
that we might consider us'ng the box and arrow diagram to describe for example,
what happens when, in succession, the biomass of species A declines as that

of species B increases (Fig: 2.1.1). We are aware that no flow of organic
material actually is taking place here, however the analogy s stil] useful

in an abstract sense. The same mathematical form can be employed whether the

flow is real or abstract.

2.1.1 Forms of Compartrmental Mode | s

Mathematically, a compartment model is, in its most general form, any
system of first order differential equations, The system might be a closed,
conservative one in which the sum of all the variables is a constant correspond-
ing to some constant amount of material in the system. Or it might be an
open, conservative system in which a change in one system variab'e results in
either a change of opposite sign in another variable or in a loss from ar
gain to the system. Any model in which the principal dependent variables are
eneray densities s an Open, conservative system, Or the abstracted system
might have little or no conservative properties, as the successional system
mentioned above.

Since the compartment model is so often represented by a box and
arrow diagram, many people think it is of limited utility. When one realizes
that its most general definition is as a system of first order differential
equations the extreme general ity of the concept becomes apparent., Under this
definition the following categories are subtypes of compartment models in

their mathematical form. The ftranafer Tsiction model is, in the form most

-5

frequently used in biolegy, a set of first order CE's (higher order forms can
be reduced to first order by a transformation of variables). The intearal

equations of porulation dunamics models are merely nonlinear forms of first
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order DE's, The basic methed for analysis of electrical networks is first
order, ordinary, linear, -onstant-coefficient DE's. Thus the eleetrieal
analog moedel of an ecosystem can be expected to be no more complex in
Its abstraction than such a set of equations,

The important facet of these other forms of models i< not their mathema-
tical aspect, which, as shown above, Is not significantly different from
the compartment model, but thejr diagrammatic counterparts. The bax and
arrow type diagram is cumbersome and inadequate for representation, for
example, of the population dynamics of animals. Any examination of these
parts of the grassland ecosystem diagram in Bledsce and Jameson (1965) should
make this apparent. Alternately, the box and arrow diagram is admirably
suited to representation of other aspects of the ecosystem (nutrient and encroy
flow). The diagrammatic representation for a model should be chosen according
to the subject matter of the model and the purposes to which the diagram

will be put,

2.1.2 Some Problems in Solution of Compartmental Model Equations

The frequent occurrence of nonlinear terms renders an enalytical approach
to DE solution impractical in ecological simulation.

With the exception of analysis after model copstruction, a numerical
solution via digital computer is preferable to the classical techniques of
mathematical analysis. The availability of rapid digital integration techni-
ques coupled with the convenience of computer graphical output display allows
the modeller to focus his attention on the ecological rather than mathematical
of computational aspects of his problem,

We generally regard integration problems as minoar due to numerical approxi-

mation techniques. The wide envelope of stability, accuracy, and speed of
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Runge-Kutta techniques makes them superior to other multi-step methads which
usually Tnvolve mere complex programming and must be started with the Runge-

Kutta procedure in any event. A recent summary of techniques for digital

simulation by Benyon (1968) discusses various differential equation solution
techniques. Tech. Rep. No. 33 contains a description of ODE, a general
purpocse routine for numerical integration. ODE allows the user te choose
between the speed of the Euler technique for debugging purposes (where
accuracy considerations are of low pricrity) and the high stability and
accuracy available from a fifth order Runge-Kutta procedure. The particular
implementation of the Runge-Kutta technigue automatically varies the
integration step size so as to allow a uniform solution accuracy over the
entire range of time values., This procedure has proved extremely fast,

for a given accuracy, compared to several multi-step methods,

A variety of other techniques fTor solution and analysis of sets of DE's
are available. Some very powerful and general matrix decomposition (eigen-
value-elgenvector) routines have been used on sets of linear equations (Bledsoe
1969) . The matrix exponential method (Bellman 1960) of linear constant-
coefficient equation solution o pregrammed and available. The matrizant
technique (Amundson 1966) is under investigation for linear DE's with
coefficients which are functions of the independent variable. Harmonic
analysis procedures including autocorrelation, cross correlation and fast
Fourier analysis are in use, both for DE steady-state analysis and investi-

ations of properties of field measurements .,
g prop

2.2 Transfer Function Approach
The transfer function approach far representation of energy flow
through an ecosystem has been offered as an alternative to the conventional

compartment representation, [n the transfer function approach the 1ines
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(arrows) represent the energy (biomass) compartments and the boxes (transfer
functions) represent the processes that transfer energy or biomass between |ts
various forms. |In the compartment model, on the other hand, each compartment's
biomass is represented by a box, while the processes resulting in biomass inter-
change are represented by arrows between the boxes. It i< apparent that each

of these representatives could be locked at as the dual of the other.

Figure 2.2.1. shows the compartmental representation of a model for energy
flow through an ecosystem. The medel is termed a "nine compartment' model in
that the energy at any time is distributed between nine "compartrents''., The
triangles (arrows) represent the processes acting to exchange biomass between
the compartments. The model was described by Van Dyne (196395) and a crude,
but running form was programmed.

Figure 2.2.2 shows the transfer function diagram for the same nine compart-
ment model shown in Fig. 2.2.1. The emergy-converting processes are listed
at the top of the page, while the various compartrments are identified on the
left hand side of the page. Each compartment is jdentified by a different
kind of line, e.g., the dead animal compartment is denoted by a wavy line.

A box denotes transfer of energy between compartments and is identified with

the process listed directly above it, e.g., photosynthesis is seen as a "box'
converting soclar energy to live plants. When the erergy (biomass) in a compart-
ment comes from more than one source, the energy sources are combined using a
circular "summing junction'. Initial conditions of the gnergy in a compartment
are denoted by a triangle and feed intoc a summing junction along with the energy
coming from other compartments. Thus, the initial arount of fecal enerqy lbiomass)
in the system is fed inte a summing junctiaon along with fecal material produced

by herbivores and carnivores through defecaticon (denoted by x's in Fig. 2.2.2}
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to produce the tota] fecal energy as output frem the summing junction, An
arrow pointing inte the summing junction denotes an input to it.

In comparing Fig. 2.2.1 and 2,252, Tt may be noticed that there are severs|
discrepancies between them, First, it ijs noticed that al though Fig. 2,2.1 is
called a njne compartment model (and has nine boxes), there are 11 distinguishable
energy forms in Fig. 2,2.2. Tha two forms missing in Fig. 2.2.1 are solar
energy, which is treated as 3 forcing funetion input to the diagram, and thermal
energy, which is not Fepresented as a box |n Fig. 2.2.1, and whose input js
derived from respiration.

The processes reproduction and growth, represented in the compartments]
appreach by feedback relationships from Compartments back inte themselves, have
been omitted in the transfer function appreach. This is because these processes
do not represent absolute energy transfer between the cCompartments . Reproduct jon
would result jn thergy transfer from adults to thejr young, but to represent
this would require g suhcampartmenta]izatinn for those compartments in Fig, 2.2.]
representing 1ijve plants and animals, For g strict nine compartment mode | these
Processes should pe omitted,

Each respiration Lransfer box represented in Fig. 2.2.2 corresponds to
two respiration Processes in Fig. 2.2.1. These are the respiration connected
with the growth process and that resulting from activity connected with eating
and assimilation., Another discrepancy has to do with the Processes of ingestion
and assimilation in Fig, 2,2.1 compared with the processes of grazing and
predation in Fige 202,80 Tha 9razing and predation Processes correspond to
ingestion, however, assimilation is omjtted since the food in the animal's qut
is considercd Eart of the animal's biomass, Thus, in Figq. 2.2.1 the anima]

Components include biomass without uningested food, while in Fige 2,2:2 ths
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biomass includes ingested but unassimilated material. Separation of ingestion
and assimilation, however, technically requires separate compartments for inges ted
but undigested plant and animal material.

In the compartment medel both temperature and precipitation are drawn as
inputs to the diagram. These are not shown in the transfer function diagram
because they do not represent energy Inputs to the system. The effects of these
inputs is, however, certainly important to photosynthesis and would be included
as elements in the transfer function for photosynthesis in Fig. 2.2.2 when the
diagram is mathematized.

As a display tool, the transfer function approach represents a coherent and
instructive method for diagramming energy flow through a system. It may be asked,
however, what mathematical applicability this transfer function approach has--that
is, when numbers are put into the process boxes representing energy transfers
between compartments, what kind of analysis does it suqgest?

Each energy transfer function box may be looked at as a mathematical
function of time describing the mechanism of the process of energy transfer
between two compartments. In systems engineering this time function is often
transformed using a Laplace transform {Widder 1947). This transformation, which
changes a time function into a function in the complex frequency domain, is
generally used for purposes of mathematical simplicity. This is especially
true if the transfer process is not represented as a time function per se, but
as a differential or integro-differential equation.

Take for example the transfer process photosynthesis, which transfers
solar energy into plant biomass, The rate of increase of plant biomass due to
photosynthesis is dependent upon solar energy, temperature, soil moisture,
soil nutrient status and amount of planmt biomass. For simplicity, let us

suppese this rate to be dependent upon these factors combined in a linear
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fashion. That is it may be represented by the differential equation below.

=
=

I

= = x(t) = ax(t) + bT(t) + eS(t) + dN(t) + eE(t)

.

where x(t) = amount of photosynthate at time t

T(t) = temperature at time t

S(t) = s0i1 moisture status at time t

thi = nutrient status at time t

E(t) = Photosynthetically active solar radiation at t (PHAR)

and a, b, ¢, d, and e are coefficients.

The Laplace transform of any functien x(t) is given by x(s) where s is
the frequency. The Laplace transform of the above differential eguation Is given
by

sx(s) = ax(s) + bT{s) + cs5(s) = dN(s) + eE(s)

x
=

s)

The transfer function between plant biomass and solar gnergy is and is

8

given by Q(s):

Qls) = x(s) e(bT{s)/E(s) + cS{s)/E(s) + dN(s)/E(s) + 1)

Els (s - a)

This represents the Laplace transform of the ratio of output (photosynthate)
to input (photosynthetically active radiation}.
The transfer function representation of the photosynthesis process would then

be diagrammed as helow

E(s) afs) = SbT(S)/E(s) + cS(s)/E(s) + dN(s)/E(s) + 1) |

L._ ls = aj r__ xis)

The problem then becomes one of finding the inverse Laplace transform for

Qfs) which is, in effect, the solution to the above differential equation.
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Each of the processes in Fig. 2.2.2 may be represented by transfer
functicns if the time relationships between input and output are known in
equation form and are linear. The major strength in the transfer function as
a mathematical tool is the convenient set of rules for combination of transfer
function boxes. Two boxes in serfes may be combined into a single box by
taking the product of the two transfer functions. Feedback loops may be
eliminated and a single transfer functicn box produced. As an example of
feedback consider microbial scavenging. The scavenging of detritus produces
biomass of microbiota but also feeds back into more detritus biomass. This

set of transfer processes could be represented through Laplace transforms by

d(s) mis)
e Als)

B(s)

Where A(s) represents the transfer function for detritus into microbial biomass

through scavenging and B(s) represents the portion fed back as detritus biomass.

This whole feedback loop may be simplified, using Laplace transform theory,

into a single equivalent transfer function Cls) = m(s) representing the actual
: dISI

scavenging detritus inte microbal biomass. Here

Als)
C = —
(s) 1-4(s)8(s)
Several sections of Fig. 2.2.2 may be combined to investigate the effects
of say live plants upon detritus bicmass--the total transfer function between
these two elements being a combination of transfer functions due to weathering,

grazing, predation, death, defecation, and scavenging. This would indeed hbe a
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complicated transfer functian. Techniques developed from Laplace transform
theory (e.g., Bode and Nyquist diagrams) allow for investigation of system
stability without actual inversion of the Laplace transform to get a time-varying
transfer function.

Thus, the transfer function approach lends itself to a system engineering
analysis of the ecosystem with jts all ied concepts of feedback and systems stability.
Such analysis, however, may well be impractical given the present state of
knowledge and data collection ability in ecological systems. This procedure has

not been used widely in ecology, although Wartts and Loucks (1969) have provided

such diegrams for aquatic systems,

The apparent neatness of the diagram of Fig. 2.2.2 might well dissolve if
toc many compartments or eNergy states are represented. Also, the apparent
neatness of the Laplace representation dlssolves if the relationships are

nonlinear where often a transform does not exist.

2.3 Population Dynamics
2.3.1 Population Dynamics Aipproaches

Four general kinds of population dynamics models are considered: (i)
differential equation models, (ji) integro-differential equation models, (iii)
life table and Markov models. General references for these madels include
Watt (1968), Trucco (1965), and, especially from the demographic side,

Keyfitz (1968) and Barclay (1858).

2.3.2 Population Dynamics Modelling

The primary objectives of Population dynamics modelling are twofold:
to give insight into the biological mechanisms operating in the system being
modelled, and, to produce a mode]| of community fnteractions which predicts
changes in abundances (numbers) of community species. A model must be flexible
enough so that it can reliably be applied, with changes in parameter values, to

populations in gcographical locations other than the one from which it was derived.
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Up until recently in the I8P Grasslands Biome, population dynamics models
have been solely time-oriented. |In other words, a uniform spatial and age
distribution of the population being modelled is assumed. The models have

taken the following general format:

r'~r{tJ

I{t) - E(t) + B(t) - M(t)
w(t) = Alt) - RE(t)
Wit) = N(t) w(t)
where
N(t) = rate of change of the population density
W
at time ¢ {E?}
I(t) = immigration rate at time ¢ 2
- (1/em” - sec)

Eft)e emigration rate at time t

B{t) = birth rate at time t

M(t) = mortality rate at time % J

;Et) = rate of change of an average individual's
weight at time ¢t (g/sec)

A(t) = assimilation rate at time ¢

RE(t) = respiration rate at time ¢

o : 2
population biomass density at time t {g/fem™)

Wit)

An example of this type of mcdel is given in the I8P Grassland Biome Tech.

Rep. 3.

Integro-differential equatione (IDE) for population dynamies phenomenz. A somewhat
more sophisticated approach to animal population dynamics, still using continuous
variable mathematics, takes into account the age structure of a population by

using a generalized lag term for the probabilities of births and deaths. This

lag term takes the form of a weighted integral over the past history of the
population. One form of this equation has been presented in the naper by

Bledsoe and Jameson (1969). Their formulation lacks complete generality but

the resulting differential eguation is easy to integrate numerically, A more



general formulation has been given by Bartlett (1960) who derjves some numerical
population parameters and quotes an example from studies on Triboliwn (flour
beetle) .

A more extensive discussion of the IDE approach can be found in Trucco (1965),
This paper refers to early work by Von Foerster (1959, 1961), who was interested
in distribution functions for mitotic and generation times. Trucco's equat jon

defines the age density function which is the basis for this approach to

population dynamics, It is given below
N(t) = jmh{l,a} da
0
where
a = age
t = time
n{t,a) = age and time specific population density functicn,

N{t)

time specific population density function,
Trucco derives the partial differential equation formulaticn known as Von
Foerster's equation from the fundamental age density function. Von Foerster's

equation follows

3 n(t,a) . 2 n(t,a) .
+ e T
1 e rtya,-++) n(t,a)
where
»(t,a,--+) = instantaneous population loss as a function of time,

age, and environmental variables,
In view of the generally accepted importance of lag functions in population
dynamics work it would seem that this formulation, invelving a very generalized
form of lag (an integral over the past population history), could be very

useful in the modelling of animal populations. In particular in the Grassland
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Biome it is planned to use a formulation of this sort for insect population
dynamics in which a separate variable will refer to the different insect
life forms or instars. A similar approach is planned for modelling of small

mammal populations.

2.3.3 Life Table and Markov Models

In some areas of resource biology, large sampling programs have been
mobilized to obtain data to build 1ife tables frem which population dynamics
models may be developed. In such studies, an account is made of the numbers
of individuals of different age, sex, and generation groups and how they wvary
through time in association with such independent variables as meteorological
events, food supply, etc. A similar approach is that of the "key factor' method
where only one population fix per generation is examined. A third population
dynamics approach of this type is the 'process'' approach where perhaps only
one part of the system is examined at a time. Sampling error is generally
not the main reason for the lack of success of these models as predictors, but
lack of success probably is because there are not enough variables considered
therein. Interactions of environmental variables generally are ignored in many
of the models derived from life tables, perhaps a characteristic of poor mode |
building rather than the approach itself. Results from these models usually
show that one or two age intervals in the population are most important.
Example applications of this type of modelling for forest jnsect populations
are given by the Forest Service (1965). Most life table approaches have

the following general form:

Let ni{L) = number of individuals of age i alive at time t.
FT = unit time interval fecundity rate of age class |.
P = probability that an individual of age | survives a unit

time interval (t,t+1).
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k = number of age classes in the population.

Then nﬂ{t+]} FunD{t} + f]n](t} ..+ fknk{t}

ni{t+1}

il
)
=3
I
—
—
-
S
1]
-
.
~

This model can be put into the following matrix form:

nu{L+T}] . fnﬂ{tj
) i ni{t+l} i Py @ 4o © nI{t}
“t+] . o p] Vs 0 d
nk{t+1} " : nk{t}
L i Pr-1 @l ; i
= Hﬂt

The matrix M is called the survival-fecundity (Leslie) matrix for the
population under consideration. It was originally introduced some time ago
by Leslie (1945, 1948). In addition, the natural logarithm of the dominant
latent root (i}, or eigenvalue, of the survival-fecundity matrix is called
the intrinsic rate of increase for the population (i.e., there exists a constant
A such that n_ , = i, for t sufficiently large).

From studies of the above types of matrices, a steady state or stable age
distribution vector can be estimated. It can thus be determined how close a
population is to an equilibrium state as far as the relative numbers of
individuals in each age class are concerned.

A related group of procedures utilize Markoy chains to predict dynamics
of population or even of communities. Thus, for example, Leak (1968) has
illustrated, but not implemented, a scheme using a computational procedure
similar to an absorbing Markov chain to predict regeneration of cut-over

birch forests. Olson and Uppuluri {1966) show how a similar procedure can

be used for predicting ecosystem majntenance and transformations. Olson et al.
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(1965) and Waggoner (19692) both have used examination of aerial photographs
or plot records of forested areas to develop transition probability matrices
which were used in first-order Markov chains to predict the population
dynamics of communities, j.e., specifically secondary succession.

-Generally, these technigues do not offer much to the modelling of
complex ecosystem relationships. 0One reason is because of the difficulty of
including mechanistic events, forcing functions, and the full complexity af
the system. However, the procedures may be very useful for empirical models
of change within the system. |t may be possible to utilize the calculation
techniques but to alter some of the coefficients in the transformation
matrices to be functional elements dependent upon the state of the system.

A closely related type of conceptual operation with application to
ecosystem studies is the Ashby (1963) type transformations for state and
change of state of systems. These transformations could be utilized on a
computer containing software in which logical variables are available. The
concepts are most useful, however, in formulating possible mechanisms and
reasoning for change of state of systems, rather than for actual implementa-
tion and calculations.

The population dynamics models thus fag developed have been species or
functional group models. The format used necessitates the assumption of
uniform population density over the area being modelled, Unfortunately most
populations do not behave in this way. Thus we are looking for a change in
the general mathematical farmulatjon of the pepulaticon dynamics model. This

change will include a way to superimpose the spatial distribution on a time-

specific model. Two possible approaches come to mind: using partial
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differential equations as opposed to ordinary differential equations, and
dividing the total area of concern up into grids, within which the spatial

distribution is assumed to be constant. A system of differentigl eguations,

such as the cnes presented above, would represent the change in the population
within each grid at any time. Movement between bordering grids would be
reflected in the immigration and emigration terms [I(t), E(t)].

In order to model spatial distributions of populations over time, one
must be able to observe and record these phenomena in the field. This will
involve simultaneous measurements of species abundances and movements over
time. Field tagging of individual population elements seems to be the logical
starting point for an attack on this problem,

Once the field measurements are analyzed and understood, the revealed
patterns must be translated into mathematic format amenable to mathematical
modelling. Obviously this is an easy task. After individual species
or functional group models are developed, they must be interfaced in order to
form community models. One possible approach to this problem is to have a
separate coordinating model which ]inks together several species or functional
group models. Such a model would take into dccount pressures generated by a
lack of food supply and high population densities (i.e., competition between
various species). It would also incorporate the re-orientation of a species or
functional group when it is forced out of its particular location in space by

competitive pressures.

2.4 Electrical Analog Energetics Approaches

An area of modelling of ecosystems, closely related to standard analog



computer techniques, is that originated by H. T. Odum and is concerned with
representing biological energy circuits with electrical analogs. Examples

of this work originate in Odum's early paper on the subject (Odum and
Pinkerton 1555), followed by extensions for ecological potential and analog
circuits (0dum 1960), and applications to teaching ecological theory (Odum
1962) as well as specific analysis of marine examples (Odum 1366), and
application to energetics of world food production (Odum 1967). Recently

a complete manual and explanation of this approach has become available (Odum
1969) as well as a book (Odum 1971).

Essentially, this is simply a type of ecological flow chart using certain
standardized symbols., Odum uses a compartmental system for energetic flows
but with specialized energy network symbols for such items as energy source,
passive energy storage, heat sink, potential generating work, pure energy
receptor, work gate, self-maintaining consumer population, plant populations,
and economic transactor. Each of these network symbols implies mathematical
conventions, |In effect, he is describing a unidirectional flow of energy
in accordance with the second principle of thermodynamics. He draws heavily
from the conventions used in the designing of electronic gear. The circuit
lines in these symbols represent pathways of energy flow, and there is an
entropy increase with each process. The technique can be generalized for
circuits of matter, but this has not been done.

The major difference from conventional analog techniques is that Odum's
scheme uses passive electrical analog principles rather than the standard
voltage analog method. He considers Ohm's Law in the passive system as

analogous to the biological system for flow of organic matter. Organic
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matter, containing proportional energy, flows in proportion to the "thrust'
exerted by concentrations of organic matter 'upstream.' The eneray may be
cbtained from the electrical flows but not by computing the electrical energy
of the analog. Odum suggests that potential energies for driving concen-
trations in many ecolegical instances are within about 15% of being constant
per unit of weight. Furthermore, the potential function of storage is
propertional to concentration of organic material rather than its logarithm.
Thus, the pounds of organic matter in 2 consumer drives the consumption of
elements by that consumer, but in a different manner for each consumer.
Although extremely interesting and thought provoking, this approach has
not been widely adapted to modelling ecological systems. Perhaps cne concern
is that of the general limitation of most analog computer systems for processing
and analyzing large blocks of real-life data from ecological studies. However,
extremely interesting comparisons are made of different types of systems using

this network notation (Odum 1967).

2.5 Structural and Statistical Models

This section is the most difficult to write as it contsins the greatest
diversity of models, including those concerned with the numerical guantifica-
tion of groups of plants and animals., The ideas discussed can be incorporated
at least Tn a gualitative manner into models of ecological systems. An example,
arbitrary grouping of these models is given in Table 2.5.1 Only a few of
these will be discussed here.

When ecolegical sampling is performed, several variables (not necessarily
independent) genecrally are measured. Thus the mathematical and statistical
models employed must be multivariate in nature.

In what follows three ecological concepts are considered: pattern, classifica-

tion and ordination, and diversity.
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Table 2,5.1, An example, initial approach to grouping
spatial, statistical and structural models

. Concepts and Models involwing only biota
.1.1 Euclidean Space specific

a) Pattern,
distributien indices
mean squares statistical distribution (Pielon) space

b) Dispersal
density probability
random walk

.2.2 Hyperspace organization (mon-metric)

a) Diversity
entropy of foodwebs
information statistics

b) Classification
discriminant and cluster analysis
canonical analysis

c) Ordination
principal component analysis
factor analysis

2 Concepts and models involving biota and phsycal environment
.2,1 Euclidean space specific

a) Pattern [see 2.5.1,1.a)

b) Dispersal (see 2.5.1.1.b)

.2.2 Hyperspace organization (non-metric)

a) Ordination
' multivariate analysis
multiple regression, canonical correlation (see 2.5.1.2.b)

b) Discretized processes
diet analysis lag model
autoregression
autocorrelation
cross correlation

c) Niche analysis
concepts of Hutchinson and MachArthur
discriminant analysis
principal component analysis
factor analysis (see 2.5.1.2.c)



2.5,1 Pattern

Fattern analysis concerns itself with how organisms distribute themselwves
in space (Pielou 1969). Since little has been done to link distributions over
space with distributions over time, sessile or sedentary organisms (mainly plants)
have been studied in this respect. In general organisms can be put into three
groups to which pattern analysis can be applied:

(1) organisms confined to discrete habitable sites (pest species that
attack shoots of a tree);
(ii) organisms that can occupy a continuum of space and occur themselves
in discrete units (trees in a forest);
(i7i) organisms which do not occur as distinet individuals amenable
to counting (sod forming graSEGsJ.

Most tests of pattern are tests for random (or non-random) distributions,
either of individuals or clusters of individuals, and are based on the Binomial
and Poisson probability distributions. More complex tests can be developed on
the basis of the many ''contagicus' dicrete distributions, generally compounded
from the Poisson, Binomial or Hypergeometric (Patil 1968). Once the theoretical
distribution of the variable being measvred is determined, the observed distri-
bution is tested against it by means of 4 KE test.

In case (i) all that is usually determined is whether individuals within
each discrete site are distributed in a random fashion. Distribution over any
larger space is also a funetion of the distribution of the habitable sites.

In case (ii) the methods of sampling for pattern analysis can be divided
into two groups:

{a} The commonest method is to sample within randomly placed guadrats.

One counts the number of individuals in each guadrat. The major drawback to

this type of sampling is that a measurement of aggregation (clumping, clustering,
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or contagion) is affected by the size and location of the guadrats. In many

cases the relative size of clumps to quadrats is extremely important to the

—_

analysis. To remedy this situation a sampling scheme is often employed in
which quadrats are systematically changing in size.

(b) The second method of sampling for case (ii) is called ‘plotless"
or distance sampling. Two techniques are employed here: (1) the sampling
points are located at random throughout the area and the distance from each
point to the nearest neighbor is measured, and (2) individuals are selected
at random and the distance from each of these individuals to the nearest
neighbor is measured.

The theoretical distribution, in randomly dispersed populations, of the
measure employed is then determined and compared to the observed measures.

In case (iii) patterns exhibited by vegetatively reproducing plants
occur as extensive clumps or shoots, within which individual elements cannot
be distinguished. |In this case the clumps are treated as the entities to be
studied. In its simplest manifestation, studying a single plant species, the
mapped pattern of the clumped individuals results in a two-phase mosaic. A
patch (phase) is a clump where the plant occurs and 2 gap (phase) is a clump
where the plant is absent. Tests of randomness can be derived from the study
of the mathematical properties of "random mosaics'.

Spatial relationships of two or more species can be studied simultaneously.
Determination of whether or not species occur independently over space is usually
made, A measure of the strength of asswciation betwcen species, coefficient of
association, is employed. A coefficient of association between two species close
to +1 implies that both species tend to occur together in space, and
a coefficient of association which is close to =1 implies that when one species

s prescnt the other species is most likely absent,
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2,5.2 Classification, Ordination, and Related Multivariate Methods

Ecological samples usually involve lists (qualitative) or amounts
(quantitative) of species in each sampling unit (quadrat). It |s often of
interest to know if these sampling units, or guadrats, are systematically
classifiable into distinct groups. This gquestion s general ly posed with
reference to vegetation groups. |If classificaticn is inappropriate one may
still wish to condense (and hopefully clarify) a mass of field observations
by arranging the multivariate data from the guadrats in some coordinate frame
to display their interrelationships using as few dimensions as will suffice.
This is called ordination.

Classification can be approached from two directions: (i) Agglomerative--
start with individual quadrats and progressively classify them into larger
groups of "“similar' quadrats, and (ii) Divisive--start with one large group
of quadrats and divide and redivide it into smaller groups of "similar"
guadrats,

In most classifying procedures one looks at measures of association or
“similarity' between quadrats and classifies them into groups based upon
these measures.

Anather approach to classification occurs when individual measurements
(multivariate) are assigned to pre-determined classes or groups based upon
similar assignments of individuals whose class was already known. Of course,
before observations can be assigned to groups, it must be determined if these
groups can be distinguished upon the basis of multivariate measurements taken.
This whole topic falls under the heading of dizeriminant analusis as described
in texts on multivariate statistical methods,

When classification seems extremely arbitrary, i.e., distinguishable
groups do not manifest themselves under existing techniques, ordination becomes

a useful tool in simplifying ecological data. Ordination invalves pletting n
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sample points of s variates in a space of less than or equal to s dimensions
in such a way that none of the important features of the original s-dimensional
pattern is lost. Two ordination techniques are briefly discussed below.

In prineipal compement analysis the original s-dimensional space s
projected into a space of dimension less than or egual to s, with all components
of the new space being independent linear corbinations of the elements of the
old space. |In many cases the behavior of the s-variate system can be readily
understood when that system is transformed into its principal components. In
addition much statistical theory based upon independent variates can be applied
to ecclogical data once it has been transformed into an independent format
such as its principal components.

Principal component analysis involves two steps: first, determination
of measure of 'difference' between individual quadrats, and second, construction
of a plot of the data points in a new coordinate system such that (i) each point
represents a quadrat, and (ii) the distance between any two points is egual to
the ''difference' between the quadrats represented by those points. Thus if
the number of principal coordinates can be reduced to two, the "differences"
between individual quadrats can be represented graphically, and it is possible
that some natural groupings might manifest themselves.

Principal component and factor analyses methods are useful as a preliminary
step in multiple regression problems. That is, if we have a large set of inter-
related variables, principal components or factor analysis can reduce this large
set to a smaller set of unrelated variables. Often such problems are complex
and may require considerable insight; techniques such as both non-rotated and
rotated factor analysis may be helpful in determining the minimal set of
variables which could be retained. Supplemental interpretative aids can be

provided by matrices of partial and simple carrelation coefficients.
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Factor analysis can also be used directly to examine a data set to
determine the number of functions expressed in the data. For example, analysis
of say 1000 bacterial samples may reveal some 50 major bacteria taxa. Examina-
tion of such a data set by principal components or factor analysis will suggest
how many different subsets are in fact in the data, and may, by including
knowledge of certain taxa in the group, suggest which processes are dominant in
the microbial milieu.

In our research program we have been conducting in-depth research on
nitrogen, and are considering similar research on phosphorus. Amcng the nutrient
elements, these have been selected as priority items because of their probable
critical role in the ecosystem, and the flow of these nutrients in the
plants and soil is being modelled in a mechanistic sense. Other nutrient elements,
however, are being approached as a group in a non-mechanistic fashion. A series
of soil and aboveqround plant tissue samples are taken from a variety of sites
and analyzed for such elements as N, P, K, Fe, Ca, Mg, 5, and Mn. The levels
of these nutrient elements in the plant tissue may be related to the amounts
in the soil and may also be interrelated to each other. For example, a high
Ca:P ratio in the soil may result in a low P content in the plant tissue. For
such purposes we use a canonical correlation to express the overal | relatienship
between independent (seil) and dependent (vegetation) factors.

2.5.3 Diversity

An index of diversity is a single statistic in which the following two
independent properties of a population or community are confounded: (i) the
number of species it contains; and (ii) the evenness of the abundance of those
species.

Let H

N Ns refer to the numbers of each of s species in a population.

1 oty

Then the population s said to have maximum <venness if all species abundances
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{Nj} are equal. The greater the disparities among the Nj the more uneven the
population is said to be.

A collection is said to have high diversity if it has many species and
their abundancies are fairly even. Conversely, the diversity is said to be
low when the species are few and their abundancies are uneven. ODue to the
fact that diversity is a measure of two independent properties of a population
or community it has possible ambiguities built into it. A collection with
few species and high evenness could have the same diversity as another collection
with many species and low evenness. Pielou (1969) gives several measures of
diversity for infinite and finite collections, as well as a measure of evenness.
2.5.4 Dispersion and Dispersal

If we look at the spatial display of an ecosystem in appropriate time
spans, such as one day, wWe see an essentially static array of plants. Through
this static network we see the dynamic movement of other components of the
system such as air, water, and animals,.

Such conceptualizations come immediately to a problem of scale. [t would
be Tnappropriate for example to consider the movement of a tenebriad beetle
from one grazed pasture to another, and it would be equally inappropriate to
consider the movement of an antelope from one grass blade to anmother. It would
be most appropriate, however, to consider things like:

Biome and sub-biome distribution-air mass movemsnts

Topographic relief or vegetation type-rabbit movements

Grazed pasture-bird movemant

Soil series and type-mammals burrow location

Prickly pear pattern-grasshopper distribution

Grass culm location-beetle movements

Sell particle distribution-soi] water movement.
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Thus a structural study should consider a series of large to small study areas,
each with an appropriate scale. Various ecological distributions and their
meanings have been discussed and argued by ecoclogists for some time,

Animal dispersion has been investigated by studying the distribution of
centers of activity, The center of activity of an animal is the average locatiaon
of all the points at which the individual has been detected by trapping or other
means. Several tests can be used for examination of randomness of distribution
of the centers of activity. In fact, several must be used because each test
determines whether or not dispersicn is non-random, but does not tell 1f the
dispersion is, in fact, random. Therefore, the concurrence of several tests
is required to indicate whether a truly random distribution of organisms
exists within an area at a given time. There are several test of non-randomness
that can be applied in this fashion. They are similar to the tests for patterns
discussed in 2.5.1. Some examples follow:

(1) A test of geographical homogeniety may be performed on several
subsections of the area when the area is equally divided. Essentially this
method compares the numbers of individuals in each subsection with the
numbers expected on the basis of a random distribution, but utilizing a
Chi-square test., By dividing the area in different ways, that is, equal
rectangles, or equal squares, some indication of gradients in the dispersion
pattern can result.

(ii) The observed distribution may be compared to a calculated Paisson
distribution having a mean equal to the mean density of individuals in the
study area. The area is divided into small subsections because in a Poisson
distribution the probability of any single point falling inte any single
subsection must be small. Comparison of expected numbers with cbserved numbers

in the subsecticns is again based on the Chi-sguare test.
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(I1i) The proportion of individuals that form reflexive pairs is
characteristic of a random distribution. Two points that are closer to each
other than either is to any other point form a reflexive pair. In a random
distribution the proportion of individuals involved in reflexive pairs s
0.6215. This provides an expected value to which the actual values may be compared
by means of a Chi-square test.

(ivl In a randomly distributed population a definite proportion of
individuals is known to be nearest neighbors to 1, to 2, or to 3 or more other

individuals. The Proportion expected to be nearest neighbor te 0, is 0,297,

nearest neighbor to 1 is 0.453, to 2, 0.225, and to 3 or more others is .025.
Again the observed proportions are compared to the theoretical distribution
by means of a Chi-square test. M. 5. Bartlett (in press) has expanded on the
ecological applications of two-dimensional nearest neighbor systems,

(v} The mean distance between neighbors can be compared to the mean
nearest neighbor distance of a random population having the same density as
the sample population. The ratio of the observed value to the expected
value is the measure of departure of the sample population from a random
distribution. |If the sample population presents random distribution, the
ratio is equal to one. With maximum clumping of individuals the ratio is 05,
and with maximum spacing of individuals the ratio is 2.1491. A test of
significance has been developed by Clark and Evans (1954) for testing departure
of the ratio from a value of 1. The test is to calculate the nermal variate
or the standard variate of the normal curve. The normal variate values
of 1.96 and 2.58 represent respectively the 5% and 1% levels of significance.
Munroe (1963} attermpts to provide a conceptual link between population
ecology and zcogeography by showing that transition matrices of Markov chains
provide a succinct means of expressing the temporal change in numbers at a

point and also the temporal change in numbers at a set of points.
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Movement models are best developed at the two extremes. Air mass
movement has long been worked on by ¢limatologists, and the work of Bryson
(1957, and Sabbagh and Bryson 1962) has handled annual distribution of
precipitation in an excellent fashion by maps or parameters deve loped by
Fourier analysis. At the other extreme, there are studies of unsaturated flow
through porous media which apply to the water movement problem.

Between these extremes, however, the modelling of movements is wvery
sketchy and poorly developed. Some examples from the literature are Francis
(1970) , who worked on salmon movements in relation to offshore islands near
British Columbia, and arrived at solutions based on leng run computer
simulations rather than sophisticated mathematical formulations.

It appears that new concepts are needed for the pattern movement
studies. A partial differential equation approach would be extremely difficult
because of the solution problems involved with irregularly distributed systems.
On the other hand, discretizing space soon leads to dimensionality and computer
storage problems. Application of random walk to animal movements has been
attempted (Holgate, In press) but results do not as yet approach reality.
Siniff and Jessen (1969) have evaluated an immense amount of information on
animal behavior utilizing a simulation model of animal movements, and have
gained insight into the manner in which certain species utilize their home
ranges,

Some attempts have been made to modify the old concept that an animal's
home range is represented by a fixed area circumscribed by a fixed boundary.
The modifications involve attermpts at expressing an animal's movements around

the center of activity on the basis of a series of concentric circles, each
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representing some decreasing probability of the animal's occurrence. This
concept was initially presented by Dice and Clark (1953). They replace the
concept of home range with a statistical concept and expressed the home range
in terms of the 'recapture radius'. The method was elaborated by Calhoun and
Casby (1958) who derived an elaborate probability-density function for the
expression of activity range derived from a series of recapture data. The
main objection that has been raised to this approach is that it of necessity
considers the activity range of an animal to be circular. An alternative that
does not require the circularity consideration has been presented by Jenrich
and Turner (1968),

In the evaluation of distances of movement recorded for alimais, efforts
have been primarily to determine if the data indicate that movements are random
as opposec to purpeseful and directed movements. Two approaches used are
examination of the distances moved and examination of the directjons of
movement. There are no cases where both have been combined in the same analysis.
To evaluate distances of movement, comparisons to a theoretical Poisson distri-
bution have been made. The Poisson distribution describes the occcurrence of
isolated events in a continuum and can be applied to a set of data if the
quantity z is derived from the data, z being the average nurber of occurrences
of the event. A Poisson distribution is computed on the basis of the data and
the results are compared to the observed data by means of a Chi-sguare test., A
simpler test of the Poisson distribution is to examine the mean and variance
computed from the records of distances. In a Poisson distribution the variance is
equal to the mean,

Dobzhansky and Wright (1343, 1547) investigated the movements of Droscphila

by comparisocn with the frequency distribution of individual movements with a
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normal curve, They reasoned that movements out from a central point, where

they released a large number of flies, would represent a radially symmetrical
bivariate normal distribution so that the results from each sector of the

circle may be combined and treated as though all were taken aleng a straight line
through the center. The value then represents a frequency distribution which

may be compared with a normal curve. |f dispersal is not random but is
characterized by excessive frequencies at greater distances and low frequencies

near the center the distribution is platykurtic instead of normal, in a normal

frequency distribution the fourth moment about the mean is 30“ where o is
the standard deviation about the mean, Computation of these values and
comparison with the appropriate tables will indicate whether or not the data

significantly differ from a distribution represented by a normal curve.

Another way of analyzing animal movement is by treating them as circular
distributions. This utilizes the angle of the direction of mavements with
reference to a particular axis and disregards the distance. The statistiecs of
circular distributions has been worked out in an elaborate monograph by
Batschelet (1965). He provides methods for evaluating the mean, the dispersion
and the skewness of circular distribution. This is useful in the analysis of
data such as migratory movements or homing movements of birds and in certain
biological rhythms. There are also tests given for comparison of observed

distributions with a circular normal distribution.

2.5.5 HMigration Models

In the grassland ecosystem many major organisms (and perhaps many minor
organsism as well) are not resident, but migratory. Studies at any one location,
therefore, are not directly concerned with the total picture of these taxa, such

as population dynamics and demographic models, but rather are only concerned with
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the dynamics of arrival and departure. Preston (1966) has presented a mathemat cal
formulation for migration as viewed from a single location. He found that

migration can be expressed by

; - (sin x + b sin leml{] * ksin x)

Yo
y = level of migration
Y, = ¥ at peak of migration

X = time in radians

In this equation b decides the interval between migration peaks, m, decides
the average tightness aor average deviation in the spring and fall migrations,
and k decides the difference between the standard deviation of the spring
and fall migrations. Preston concludes that, from a practical point of view,
it is usually better to take spring and fall migrations as separate events
and use a simpler formulation than that shown above. This approach should
be very useful for grassland species, such as the lark bunting, which are
marked primarily by their migration habits.
2.5.6 Successional, Time Lag, and Autocorrelation Models

Grassland ecology has long been concerned with succession, and a vast
literature is available on this subject. This is, therefore, a fruitful area
for modelling. A deterministic mode| of plant succession from a compartment
analysis point of view has been presented by Bledsce (1969) and a stochastic
succession madel based on prebability of plant establishment and survivarship
tables of grazing species has been developed by Jameson (1969). Margalef (1968)
suggested that succession can he thought of as a self-organizing adaptative
system. None of these concepts are at all contradictory to one another, and
all arc mathematically tractable, Haug (1970) has thoroughly reviewed the literature

on grassland succession but has not deve loped a model from his work.
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At the outset of the Grassland Biome program it was determined, however,
that the life expectancy of the program was short in comparison to the time
required for grassland succession, and that direct experimentation on the
succession would not be feasible, |f we restrict our thinking toa higher
plant succession, and disregard or filter out annual noise, this is certainly
true. If, however, we consider successional patterns in organisms such as
bacteria, protozoa, fungi, and certain insect taxa, we are able to collect

sample data for successional models within a short time.

Consider, for example, a year on the grasslands with a dry, early summer.

Temperatures would be adequate far biological response, but moisture would
be severely limiting. With a single rain the grasslands is transformed; if
the rain is adequate to change soil maisture from wilting point to field
capacity a unit impulse can be assumed to represent the rain (it may be, on
the other hand, better to consider a unit step function}. The response of
various short generation time taxa to this impulse would be an appropriate
study from a classical control theory point of view. From the ecological
viewpoint, it can be considered as a successional model. Relationships
between taxa can be investigated by autocorrelation technigues. |[If the
responses are monotonic rather than cyclic, a curve fitting technique
such as used by Martel and Bledsce (1970) for functional groups of micro-
organisms is appropriate.

We have not yet fully developed concepts of successional medelling for

our purposes but recognize the potential and importance of so doing.
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3. GENERALIZED HIERARCHICAL REPRESENTATION OF ECOSYSTEM RELATIONSHIPS
3.1 The Hierarchical Concept

The hierarchical representation for energy flow within a particular
ecological community is used as a method of developing the models to
represent a particular system, The hierarchical diagram shows the breakdown
of the various general or specific processes influencing change on a
particular variable of interest in a branching hierarchical fashion (e.q.,
producer biomass, animal numbers, etc.). The hierarchy of causality is
outlined until all processes are related back to driving forces or static
conditions.

Hierarchical diagrams are presented for consumers, producers,
decomposers, and abiotic groupings. Further subdivision is then made
according to various scparable compartments within these aroupings. Each
diagram attempts to show the causal relationships that affect energy/matter
flow within that compartment, as well as the influence of elements in other
compartments upon these flows.

For the producers, a single diagram for producer biomass density and
distribution is used. Within the consumer grouping, diagrams are drawn for
population size and individual weight chance. For the decomposers, the
diagrams are for biotic nutrient cycling as a function of decomposer
activity. The abiotic grouping includes diagrams for water cycling and net
radiation,

Causality in each diagram is shown by having the dependent elerents to the

left of the causal elements and hierarchically connected to them. That is, if
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A depends upon B, C, and D, then A would appear to the left of B, C, and D
in the hierarchical diagram and would be connected to them by hierarchical

brackets. This relationship is shown in Fig. 3.1.1.

Fig. 3.1.1. Generalized example of a hierarchical diaagram.

poB s Bl (P
A ——C F I L(M)
G —— D=
— D
H - X(PD)

The elements B, C, and D may then be further dependent upon other elements
and would then '"bracket' these elements. Thus a complete diagram can be
generated and would show sacond (e.q., effect of G on A), third (effect of K
on A), and higher order (the effect of L on A - a fourth order effect) causal
effects on various elements in the diagram. Independent forcing functions or
inputs from other diagrams are shown with a parenthesis after them, with the
parenthesis referring to the particular diagram the input comes from. In

this way interactions between the variocus trophic levels are shown. The

elements in parentheses in the specific diagrams presented below are abiotic
(A}, producer (P}, consumer population (PC)}, microbial (M), general consumer
(C), and tuman intervention (H1).

The elements at the lowest levels (to the right) of the diagram may

be generated in several ways, as follows:
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(i) External control: a factor which is under human contral and
represents a method of manipulating the environment, e.g.,
fertilizer treatments.

(1i) Gther subgroups: a factor generated by @ subgroup external to
the diagram under consideration. This is followed by a
parenthesis indicating which other subgroup is being referred to.

(i11) PFeedback relation: one or more of the factors of a diagram
providing input at ancther level in the diagram in a feedback
relation. These are followed by an asterisk.

(iv) Other: Generally parameters or phenclogical characteristics
such as animal breeding times, constant soil characteristics,

field measurements, simple statistical mechanisms.

Each of the diagrams presented in the following sections is general
and does not refer to a particular species, community, etc. However, the
diagram may be applied to a specific population or community, in which case
the nature of the causal effects may be made more specific. Thus, far
example, the consumer population diagram applied to a given species would
be no different from the diagram applied to the entire consumer trophic
level except that when models are developed from these diagrams, the parameters,
and frequently the form of the medels displaying the causal relationships,
would be different.

One quality of a model, known as jts resaolution (Bledsoe and Jameson
1569}, relates to the relative number of causal connections in the structural
diagram encompassed by the model. A model of very high resolution takes into
account the full range of causal phencmena., A model of low resolution
"finesses" the causal relationships below a certain paint by ignoring them
entirely or by using an empirical or curve fitting model for their

representation,
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3.2 Model Formulation from Hierarchical Diagrams

The diagrams mentioned above would be used as a framework, within which
to develop models which can be used to represent a particular ecosystem.
These models can be of varying degrees of complexity, generality, and resolu-
tion. A model could be constructed from the diagram by drawing an enclosure
Eimaginary) around a number of related elements in the diagram. The model
then describes the mechanistic relationship between these elements. Any one
of these enclosures, however, may have only cne element from the left-most
hierarchical level within it. For example, in the consumer population diagram
(Fig. 3.2.1), the consurmer population size is directly linked to immigration,
emigration, mortality, and natality. Several models may be developed from
this segment of the population diagram. An enclosure around only the "animal
numbers' element would denote a model unconnected to any other element.

An enclosure around all five of these elements would be a model invalving
all the causal connections in the hierarchical diagram. Similarly, other
models could be denoted by enclosing between two and four elements of the
system although all of these must include the first element--the population
size,

The model developed solely from the animal numbers element in the
consumer population diagram (Fig. 3.2.1) may be seen as an empirical curve
fitting population madel. This is a simple empirical model, ive., doas not
depend upon the elements directly to the right of it in the hierarchy for

its inputs. An example of such a model would be an equation for the
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Natality

Al T MAL o ¢
NUMBERS - aE e on
Immigration

(Populatian |
Dynamics)

Mortality

3.2.1, A simplified structure for a hierarchical madel
(from Fig. 3.4.1.,1).
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seasonal variation in bird population based solely on bird count data and
fitting the data as closely as possible. The model developed from the enclosing
of all five of these elements (Fig. 3.2.1) is a mechanistic model, since it
includes the causal relationships connecting the animal numbers element with
those elements directly to the right of it in the hierarchy and must describe
in some fashion the mechanism of this causality. The four elements to the
right of the animal numbers element in the hierarchical diagram may either be
determined empirically, be developed from the lower levels in the hierarchical
diagram, or be deduced using other means (e.g., literature). This model then
would give the functional effect of emigration, immigration, mortality, and
natality, upon the consumer population. Such a model would be either
empirical (inductive) or deductive, but would definitely contain some
mechanistic elements. An example of this type of model is the lark bunting
population dynamics model given in Tech. Rep. 3.

The development of individual models from each of the hierarchical
diagrams is further described below. The hierarchical diagrams presented
below are not unique. They are drawn by individual groups of scientists and
contain their prejudices and preferences. However, an effort toward complete-
ness and generality has been made. The diagrams may be used to develop an
array of submodels to cover the whale ecosystem. As the project progresses,
it may be necessary to develop parallel structure for parts of the ecosystem

in order to get different viewpoints of grassland function and structure.

3.3. Producers
3.3.1 Producer Biomass and Distribution
In most grasslands the greatest part of aboveground plant biomass is

produced during brief periods when soi] maisture and temperature are adequate.
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Internal plant processes in this situation are subject to wide day-to-day

fluctuations depending on the jmmediate environmental conditions,

Particular attention needs to be paid to the influences of the environ-
ment on processes within the plant. The concept of external and internal
environments was used |n developing the producer hierarchical diagram in

Fig. 3.3.1.

3.3.2 |Internal and Externsl Environment

Input functions such as the consumer element, microhial activity, soil,
and climate compose the externgl environment for the producers. The external
environment influences the thtermal conditions of the plant, such as the photo-
thermal status and water status, which combine to form the interna] ENVironment
for producers. Any of the internal conditjons can be influenced to varying

degrees by any of the factors of the external environment, The internal nutrient

status of a plant at any given time, for example, is a function of sail
characteristics, climate, microbial activity and its previous status, i.e.,
internal feedback. Feedback is included by having "producer appear at the
right in the hierarchy as well as at the extreme left with an asterisk after

it (see Fig. 3.3.1}). The presence or absence of given nutrients in the
plant's envirenment will depend on the fertility of the soil, while the
availability of these nutrients depends upon climate conditions and nutrijent
cycling by microbigl activity. Here all of the external conditions are

of major importance. The plant's water status, however, is mainly influenced
by the climate through precipitation, and by the soil through its water-holding
capacilty, with a less direct effect from microbial activity through competiticn
for moisture. The effect of consumers on water status would primarily be through
the influence of physical disturbances of the soil such as compaction and

burrowing and through man's impact via herbicides and selective cultivation.
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3.3.3 Physiological Functions

The balance of the internal conditions composing the internal environment
affects specific physiological functions in plants. The current conditions will
determine the rate of reaction for any given physiclogical function. For
example, in photosynthesis the rate of reaction is dependent on temperalure and
the availability of light, water and nutrients (such as EDZ}' and enzyme-
activating minerals, The plants phenological development {growth stage)
determines its morphology (structure) and the amount of actively photosynthesizing
tissue. Pathology influences photosynthesis by disrupting the balance of
internal conditions. Respiration and translocation influence photosynthesis
by removing the carbohydrate produced from the reaction site, thereby

perpetuating the reaction.

3.3.4% Spatial Relations

The spatial relations of the producer trophic level are a function of the
external environment variables described above, of an input from the consumer
hierarchy through physical losses, and of reproduction. The external environment
affects plant reproduction directly through pollen dissemination, sced dispersal,
seed implantment, and stolon fragmentation. Local soil conditions are particu-
larly influential in determining species distribution and compositian, as are
consumers threugh selective grazing patterns. Climate s influential in direct
physical loss of plant material through wind, hail, and other catastrophic events.
Consumers cause physical loss other than by trampling and harvesting activities,
such as by burrowing. |In addition, the consumers affect physical losses through
mechanical harvesting devices, grazing, and associated trampling by domestic

and uncontrolled herbivores. The producer biomass and distribution at any
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given time is effected by changes in the physiological functions and spatial
relations in the fashion cutlined in Fig. 3.3.1. Example models developed
from this diagram, along with explanations follow. One thing to realize

is that in developing models from the diagram not all the causal links fram
one level to the next need to be considered since some elements have a

areater effect than others.

3.3.5 Envisioned or Possible Producer Level Models
| (i) External Envirenment
Ext Env = f(Mic, Clim, Soil, Cons, An.A)
Where Mic = Microbial Activity
Cans Consumers

Clim = Climate
An.A = Animal Activity

I

The external environment is the result of varying combinations of the
input functions. Microbial activity here includes both decomposer and pathogen
activities which effect nutrient cycling, organic matter decomposition, and
disease., Climate includes solar radiation, precipitation, temperature at
varying levels below and above the ground surface, relative humidity, and
gasecus composition of the ambient air. The =oil input fumction includes
soil moisture, texture, structure, bulk density, base saturation of the soil
solution, and organic content (see Fig. 3.3.1). The animal activity function
includes input of the species, numbers, and physical activity of all animals.
The producer input represents an interal feedback of plant biomass and
distribution. Also Included is an effect due to the plants previcus physia-
logical status,

(ii) Internal Envirenment

Int Env = F(PT, WS, NS, Path, Phen, Marph)
Where PT = Photo-Thermal Status
WS = Watei Status
NS = Hutrient Status
Fath = Pathology

Phen = Phenology
Morph = Morpholeogy
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The Internal environment is the result of varying combinations of the
plants internal conditions which are in turn altered by the external

environment.

a. Photo-Thermal Status e. Phenology

P-T = f(Prod, Clim, Soil) Phen = F(Prod, Clim, Soil)
b. Water Status f. Morphology

WS = f(Prod, Clim, Soil, Mic) Morph = f(Prod, Clim, Soil,

An.Act.)
c. Nutrient Status

NS = f(Mic, Prod, Clim, Soil, Cons)
d. Pathology

Path = f{Mic, Clim, Scil)

(ii1) Photosynthesis
Photo = F{Int Env, Trnsl, Res)

Translocation
Respiration

Where Trnsl
Res

All factors of the internal environment have an effect on photosynthesis,
Greatest effects are due to photo-thermal, water, and nutrient status,
where nutrient status includes minerals, gases, and required organic materials.
Removal of the product of photosynthesis by translocation and respiration also
influences the rate of the reaction.

(iv) Respiration
Res = f(Int Env, Photo, Trnsl)

The photo-thermal, nutrient, and water statuses are the most influential
factors of the internal environment effecting respiration. Respiration
rate also will respond directly to an increase in carbohydrate resulting

from respiration or translocation.
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(v) Translocation
Trnsl = f{Int Env, Photo, Res, Stor, Mort, Growth)

Where Mort
Stor

Mortality
Storage

i

The primary elements of the internal environment effecting trans-
location are phenclogy, nutrient, water, and photo-thermal status. The
accumulation of carbohydrate in photosynthesizing tissue cause an increase
in translocation. PRespiration also necessitates translocation of carbo-
hydrate and removal of waste products. Growth and storage processes accumulate
organic materials which must be translocated.
(vi) Transpiration
Trnsp = FlInt Env, Res, Trnsl, Photo)
Transpiration is influenced primarily by the plants internal water status.
The photo-thermal status, translocation, and photosynthesis influences trans-
piration through their effects on the stomatal openings.
{(vii) Growth
Growth = f(Int Env, Photo, Trnsl, Stor, Res)
The internal photo-thermal status and nlant phenology provide the necessary
conditions for growth. Photosynthesis, translocation, storage, nutritional
and water status, and respiration either provide or deplete the materials
needed for growth.
(viii) Storage
Stor = ff1nt Env, Phota, Trnsl, Growth, Res)
Storage is affected by essentially the same factors as growth.
{ix) Mortality
Mort = F{Int Env)
Metabolic mortality is influenced by all of the elements of the

internal environment in a direct manner. Any serious imbalance in these
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factors can result in death of all or part of the plant by metabalic dis-
ruption.
(x) Reproduction
Rep = flAsex, Sex)

Where bsex = Asexual
Sex Saxual

a. Asexual

Asex = F{Int Env, Ex Env, Photo, Trnsl)
b. Sexual

Sex = F(Int Env, Ex Env, Photo, Trnsl)

Both asexual and sexual reproduction are sensitive to all of the factars
of the internal environment. |In addition the external environment affects
reproduction through transport of pollen and seeds, and implantation of seeds
and stolons. Photosynthesis and translocation provide the carbohydrate
needed for this process.

(xi1) Producer Biomass

PB = [(Phy F, Phy L)

1

Where Phy F
Phy L

Fhysiological Functions
Physical Loss

Physiological functions affect producer biomass by addition of material
through processes of photosynthesis and losses of material through respiration
and metabolic mortality., Physical loss represents a direct removal.

(xii) Producer Three-Dimensional Spatial Distribution

3D = F(Rep, Phy L)
Where Fep = Reproducticn
The three-dimensional distribution describes the horizental layering

of plant parts above and below ground as well as the positioning of plants
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with respect to each other on the ground surface. FReproduction and physical
loss have an effect through establishment and loss of individuals,
{xiii)} Physical Loss
Phy L = f(Ex Env, Harv, Tramp)
Where Tramp = Trampling
The external environment affects plant loss directly through destruction
of plants by climatic conditions and through the activities of animals, other
than by grazing. Trampling is meant to include the destruction of plant
material associated with grazing, and harvest represents the removal of
material that is cycled through the consumer trophic level.
{xiv) Harvest
Harvest = f(Unc, Livestock, Mechanical)
Where Unc = Uncontrolled
The uncentrolled input of the harvest function includes all removal
by free-ranging faurma while removal by livestock and mechanical means

represent the managed harvest via man's intervention.

3.3.6 Operating Producer Level Models

Several specific models are described below to give the reader some
idea of what kinds of models we are working with. Each of the models will
then be related to the producer hierarchical diagram of Fig. 3.3.1.

(i) A model for net photasynthesis has been produced and currently is
in operating condition. This model is an implementation of Vaggoner's {1969k}
simulator of net photesynthesis in a single leaf., This model is part of
the overall producer biomass model. The dependent variables or ocutputs are
rnet photosynthesis, dark respiration, and light respiration. |t requires as
building blocks or inputs, rodels of photo-thermal status and nutrient

status of the plants. The equations used are algebraic.
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The primary equation of the model is

Ci= H{RT + RC]
R+ R 4+ R +R. + R
a s o i c

Het Photosynthesis =

where the input data (parameters) are

E = CO,. in free air

2
Ri = internal resistance
Ra = air resistance
Ro = physiclogical resistance

and where the intermediate system variables are

W = respiration
Rc = chemical resistance
RS = ctomatal resistance

The time increment of the model is one second and the unit of space
over which it operates is a single plant leaf.

(i) A further photosynthesis model has been developed by Bledsce
and Jameson (1969) which implements work by Budagovski and Ross (1967),

and Gates (1968). The single dependent variable outnut by this madel is

Pn‘ net photosynthesis. It uses a single algebraic equation:
Sc
c:[mr LTk, - —].
l+k35 1+s<35C
-k, (T,.-T.)
220 2
[(7, ) ] Mn if $>5_ and T<T,.
-k AT =T o)
4 i 542720 e
PH—J €V kg [(T,-T, e ] Mn if $>5_ and T,>T,
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where driving functions are

T2 = air temperature
5 = solar radiation
VI = above ground biomass
L = leaf area index,

The intermediate system variables are

M function of soil moisture

N

function of soil nitrogen,
while the constants are
T20 = compensation point for net photosynthesis with respect to leaf

temperature

SC = photosynthetic compensation point with respect te sunlight
intensity
k. = empirically determined constants, i =1 . . . 8,

:
The time increment of this model is one second and the unit area is one square
centimeter.

(i1i) A herbage dynamics model with vegetative structure detail was
also developed by Bledsoe and Jameson (1969). The output of this model includes
UA, aboveground biomass fn reproductive structures. It uses a set of
three differential equations for each of n species of plants. The set is:

uﬁ - Pn -{TB + 'rR +D, + HA}

UB =Ty ~{DB + Hy + Ry [T3]}

+H. + VR (T.))

UR R R R RiR v

1
-
i
—
L)

where driving variables are

Fn = net photosynthesis
T2 = air temperature
T, = soil temperature
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and where system wvariables are

TB = translocation to belowground parts

TR = translocation to reproductive structures
DA = death rate of aboveground parts

HA = aboveground harvest rate

DB = belowground death rate

HB = belowground harvest rate

UB = belowground biomass

RB = belowground respiration

DH = death rate of repreoductive parts

H, = harvest rate of reproductive parts
V. = reproductive structure biomass
R, = respiration of reproductive structures

The model operates on a per second time scale and per souare centimeter
area scale,

Waggoner's model (i) gives net photosynthesis as a function
of respiration, nutrient status, photo-thermal status, temperature, and
solar radiation. This may be hierarchically represented as shown below.
(See also Fig. 3.3.1).

Fhotosynthesis Respiration

I
I l

Hutrient Status Photothermal Status

Temp. Solar Rad.

The photosynthesis model due to Bledsoce and Jameson (ii) may be repre-
sented as o function of soil moisture, soil nutrients, temperature, solar
radiation, above- and belowarcund bhiomass and leaf area. This may be repre-

sented below, taken from Fig. 3.3.1:
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Photosynthesis

Internal Environment

T T | I I |
Soil Moist. Soil Nutr, Temp. Solar Rad. A.G. Biomass  Leaf Area
EB.G. Biomass

The Bledsoe and Jameson herbage dynamics model (iii) gives above,
below, and reproductive part herbage biomass as a function of metabolic
mortality, storage, translocation, respiration and photosynthesis. This may
be represented by that section of the hierarchical diagram shown below |
(see Figure 3.3.1).

Froducer Biomass

I T | ] L
Mortality GSteorage Translocation Respiration Photosynthesis

3.% Consumers
3.4.1 Consumer Population

The diagrammatic representation for energy flow or biomass change within
the '‘consumer group'' can be represented as a function of two general causal
factors: (i) change in population numbers: (ii) weight changes or energy
flow for those present members comprising the population. The following relation-
ship exists;

B=N.+W

where B is the total biomass of a population, N is the number of populatien

members, and W is the average weight of a population member. Moreover,
B=N- W+W-.n

and the rate of change of B is also related to the two mentioned variables.

Therefore, the consumer hierarchical diagram has been divided into these two
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components, This discussion is concerned with the change in numbers or
population dynamics aspect of the diagram. This diagram is shown in

Fig. 2:8.1:7.

The causal relationships, on the left, those of change in population
numbers effected by mortality, natality, and movement into and out of the
system, is the most evident and well-accepted of al] the causal relationships

in Fig, 3.4,1.1.

The three variables affecting natality are the number of offspring
produced per breeding effort per breeding animal, the number of breeding
efforts, and the number or proportion cf breeding animals within the popula-
tion. To relate the first of these variables to specific causal factars
in a general hierarchical context is difficule, There have been extensive
research efforts related to the clutch size in birds, litter size in mammals,
etc., but little or np significant work has been presented in the literature
combining all factors into ane model. OF the five factors listed relating
to numbers of young produced, only one, geographic area, is not driven
by the output from another compartment . Geographic position has been
shown to affect the number of young produced in several populations of
consumers. However, the actusz? causal factor: have been widely disagreed
upon; suggested factors jnclude climatic influences, food availability,
and day length, Therefore, no attempt is made to have geographic area
relate to a driving function or a specific outside compartment,

A second variable that influences natality is frequency of breeding
effort, Fecundity and dependence period require explanation. |f the diagram
was structured for only mammals, then one could speak of this factor in
terms of gestatien and lactation periods, but mare gencral terminolooy is

used here,
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dynamics)
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Climate (A)
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Food availability (P) (&) (pD)*
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(data)

Migraticonal tendencies

Social interactionse—m
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Susceptability for being
successful ly attacked (data)

Expected life span (data)
Susceptability to disease ({data)
Temperature (A)

Wind  (A)

Other interactions of
climatic influences (A)

Food availability (P} (A) (FD)=
£ quality

population dynamics (tentative).
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Cmigration and immigration of population members into and out of the
system being modelled are aspects of population density that are more
closely linked to animal behavior than either mortality or natality. Conse-
quently, in the diagram most listed factors are eventually tied to animal
behavior. Ewven food supply can be indirectly related to behavior.

Basic knowledeoe concerning mertality is sparser than that ahout natality.
The mortality factor is considered to be a function of four other facters in
the hierarchical diagram. Of the four, accident can be treated inftially as
a purely random event, at least on an intraseasonal basis, and not subject
to mechanistic modelling inputs. Predation, as it affects mortality, has
been studied intensiveiy and many dynamic models have been devised to
simulate predator-prey relationships. Most of this effort has been done with
insect populations. The susceptability-of-preyv-for-attack factor is meant
to include all of the predator-prey-mortality interactions not covered by
population densities.

The metabolic pathway of death is designed to include all causes of
mortality not fitting elsewhere. Our knowledge of the interactions within
this group of causal relationships is perhaps more vague than at any other
place on the diagram.

The inputs into this hierarchical diagram from other such diagrams
and driving functions, and the feedback loops from the output of this one,
are only presented to indicate what might be possible eventually, and not

what is feasible in the modelling efferts of the immediate future.

3.4.2 Consumer Weight Change of an Individual
In considering factors influencing the weight change of an individual,

the total partitioning of energy has been emphasized. Consequently certain
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aspects of body composition will be needed for predicting weight change

from caloric change if a non-caloric estimate of biomass is desired.
The hierarchical diagram depicting the relationships of various

factors which may affect the weight change of an individual consumer is

largely based on mammals. The diagram is given in Fig. 3.4.2.1.

3.4.3 HNet Energy and Those Factors Which Affect It
(i) MNet Energy
Net Energy = Metabolizable Energy - (Basal Metabolism + Thermo-

regulation + Activity + Heat Increment + Reproductive

Energy)

Met energy is defined as that part of the metabolizable energy which

is not directly catabolized and which is thus available for anabeclism.
(ii) Metabolizable Energy
Metabolizable Energy = f{Assimilation, Excretion, Secretion)

Metabolizable energy is the only energy input of wvirtually all consumers.
Certain microorganisms, however, are both autotrophic and heterotrophic, and
certain other organisms actively absorb heat from the environment. This latter
factor is included under thermoregulation.

Assimilation refers to the amount of chemical energy which is absorbed
into the animal from the environment or gut. Certain animals, however, do not
have a gut. For most animals:

Assimilation = (Ingestion, Digestibility, Organisms, Competition)
Ingestion = f(Fcod Availability and Preference, Digestibility,
Animal History, Caloric Content of Food in Relation

to Their Heed)
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Weather

Circulatory flow

Age
Sex

Body size

Compenents of the consumer trophic level:

animal energetics (tentative).
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Digestibility = f(Passage Rate, Gut Enzymes, Food Quality)

Organism in the gut (both parasites and symbionts! require part of the
ingested energy. Many if not all contribute to the host animal by supplying
heat and by converting certain nutrients from a useless to a useable form.

(iii) Basal Metabolism

Basal Metabolism = f(Body Size, Sex, Age, QTGJ

Basal metabolism is usually defined as the metabalic rate of a fasting
and resting homeotherm in a thermoneutral environment and which is neither
hibernating nor aestivating. This definition is extended herein to include
all animals whether they are poikilothermic {cald—b]omded}, hibernating, or
aestivating (summer hibernating). This is rationalized on the existence of
the rather continuous gradient between the homeothermic and poikilothermic
extremes which are found in nature.

(iv) Thermoregulation
Thermaregulation = f(Microclimate, Response to Microclimate,
Insulation, Body Surface Area, Body Size)

Thermoregulation refers to physiolegical activity which requlates the
interna] temperaturc of a consumer. Although this factor is normally thought
of as being unique to birds and mammals, it is not universal. It applies in
some degree to reptiles and perhaps other "poikilotherms."

Microclimate is used as a general term to describe wind speed, relative
humidity, radiation flux, and temperature at the animal's surface. Al though
input to Microclimate is labeled as abiotic and producer (the latter being
through shelter), the necessary information may not be available from abiotic

or plant models,
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(v) Activity
Activity = f(Body Size, Microclimate, Food Availability, Social
Behaviaor)

Virtually all consumers are motile (some parasites excluded) and thus reguire
energy to move, The amount of energy required will depend on the site of the
animal, the prevailing microclimate, the time and effort reauired to feed, and
on the intensity and duration of social behaviar.

(vi) Reproductive Energy

AlT groups of animals reproduce. Many are dependent on their parents
for nutrition during their early growth stages. Since offspring are new
individuals, weight changes associated with zygote nutrition must not be
included in net energy or possibly even metabolizable energy. Milk production
can be considered as gland secretion and thus be accounted for under
metabolizable energy.

(vii) Heat Increment

When most animals ingest, digest and assimilate food, their metabolic
rates increase. Some ef this increase cannot be attributed to previously
listed factors and thus will be included in a separate category--heat

increment.

3.4.4 Clarification of Consumer Hierarchical Diagram Ambiguities
Leoking at the hierarchical diagram of Fig. 3.4.2.1 we see that certain
aspects of both the producer rmodels and the abiotic models will be required
as inputs, Several generalizations can be made.
(1) Microclimate results from modification of climate and weather by
the structural surroundings of the animal, Thus, topography and plants shelter

an animal and thereby modify the microclimate,
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(i) Physiological response to heat loss by conduction, convection
and radiation will be characterized by changes in an animal's exposed surface.
Climatic change will affect the thickness of the coat. Some weather conditicons
may cause individual hairs to stand on end.

(iii) Maximum food availability will be determined by the producer
model. Thus an animal cannot eat what has not grown. The abiotic inputs (such
as snowfall) will tend to reduce the available food by making food difficult
te find,

(iv) The abiotic and producer components of the environment provide
an animal with a structural framework within which they live. These factors
will affect the frequency of interaction between individuals {e.g., earthworms
rarely encounter one another and thus have little neer for elaborate social
behavior). The availability of shelter, nesting sites, etc. will affect
territory size and thus territorial behavior.

(v) Food quality follows a seasonal trend. Young succulent spring
growth is much more nutritious and much more digestible than winter forage.

(vi) Animal history is largely the result of previous weather and
food supply.

Several specific models concerning consdmer population dynamics and
weight change are summarized below and the diagrams are then related to
hierarchical diagrams in Fig. 3.4.1.1 and 3.4.2.1. These are given in Tables
3.4.45.1 through 3.5.4.4,

The bird population dynamics model summarized in Table 3.4.4.1 gives
bird population numbers and weight as a function of immigration, emigration,

birth rate, death rate, assimilation efficiency, food ingestion rate, and a
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Tabl 3.4 4.1, Summary of bird model with inputs estimated for the lark
buntings. The model gives bird population density and weight change as outputs,

Differential Equations

1. P(t) = 1(t) - E(t) + B(t) - M(t)
where B(t) = L{t - h) $(t,h) P({t - h) R(t - h)
2. w(t) = e(t) Flt) - RE(t)

Output Variahles

Notation Definition Units Source
Pit) population birds /100 hectares solve eguation |
density
at time t
L+]
P(t) rate of change birds/100 hectares-week equation |
of population
at time t
wit) average weight grams/bird solve eguation 2
per bird
at time t
L]
wit) rate of change grams/bird-week equation 2
of bird weight
at time t
W(it) total bird grams/100 hectares Wit) = wit) P(t)

biomass density

Innut Variables

Variable Variable Value Units Source of Value
Notation (for Lark Bunting)
() immigraticon {60 May 1-15 birds /100 observation
rate at time t {0 otherwise hectares/week (Ryder)
E(t) emigration {50 after Aug. 15 birds/100 observation
rate at time t [ O otherwise hectares/week (Ryder)
Blt) birth rate chtained from birds/100

at time t other variables hectares/week



Table 3.4.4.7,

onnlfnued].

"EEI'

M(t) mortality rate
at time t
elt) assimilation
efficiency
at time t
Ft) food intake rate
at time t
RE(t)  respiration rate
at time t
h hatching
period
L{t - h)  egg laying rate
at time t = h
S(t,h) percentaqge
egg survival
Rit - h) percentage

breeding females

( .015 P(t)
(before lune 10
( .025 + p(t)
( after June 10

.f for all time

4] for all time

(28 befare June 1
(79.5 June 2=Jduly 10
(29 July 11-30

(28 after July 30

9 days

] June 1-21
July 10-21

(1.2

{ .4

{ 0 otherwise
A

5

birds/100
hectares/week

observation
estimates
(Ryder, Baldwin)

literature

literature
+ date (Baldwin)

grams/bird/week

literature
+ cbservation
(Baldwin)

grams/bird/week

observation
{Baldwin)

data (Ryder,
Baldwin)

egas/breeding
female/week

observation
(Baldwin)

observation
(Ryder, Baldwin)
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Table 3.4.4.2. Summary of insect predation mode].

(see:

Holling, 196:).

Model form:

a) dependent varighles - general de
5 B

: ea
numbers, calories, chemical constit

The model gives the change in mortality rate of a prey

to predation.

S ) 14~

b) equation types —- difference, dif;
all three.

c) genaral form using fus

Wy Fl0 Do BLoce, cj}

it =y i
Variable Definition Type
HI change in
martality rate for
prey populaticn i
DI density of
prey population i 1
D, density of
J predator population ] 1
E selected
environmental ]
factors
ET characteristic 1
index of prey
C. characteristie 1
J index of predator
L = pargmetar
2 = wntermediate gystem variable
§ = driving funetion or input

ferential, algekr

Value Used

percentage

indiv. /M2

indiv..-"'t"l2
variable
percentage

percentage

[ iy

insect population due

L notation, e. g., Pn = f(L,T,n,M)

Source of Valus

solution of
equation

either from output of
main pop. dynamics
model or data

abiotic model

data

data
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Table 3.4.4.3. Summary of Thermoregulation Model.

The model gives the energy needed to maintain animal thermal balance.

Model, form:

a) dependent variables -- general description, type, e.g., biomass, numbers,
i |

calories, cnemical consiituents (specify)

Th = Thermoregulation energy.
KCAL

Units -
individual, day

bl equation types -- difference, differential, algebraic

Algebraic.

e} genaral form using functional notation, gugey Pro= iU, T,0,8)

-

Th = F(M, 1, Wt., exposed surface area)
Variabis Definition Value Used Source of Valus
M Microclimate Various Abiotic
- wind and
- air temp. Literature
- radiant and
energy Data
- relative
humidity
| Insulation Various Literature
- thickness Data
- resistance to
heat flow
’ ; ; 4
Wt. Metabolic weight (live thBK Data
ESA Exposed surface area cm2 Literature
Data

pﬂ':ﬂ I i Lon
ntarmediate system variable
¥

g Junction op

S By b
|

Interrelation:

2 SPRT 3 7 s . P - 1 . -
state probable relation ta other moc ﬂ” For which <t may be a bulldirg Blosk,
Pt e = - 17 e 4 Tyat 18 g 1
Wwhton umg be bBleens Jor it, for which does 1t provid g arimng funetions, agte.

This model will feed into the net energy model and will require inputs from
abiotic producer models. Producers are important as praviders of shelter.
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Table. 3.4.4.4, Summary of Net Energy for Production Model,
{(Ruminants) .

The model gives the rate of production of biomass of an individual.

Model, form:

.

a) dependent variables -- general deseription, tupe, e.g., biomass, numbers,
ealoviea, ohemical constituents (zpectfy)

Net Energy - NE
KCAL

Units =
Day = Indiwvidual
b) equation typea -- difference, differential, algebraic
Differential and Difference - Differential
e) general form using funetional wetation, e.g., Prn = F(L,Tyn,M)

ME = ME = (EM + TH + H|l + A + ER)

Variable Definition Type Value Used Source of Value
ME Metabalizable 2 KCAL -
energy Day = Individual il
BH Basal Metab. 2 " Data
TH Thermoregulation 2 L Data & Literature
HI Heat increment 2 i Literature
A Activity i " Data & Literature
ER Energy of 2 1 Literature

Feproduction

= paramater
s A e
irtermadiate syotem varichl
£
7

= driving Ffuretion or imput

L]

Cay T Td
|

I foyn a'é‘_'_a-f- "
Efats ;ﬂﬂ ?
which Jay

relation to other models for wh
locks for it, for whieh does it

R H Bty -3 L
ah 1t may be a bullding bloek
.

T T @

E o
JFunctions,

Building block for consumer biomass model; requires models giving independent
variables,



-72-

num.cr of reproduction variables. These may be represented as the diagram

below (adopted from Fig. 3.4.4.1 and 3.4.4.2):

bird numbers

|

natality immigration and mortality
emigration

) | ]
no. eggs layed per ega laying no. animals
breeding pair rate reproducing

Bird weight change

net energy

metabalism

-

assimilation

[ !

ingestlion digestibility

e

Holling's insect predation model (Table 3.4.4.2) gives the insect
mortality rate due to predation as a function of prey density, environmental
factors, and animal history of both predator and prey. This may be shown

hierarchically halow:

Insect mortality (due to predation)

Predaticon
Prey density predator density susceptability for attack
envir, factors prey and predator

history
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In this case the mode] carries beyond the resolution of hierarchical
diagram 3.4.4.2 and another level of resolution had to he included (the bottom
line of the diagram above) .

The thermoregulation model (Table 3.4.4,3) gives thermoreguiation enerqy
cost in kcal per individual per day as a functien of micrnc?imate, insulation,
metabolic weight and exposed surface area. This may be represented as [n the

diagram below:

Thermoregulatian

|

behavior insulation body surface body size

microclimate

The ruminant net-energy-for-production model (Table 3.5.4.4) gives
net energy as a function of metabol izable energy, basal metabolism therma-
regulation, hegt increment, animal activity, and energy of reproduction.

This may be represented hierarchica]ly as in the diagram below:

Net enerqy

basal metabolism thermorequlation heat activity metah, engrgy
increment energy of
repro,

O0f the four consumer models discussed above anly the first, the bird

model, is currently cperating in conjunction with the grassland study,
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3.5 Detritus Chain
3.5.1 Hicrebial Hierarchical Diagram Structure

The modelling of ecosystem components whose processes are mediated
mainly by microorganisms can be thougnt of as a system of material flows
regulated by the activity of microbial fumctional groups (Bledsce and
Jameson 1969). For example, oxidation of ammonia, or flow froem NHI to ND£
is mediated by the activity of Nitrobacter in the soil. The hierarchical
diagram in Fig., 3.5.1.1 details the causative links which must be expressed
mathematically to determine activity of a microorganism functional group.
There are three major subheadings: microorganism presence, biomass, and
proper environmental conditions,

The first factor invelved in determination of microbial activity is
the presence or absence of the bacterial types. |f they are present in
the active form, there are four possible mechanisms by which they came to
be present. If present in the spore form, the environmental conditions for
spore germination must be present if subsequent activity is to occur. These
conditions will frequently be different from the conditions for arowth,

Given the presence of the organism in active form, the environment must
be favorable for metabolic activity to occur. The environment is arbitrarily
divided into abiotic and organic segments. The facters under these headinags
were taken from Brock (1966) and are, in their general form, well known to
microbiologists. The sources of these factors will be other models,
literature or experimentally measured values (DATA), variable factors
representing man's manipulations of the ecosystem (H1), or factors determined

by the model itself in feedback loops (indicated by asterisks).
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The organic and abiotic factors indicated as coming from the producer
and consumer diagrams will be provided via a connection to some existing
variable of those diagrams. For example, the carbohydrate {EHEDJ companent
will exist in a variety of forms (e.g., cellulose, chitin, cellobiose)
but all will come largely from plant and animal litter. Finally, microbial
biomass will affect activity and rate of change of biomass. This factor
will be determined from experimental measurement for initial conditjons

and will be denoted by feedbacks.

3.5.2 Detritus Chain Models

Four models concerned with the detritus chaln are summarized in
Tables 3.5.2.1 through 3.5.2.4%. The three models concerning the microbial
element can be directly related to the hierarchical diagram in Figs 3.5,
The soil nutrient model does not directly relate to any one of the hier-
archical diagrams. This points out that the analogy between models and
hierarchical diagrams does not always hold. The diagrams may be seen as

guidelines for model development but not as rules.

3.6 Abiotic: Climatic
The abjotic elements were divided up into climatic and scil subgroups.
In the climatic subgroup most of the systems are not amenable to a hierarchi-

cal diagram, except for the net radiation.
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Table 3.5.2.1 Summary of principal Soil Nutrients Model

Model Form
aldependent variables -- general deseription, type, e.g., biomass, numbers,
calories, chemical constituemts (specify)

The model describes the co~centrations of the principal soil
nutrients, i.e., nitrogen forms, phosphorus, cellulose, plant
proteins, etc. May be partitioned te be descriptive of various
soil depths. Rate of change is proporticnal to activity of a
microbial form in some cases.

blequation types -- difference, differential, algebraic
10-20 Differential Equations per soil layer
elgeneral form using fumetional notation, e.g., Pn = f(L,T,n,M)

N, = Filyeedl.  Nay Tay Smy 1)

Ny, 1 i

System variables:

Variable Definition Type Value Used Source of Value
Ni i=l...m Concentration k = %

of .th soil
Nutrient,

Ht Active biomass L - -
of .th microbial
‘I'L—
form
T; Soil temperature 3 - Abiotic model
Sm Soil moisture 3 = L L
Ii Sum of inputs 2 = Plant and animal
and outputs of models, external
iiﬂ_NutrTEnt manipulations
form due to all (Fertilizer, etc.)

non-soil processes

- i ' 7 - - -‘ v
| = parameter 4 = prineipal system variable
¢ = wntermediate system varizble
B Y G L — L
8 = driving function or input

Interrelation:
atate probable velation to other models for which 1t may be a building
: S S . oy R
block, witeh may be bloeks For {t, for whieh does i+ provide driving

functions, ete.

-

H

Closely related to soil microbe model.
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Table 3.5.2.2. Summéry of Soil Microbe Model |

Model, form:

al) dependent variables -- general deseription, tuve, e.g., bicmass, numbers,
ealorias, ehemiecal comstituents (speeify)

The model describes the biomass of active mierobial forms associated with
transfers of soll oraanic nutrients. Generally a logistic or exponential
DE with variable parameters.

ey

b) equation types -- difference, differential, algebraic

-

10-20 differential equations

e) general form using Funetional wnotation, e.g., Pn = f(L,7,n,M)
o

M.=F1{T3. Sm, N N, T, ...T. , M,...M , B.)

i | ) X 1 n i
I p
i =1,...n microbial forms
o
Tx+ = FEHi, N, - .Nm)
[ 1
System variable
Variable Definition Type Source of Value
i=1,...n Active biomass of ly --

ith microbial form

T3 Soil temp, 3 Ablotic model
Sm Soil moisture 3 --
N,, i=1,m Concentration of ith 3 Nutrient cycling model

form at soil organic
or inorganic nutrient

, i=l..p Metabolic byproducts 2 Soil toxicity model

Boolean variable giving 2 Soil microbe |1 model
switch on growth con-

ditions for ith

microbial form

= p4ﬂ51"+“r
2 = intermadiate system variable

= driving function or input
prineipal system variaile

Hy Sap

Intervalgtion:
state probabl

L?h. .:.-(.‘-' ma be

]

ticn to other mocdele for which it may be
1 T

o ”h‘-u'h does T “'I"G ide u_“‘u 11.?.q

w'bﬁtna bloak,
Frent 12 .'..F':'LIJ era.

"'-L L4 o

Closely related to soil nutrient cycling model

nutrient —'—i': sail
- * i !
cyeling _4—————i microbe |
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Table 3.5.2.3. Summary of Soil Microbe Model ||

Model, form:

a) dependent variables -- general deseription, type, e.g., biomass, numbers,

ecalories, chemical constituents (apecify)

The model gives Boolean variables giving yes or no answer (0 or 1) to
question "Are environmental conditions correct for activity of this

organism?' and '"'Is this organism present in the sogil?"

b) equation types -- difference, differential, algebraic

Boolean -- one set of logical formulae for each microbial form

e} genaral form using functional notation, e.g., Pn - F(L

. - gtruc if Ekir I k]2} v [kTE <, =k
; (false else
Variable Definition Type
BT 0 or 1 depending on 2
conditions for activity
of ith microbial form
ki.,j=1, .q Parameter specifying 1
J environmental tolerances
ZI Environmental variable 3

specifying condition
important to growth of
same micro organism--
usually same as Txi' T

3?
Sm, etc.
| = parameter
= 4 G .
2 = intermadiate sustem variable
$ = driving funtion or inmput
"

Interrelation:

state probable relation to other models for whieh

whien may bé bloels jor iz, for which does

Frovides input for soil microbe | model

s Tyny M)

Source of Value

literature, field
measurement

generated by various
mode | s



Table 3.5.2.4., Summary of Soil Toxicity Model.

Model, form:
al) dependent variables -- general deseription, type, e.g., biomass, numbers,
ealeries, cnemical constituente (specify)

The model gives concentrations of materials in the soil which might be
toxic to any other life form -- excludes substances which are included
In principle soil nutrient model

- T +
L

b) equation types -- difference, differvential, algebraie
10-15 differential equations

e) general form using Junctiomal wnotation, e.g., Pn = f(L,T,n,M)

T o=fM,, M....HM Voreon | F——
x, (Mps My My Ve Ve 1 q:l
Variable Definition Type Source of Value
T Concentration of 2 i
. , X :
i ith soil toxin
M. See soil Microbe | 4 --
] moede |
UB ] species of plant, 4 Plant model
i below ground biomass
l. External input due 3 Model controls
4 to man's manipulation,
etc.
| = parameter 3 = driving function or input
2 = intermediate system variable 4 = prineiple system variable
Interrelation:
gtate probabl i R butlding block
2 i

g relation to otner models for u
4

which may be blocke for i{t, for which deoe

FProvides input for soil microbe | & Il models.
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3.6.1 Net Shortwave Radiation Hierarchical Diagram

In this diagram the net radiation is represented as being determined by
the incoming soclar radiation, absorption in the air, and reflection in both
the air and the ground. These in turn are affected by topographic and
climatic conditions as is outlined in Fig. 3.6.1.1. We see here inputs from
the producer element via cover and microclimate and from human control

through the passage of particulate matter into the atmosphere.

3.6.2 The Climatic Subsystem

The precipitation submode] is envisioned as the central element of the
climatic model because sufficient record of precipitation exists to permit
the development of a statistical model which will accurately represent
natural conditions, and because many of the other climatic elements to be
modelled show a dichotomous response to wet vs. dry conditions. The deter-
mination, therefore, of whether it rained on a given day or not will
control directly the functions or computational procedures to be used by
the other submodels, the solar radiation model excepted.

(1) Precipitation Model

Determine if rain occurred on a given day using a Markov chain.
Different relaticnships will be developed for each period of about
20 days. The lag will be one day.

If it rained on a given day, determine the amount. This will be
accomplished by random selection of a storm size from a frequency
distribution of storm sizes for the appropriate season. The freguency
distributions will be developed from existing data.

Distribute the rain from this point estimate of storm size over the

site. This will be accomplished using the data from the Intensive Netwark

of 'pasture gauges.' The method of distribution is not yet established.
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(ii) Tempcrature Model

Determine departure from normal maximum and minimun temperatures
using a Markov chain. Different relationships will be developed for wet
and dry days and for different periods of the year; the length of these
periods is not yet established.

From the maximum and minimum temperatures, develop temperature regime
for the dry days based on average diurnal fluctuation for the seacon.

Establish concurrently a vertical temperature profile within the leaf
zone, by a method not yet established.

(iTi) Cloud Cover Model

Select at random a percent cloud cover for the day from a frequency
distribution developed from existing data. The possibility of modelling
diurnal fluctuaticons in cloud cover depends on the nature of the existing
data. Different freguency distributions will be developed for different
seasons and for wet and dry days.

(iv) Wind Model

Randomly select wind speed for a day from a frequency distribution for
the appropriate season and wet or dry condition.

Randomly select a wind direction from a frequenzy distribution for
the appropriate season, wet or dry condition, and wind speed class (e.g.,
0-10, 10-20 mph, ete.).

Develop diurnal fluctuation from this point-in-time estimate using
a function representing average diurnal “luctuation for the seasan.

(vl Relative Humidity

Randomly select a relative humidity from a frequency distribution

for the appropriate season, percent cloud cover and wet or dry condition.
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The opportunity for modelling diurnal fluctuaticn in relative humidity
depends on the nature of the existing data but should be possible.

(vi) Sclar Radiation

Solar radiation wil] be modelled mechanistically. Solar radiation
reaching the earth depends on time of day and year, latitude, slope,
aspect, cloud cover, and particulate matter in the atmosphere.,

(vii) Atmospheric Pressure

Randomly select an atmospheric pressure for the day froem a freguency
distribution of atmospheric pressures for the appropriate season and wet
or dry condition.

A shortwave radiation model developed from Fig. 3.6.1.1 gives the net
shortwave radiation as a function of incoming radiation, albedo of the
surface, and all the other environmental factors given in Fig. 3.6.1.1,
Such a model may be seen as enclosing all the elements of the figure. It

Is summarized in Table 3.6.2.1.

3.7 Abiotie: Edaphic
3.7.1 Soil Water Hierarchical Diagram

Characteristically, runoff from grasslands is infrequent, although
overland flow and re-infiltration are common. Runoff refers to the water
that is removed from the area by streamflow. Therefore, soil water dynamics
is central to our approach rather than runoff in the conventional case,

The hierarchical arrangement of Fig. 3.7.1.1 is a virtual listing of
the input and cutput to the soil water, and major processes through which
this occurs, the primary variables and factors affecting these processes,

and the secondary and suspected variables and factors influencing the primary
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Summary Shortwawve Radiation Model

Model form:

a) dependeni variables -- gensral deseription, tupe, e.g., biomass, numbers,
calories, chemical constituents (specify)

The model gives_the shortwave radiation (SWR) absorbed by soil or plant -°

cover. Cal. CH time

b) equation types -- difference, differential, algebraic
Algebraic

al) general from wusing functional motation, e.g., Pn = f(L,T,n,M)

SWR = F(INC, AL, TY, TD, TC, LA, AS, SL, AP, PW, PM)

Variahle

INC

AL

Y

O

TC

LA
AS
5L

AP

PW

FM

LHLE

[

Cay Dng
|

= pdlxamarar

3
P PTE

= EL'I 'II: 'I_] ":: .

H

Interrelation:

SLALE pProoaolo

fo T
Wil Mo

2

1'.”‘1.,_, -

“T

Definition Type

Incoming 5-W z
radiation

Albedo of 1
surface

Time of year 3

Time of day 3

Transmission 2

coefficient

Latitude 1

Aspect 1

Slope 1

Atmospheric 3
pressure

Precipitable 3

0 in atmosphere

Particulate 3
matter in atmosphere

AL " e o e
relaficon L0 othey magels for uatofl 1t
wg Jor- it

Source of Value

Data

Internal

Internal

Data
Data

Data
Pressure model

Data & relative
humidity & cloud model

Data

ETL G . 1e
building blozk,

may be

T
-
- ' T e T J T £ 3 ! Yo g -|-.1 .~y >
LT, JOoP Lo Qogs v provide QPLVLRGg JURQTLONS, €LC,

Provides driving funtion to producer and censumer medels.

Cloud cover & precipitation models provide inputs to it.
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Soil temperature
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Advected energy
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Production (P)
Decomposition

(M)
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Removal
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Soil texture
Soil structure
Soil minerals
Compaction (C)
Organics (M)

Traffic (C)
Soil texture
Wind (P)

(M)

Remaval g .
traffic

Production (F)
(M)

Decomposition

(c)

Soil texture
Sofl structure
Soil minerals
Compaction (C)
Organics (P)

(M)

(M)

Topography
Microtopography
Plant canopy (P)

Solar & thermal
radiation
Albedo

(c)
()

Soil water content

(P)

schematic of dynamics of soil water in the grassland (tentativel].
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ones. Physically, the major processes are both intradependent and interdep-
endent and must be treated as a true system. This cannot be conveniently
illustrated by the more artificial hierarchical system. However, the
diagram will display the relations of the soil water model to the producer,
consumer, and decomposer models,

The hydrolegic cycle is relatively easy to describe in gualitative
terms and the major processes and factors affecting these processes are well
known. The state of the art in hydrologic modelling is guite advanced as
far as modelling the abiotic processes (strictly physical), and the real
challenge in modelling these processes is in the effects of the plant,
animal, and decomposer on the behavior of water in ecosystems.

The left half of Fig., 3.7.1.1 represents the input of water to the
soil, and the right half represents the output of water frem the soil.

One major distinction between the input and output processes is the
time scale, Input occurs in a matter of minutes or hours, at the most,
and output proceeds Tn terms of days or weeks.

The only input pathway to the soil-water system occurs through infil-
tration, which is the movement of water through the zoil surfzce into
the soil mass as distinguished from percolation, which is the movement of
water through the gofl mesz. Howewver, the two processes must be considered
simul taneously since either process limits the other. To discuss the entire
soil-water recharge system, we will begin with intercepticn, the process
controlling the net rainfall available for infiltration. HNext are retention
and detention, the two processes characteristic of the surfuace phenomena.

Fimally there is percolaticn, the process characteristic of the soil mass.
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For all processes, one of the models (if any) will be presented that are
now available from the literature., Functional notation is given for models
not yet developed, i.e., those representing the biotic influences on the soil
recharge processes.

Interception is the process through which the rainfall amount (and the
rainfall energy) is reduced before reaching the soil surface. The amount
of rainfall that does not reach the soil is a function of the storage capacity
of the leaves and litter (intercepting area x water film thickness), the leaf
area index, the total ground cover, the rainfall rate and duration, the
evaporation rate during the storm, the wind during the storm, and the
duration of inter- and intrastorm pauses. The storage capacity of a plant
and litter canopy represents the threshold that must be exceeded (assuming a
lumped system) before infiltration begins. Wind (the mechanical process) and
evaporation, restore the storage capacity. The duration of inter- and intra-

storm pauses pravide the time for storage recovery through evaporation.

3.7.2 Soil Water Models

0f the factors discussed, only the rainfall amount, the storage
capacity, the leaf area index, and Lhe evaporation rate during a storm
have been included in mathematical model for interception,

| = s{1-a"%") + REL

Ll

or

(5 + REL) (1-e"CF)

1]

are alternate equations used to represent interception, where

interception in inches depth owver the projected area of the canopy

1]

sterage capacity of the vegetation over the projected area of the
canopy

w
Il
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C=a fitted constant

P = gross precipitation

R = leaf area index

E = evaporation rate in inches per hour during the storm
t = storm duration in hours

The information required for these models must be obtained experimentally.
The necessary biotic models that must be developed have to do with the changes
in 5, R, and C. For example, 5 is a function of leaf and litter area,
which in turn depends on growth, litter production, forage removal, and
litter decomposition:

$ = flleaf area, litter)

The same functional representation could be used for R and C.

Retention and detention are two soil surface processes affecting the
length of time available for water to infiltrate into the soil, Retenticn
storage is the gquasi-static amount of surface depression storage represented
by the micro depressions of the soil surface. If infiltration is temporarily
neglected, retention storage is simply the threshold that must be exceeded
before overland flow begins, The measurement of retention storage is
tedious and subject Lo great variation. For most purposes it has been
calculated as a residual from analysis of plot hydrographs. As such, there
are no developed models for retention storage.

The importance of retention storage is apparent if we consider
whether animal traffic can change this basic threshald. If this is plausable,
it would appear that retention storage (RS) could be represented as:

RS = flanimal traffic x soil mechanical properties)
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Animal traffic (force and frequency of compaction) would interact with
soil properties such as clay content. For example, clay soil when moist
would compact, reducing relief and micro depressians.

Detention is the process through which flowing water is retarded by
the frictian of the surface. Detention storage or the amount of dynamic
storage as water flows over a surface is usually represented

.000818;°72 y3/5 (875

e = —
5EIIU

where De is surface detention in {thfft], i is the supply rate (inches/hour),
N is the Manning roughness coefficient, L is the slope length (ft) and S
is the slope (ft/ft).

The slope and slope length are available from field measurements,
but the roughness coefficient must be fit from data. HNo analytic expression
is known for roughness. For our purposes, it would appear that the resjs-
tance and flow caused by stem density and litter, and sinuosity caused by
plant pattern basal area and microchannels, would be an impertant coupling
between detention storage and plant and animals. Here, roughness would be a
function such as:

n = f(stem density, basal area, litter, microchannels)
Such a model would depend on herbage production and rate of removal, plus
the animal traffic imposed during grazing. The development would require
a regression approach.

Infiltration and percolation are deterministical ly deseribed by

the same eguation:
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where & is the volumetric water content of the soil, t is time, 7 is the
vertical direction, D is the liquid diffusivity and « is the hydraulic
conductivity. In this model, ¢« and D are the factors through which biotic
influences are effected. © and D are functions of soil physical properties
that can be altered through compaction, and microbial activity. Compaction
primarily reduces the porosity, however microbial activity may enhance
porosity through the promotion of water stable soil aggregates. In an
opposite effect, microbial activity may cause non-wetability and scaling of
the soil surface.

Each of the edaphic models described above could be represented on the
functional relations in the hierarchica] diagram for soil moisture in
Fig. 3.7.1.1., The four models: interception, retention, detention and
evaporation--are denoted in the figure by underlining the left most elements

in the hierarchy involved and italicizing the right most elements.
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h. INTERRELATIONSHIPS BETWEEN MODELS

A series of 28 models, forcing functions, and indices may be farmulated
from the hierarchical diagrams in Section 3 which farm a "whole system'' model
for a grassland ecosystem. These models are tabulated in Table 4,1 with the
model outputs on the left-hand side and mode] inputs (driving forces) on the
right-hand side of the page.

Table 4.2 is a matrix showing the interconnections between the models of
Table 4.1. The outputs are listed on the left-hand side of the matrix, while
the model inputs are listed along the top Dglthe matrix.

An element Sij may either be a blank--denoting no reTatiunship.betWEEn
mode] | and model j--an x denoting that an output of model ] feeds directly
into model i, or an s denoting that an output of model j feeds as an input into
model i, but that the output of J must first be modified before it ean be used
directly in model i. An f in element S (a diagonal element of the matrix)
denotes that the output of | feeds back into itself as an input.

The matrix of Table 4.2 shows relationships among models of Table 4.1

by connecting lines between the proper model inputs and ocutputs.

The resolution of these models might be increased by following the
hierarchical diagrams given in Section 3 over to the next level, thus
introducing more causal links into the model. Table 4.] does not represent
models that are now running. Several of these appear in Section 3. The
models of Table 4.1 are mainly for future development. Table 4.2 should be
seen mainly as a planning tool to direct the modelling effort in the near
future. For example, the plant pattern model takes on new impoartance when
viewed in the light of Table 4.2, since it is noticed that the plant pattern

model is required as an input to nine other models--far above the average,
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Table 4.1, Submodel outputs and inputs.

1. Met shortwave radiation 1.

Incoming shortwave radiation
Plant and soil albedo

Flant cover

Atmospheric pressure
Particulate matter

Relative humidity

2. Soil water 2,
Soil evaporation rate

5011 percolation rate
Soil diffusivity
S50il water
Frecipitation interception rate
Wind profile
Litter
Evaporation rate
Leaf area
50i] water retention
Frecipitation rate and duration
Soil water
50il properties
Wind profile
Plant cover
Seil temperature
Topography
Soil water detention
Litter
Plant cover
Topography
Precipitation rate and duration
Transpiration rate



Table 4.1, (Continued)
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3. Temperature profile

4. Soil temperature profile

5. Flant biomass
Aboveground bicmass
Belowground biocmass
Reproductive part biomass
Litter biomass

b. Photosynthesis rate

7. Plant transpiration rate

3

Net shortwave radiation
Photosynthesis
Transpiration rate

Soil radiation absorption
Soil conduction loss
Vapor pressure deficit

4.

S5oil evaporation rate

Soil water content

Seil energy conduction rate
S0il energy

S0il energy absorption rate
Relative soil thickness

5.

Photosynthesis
Translocation
Metabolic death rate
Harvest (ingestion)
Respiration

Soil temperature

Air temperature

6.

Het shortwave radiation
Total plant biomass

Air temperature

Flant morphology

Flant cover

Leaf moisture status

Leaf nutrient status

7.

So0il water

Flant cover

Soil physical properties

Wind velocity
Evaporation rate
Flant morphology

8. Three-dimensional plant pattern 8.

Ingestion
Animal activity
Wind profile
Flant pattern®



Table 4.1. (Continued)

9.

12,

15.

Humus bicmass

soil organic material

Soil nutrient density
Soil nutrients (N, P, ete.)

Microbial activity

Animal population and age
distribution

Animal activity

Flant respiration

9.

Animal litter
Flant litter
Humus biomass#

10.

S50il organic material®
Microbial activity
Humus bicmazs

11.
Soil nutrientss
Humus bicmass

12,

Soil temperature

Soil moisture

Sail albedo

Incoming sher<wave radiation
S50il nutrients

Micrabial presence

13.

Climate

Animal history

Producer biomass
Producer pattern

Animal population

S5ocial behavior
Predation and parisitism

14,

Microclimate

Body size and weight
Producer bicmass
Producer pattern
Animal behavior

15

Photosynthesis rate
Translocaticn rate
Photo-thermal status
Nutrient status
Water status
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Table 4.1, (Continued)

16. Soil evaporation rate 16.
Soil water
Plant cover
Wind profile
Net shortwave radiaticon
Litter
Alr temperature
Soil temperature
Vapor pressure deficit
Soil properties

17. Animal biomass 17.
Average biomass per individual Ingestion
Litter biomass Metabolic requirements
Animal activity

18. Plant translocation rate 18.
Plant phenology
Mutrient status
Water status
Photo-thermal status
Respiration
Fhotosynthesis

19. Plant metabolic death rate 9.
Plant morphology
Pathology
Nulrient status
Water status
Photo-thermal status

20. Animal investion (harvest) 20,
Producer biomass
Producer pattern and composition
Animal food preference, history, and

caloric neads

21. Het precipitation

22. VNapor pressure defieit

23. 5Soil texture and other properties

24. Atmospheric pressure

25, Wind profile



Table 4.1, (Continued)
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26. Topographic pattern
27. Plant morphalogy

28. Animal history and physiclogy

* = feedback
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" Reasoning like this should be used in placing a model's relative importance

into proper perspective,
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5. CONCEPTUAL INTERRELATIONSHIPS OF MODELS

5.0 Introduction

The aim of an integrated research study is the detailed analysis of
whole ecosystems., From a modelling standpoint this means construction of
whole ecosystem models. The models 1isted in Section 4 are primarily for
small parts of the ecosystem and do not accomplish in themselves this
goal. This section concerns the synthesis of multi-trophic level models
from these process and component models and by other methods. We view these
methods as being applicable either to interbiome or intrabiome models. Thus
a model can be regarded at any time as an end-point in itself, or as a

building block in a still larger hierarchy.

We have envisaged the building of whole ecasystem models as delimited
by two extremes. The first of these (Type 1) is the technique of building
a model from the ground up, i.e,, listing a set of relevant dependent
variables and proceeding to derive the quantitative relations among the
variables. In a whole ecosystem mode]| the variables chosen must be in some
way descriptive of the entire ecosystem. The other method [Type 2) consists
of interfacing existing models for small parts of the ecosystem into a
coherent whole ecosystem model. Any intermediate between these two extremes
can also be utilized. Generally, some combination of the two is-used based

on previous knowledge of the system.

5.1 Whole Systems Models Built From the Ground Up (Type 1)
The primary advantage of this approach s that it is relatively rapid to
construct a set of mathematical equations which can be construed as a whole

ecosystem model. Such a system for the grasslands might consist of from 10 to
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20 principal dependent variables. The disadvantage, of course, of this method
is that it is very difficult to attack the complexity of an entire ecosystem by
looking at the entire thing at once. Such a model js of extremely low resolution
and low precision. However, if carefully done, it can be of some use in quiding
future modelling strategy.

Sometimes a whole system model developed for a very specific purpose rather
than for the general display of ecolegical attributes can be constructed in
this way. The grazing model of Goodall (1969) was developed in this way. The
antelope model reported by Van Dyne (19695) is another example of a whole system

model constructed from the ground up,

Intermediate between the two types of whole system models discussed above
is the model of Bledsoe and Jameson (1969). This model was original ly conceived
as a whole system model and at the stage of development recorded in Bledsoe and
Jameson was divided into parts correspending roughly to trophic levels with an
individual attack made on each part. The equations of Bledsce and Jameson are
designed to be interfaced among each other. However, they are still fragrmentary
and have a number of parts omitted. At the current time these parts are being
developed and programmed independently for later interfacing as the second

type of whole system model.

5.2 VWhole System Models Constructed by Interfacing of Submodels (Type 2)

A whole system model of this type can be as complex as one desires and
its resolution is gencrally a reflection of the amount of time and the number of
people from different disciplines that have been involved in its construction.

If an adequate library of submodels is in existence and if the submodels are
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of similar type, e.q., all differential equation models with common variable
definitions and notational cnnvcnéions, then the construction of a whole system
model is relatively simple. As a matter of practice it is rarely the case that
the submodels are sufficiently similar that their interfacing is simply a matter
of placing computer subreutines together in the same computer program.

A preliminary step in submodel interfacing can be seen in the examples
of Section U of this report. Submodels can be thought of as having certain
outputs and inputs or driving functions. |In the construction of the whole
system model the driving functions of one submodel become the outputs of
another submedel. Some of the submode] driving functions become driving
functions for the whole system. This accemplishes merely the conceptual phase
of interfacing. An equally difficult task is that of casting the submodels
into the same computer code conventions and the construction of an actual simu-
lation program.

In the case of the Grassland Biome, all of the submodels are developed by
a well integrated group officed in the same locale and who have the opportunity
for day-to-day interaction. Development of submodels proceeds along previously
agreed upon guidelines to assure that the interfacing difficulties will be
minimal, One might proceed to develop a whole system mode] by using, for
example, the photosynthesis model of Waggener (1969%) as a part of a larger
herbage dynamics mﬂdc{, feeding this to a wild ruminant consumption model and
interfacing this with a Leslie (1945, 1948) type population dynamics approach.
Miscellanecus small models might be used to fill in the gaps and to provide
such things as decomposer function. |t can be fairly well predicted that, in
this case, one would have an extremely difficult time in the construction of

a whole system model whose output bore any resemblance to the real system.
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The conclusion is that there are two ingredients essential for the
development of whole ecosystem models which have a high degree of realism and
precision. The first of these is the requisite interaction time between
modellers for construction via the submodel interface approach. The second
is the requirement that the submodels be developed according to a common
mathematical framework. As a consequence of this it is desirable that the
developers of submodels be located at essentially the same site; if this
is not possible, it is essentjal that the necessary interaction be provided

via frequent travel and discussion sessions,

5.3 Increasing the Realism and Precision of the Mode |

Once a model for the whale system has been constructed and programmed
and is giving fairly recasonable output, there are a number of possible modifi-
cations to enhance the usefulness of the model far different pur,oses.

The first of these modifications is in the area of stochasticization.
Variables observed in nature nearly always have a random component. This
may be due to inherent variation in the variable, inherent variation in the
method of measurement or, usually, both. For some purposes it is desirable
to have a whole system model whose output variables ]ack this random character,
Lot is frequently desirable to predict only the central tendency of the
variables. Such purposes as testing of sampling methods, determination
of statistical ccosystem attributes, or use of the model a5 a driving function
for another model, or the addition of random factors can be useful. There
are two basic ways to stechasticize a madel .

The first method is the addition of stochastic driving variables. The
driving variables of a model are those input variables which, though generated

by a physical process are not considered as variables which the model simulates

- —_—
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in . mechanistic fashion. For the grassland ecosystem we consider such things
as air temperature, sclar radiation, and precipitation in this category. Given
a deterministic grassland model a set of output variables can be derived, for
example, for a given rainfall regime in a given year. On the other hand, one
may not wish to specify a particular exact distribution of precipitation but
merely the statistical parameters of that distribution. |If one is interested
in the statistical distribution of the output variables of the model, it is
necessary to make stochastic simulation runs in which the input rainfall is
chosen according to random metheds in many computed simulation runs. |n this
way statistical characteristics of the output wvariables can be built up.

The second method for adding a random character to a model is by making
the constants or parameters utilized in the model variable with time (within
the simulation) by drawing values for them from a set of random numbers
having certain statistical characteristics. 0Of course, a deterministic madel
can be considered as a degenerate random model in which the distribution
function for the parameters has zero variance. A model with non-stochastic
driving functions, but stochastic parameters, has the characteristic that
when it is run successively with the same input it will not give the same
output. Thus it is difficult to draw conclusions about the range of variables
from a single run given a set of driving functions. It is necessary to make
repeated simulation runs in order to determine the true model characteristics.

|f the model is to be used as a general management tool it needs to be
cast in the form of a management game which can be used by natural resource

managers, The management game is nothing more than an ecosystem model
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implemented on a computer with input and output easily regulated and

understood by persons other than those who built the model. The input
variables should be manipulatable characteristics of an ecosystem; the putput
should be interpretable in terms of management goals. Additionally, a
management game should have concise and accurate statements of the assumptions
on which the model is based and a thorough documentation of the model]'s general
characteristics. This is essential if the results of the model are to be used
intelligently by natural resource managers for realistic determination of the
effects of management decisions.

Another methed of enhancing the value of an ecosystem model is in the
case when one has well-defined management objectives which involve the optimi-
zation (minimization or maximization) of certain model characteristics.
Frequently this optimization will involve constraining some input parameters
to include realistic considerations, often dictated by economics. One
approach to optimization of variables is, of course, the trial-and-error
method in which case the modeller or game user attempts different sets of
driving functions and parameter manipulations and picks out that set which
gives output as close as possible to the desired output. For large models
this is not a practical approach, and it is desirable to formulate the
model in such a way that a simulation can be called for internally in the
computer by an optimization procedure, The procedure will, by evaluating
numerically the first and second derivatives of output variables, move in a

systematic fashion toward a set of driwing functiens and parameters which will
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yield the desired optimum result. There are a number of such optimization
routines available for varicus computers, and it is a relatively easy job to
convert a given computer code to the form necessary to be used by these routines
(Bledsoe and Van Dyne 1963). In canstructing the code for the original model
and management game it is desirable to keep the optimization use in mind and
plan the code accordingly. Another consideration is that of computer time.

An optimization procedure will fnvolve many computer runs of the individual
model which may already take a fair amount of computer time. An optimization
technique can then be quite costly. Thus, programming techniques which minimjze

computer time must be utilized.

5.5 MNotational Conventicns for Model Development

In July of 1969 a meeting of model ling personnel from the varicus biomes
was held in Madison, Wisconsin, under the auspices of the Analysie of Ecosystems
program. One of the tacit conclusions of this meeting was the need for a
uniform set of definitions of terms used in ecological modelling. There was
a plethora of such terms in use, generally with different meanings, by different
investigators. It seems to us in the Grassland Biome that any structure for
modelling terminology must be kept flexible and simple in order to be usable,
Following is a definition of some terms presently used in Grassland Biome
modelling, and an example of two differential equations with the appropriate
terminology for their variables. By a wvariable, we mean a symbal representative
of some set of elements, e.9., the real numbers. The gbove
Sections 3 and 4 adhere in general to these definitions. It is hoped

that the up-and-coming meeting at the Pawnee Site of modellers from all the

biomes can devote some time to consideration of these and other definiticns.
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The proposal for the present 16 months of operation contains some
terminology (Table 6.45.1, p. 145) which overlaps with that presented

below. To clarify the situation, we should state that the symbols (g, through

1
qEI and 5 through Eh} used to represent processes and control funeticons are
not intended to be variables in the mathematical sense. They are, rather,
functions or sets of functions. On the other hand, the components of the
vectors V, E, and P are variables and fall under the fellowing set of
definitions. Originally we felt that the term component or compartment
should be reserved for a variable measured in units of mass or ENErgY
density and other ecosystem variables were parameters or properties (e.g., pH).
Now we prefer to make our definitions of variables purely in terms of their
mathematical rather than their contextual connotations. The phrases in
parantheses below have been used by other authors to denote similar although
not always identical concepts.
Principal system variables (Dependent variables, Components, Compartment
variables)

These are variables of principal interest to the modeller. In order
to keep track of them in a simulation the modeller would have them output
at convenient time intervals. In our modelling to date each variable has
usually been expressed as a first-order ordinary differential equation with
its first derivative on the left-hand side of the equation expressed as a

function of other variables, usually intermediate system variables and

driving variables.

Parameters (Coerficients, Constantg)
These are variables whose values do not change during the course
of a simulatien. Of course, the values may change between one simulation

run and another as the modeller alters the values to discover the effect
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on model cutput. Any mathematical model must have some variables of
this type. One method of refining a model is to convert a parameter to an
intermediate system variable in which case its value is no longer constant

during a single simulatien run.

T A p R e | j ~ : g a7
Intermediate stem variables (Intermediate junetions, Slave models)

These are variables necessary to the statement of the equations for the
prineipal esystem variablee of the model. They are specified to vary as a
function of other prineipal system variables, Iriving functions, or conceivably,

other intermediate system variables. The functional definition of intermediate

eystem variables will generally include some parameters.

Uriving variables (Driving funeticns, Model inputs, Inputs)

Driving variables frequently describe variables which are of princioal
interest to the modeller. However, they are created by physical mechanisms
which he, for some reason, has no desire to model. For example, precipitation
is a variable of principal interest in the Grassland Biome. However, we will
not concern ourselves with a mechanistic model for the generation of the
precipitation variables.

The combined set of driving variables and parameter values may be
thought of as the specifications necessary for a model simulation run,
once the mathematical form of the model has been determined. |n the above
terminology, the compenents of Y and P (Table 5.45.1 of the 1969-70 proposal)
are principal system variables and those of E arc driving variakles. The
variables involved in the components of Q and s wauld be {ntermediate or
prineipal engtem varieblea. 1t would be necessary to have a model described

in greater detail to be certain,
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The following example, intended to describe a microbial population-

mineral nutrient interaction, serves to illustrate the above definiticns.

N=rHN (o ~ W/
U= -k, BV o+ 1(1)
Hmax = kz + k3 L o kh Uz
r=k_+k T+ k T2
5 6 7
where:
N = microbial population density {chmzj
V = concentration of nutrient mineral
T = temperature of arowth medijum
1{t) = external input rate of nutrient mineral
S function giving maximum pepulation size for a given nutrient

concentration

r = function giving population growth rate for a given temperature

kl through k. = parameters

7

In this example N and V are prineipal syetem variables. T, temperature,

e,

which is a function of time (t) and I1({t) are the driving functions for the
system, Nmax and r are ntermediate system variables which help to describe
the interaction of the prinecipal spstem variables. ky through k? are model
raraveters. Values for these variables would normally be determined by using
analytic techniques with measured field data. Alternatively, they might be

constructed utilizing graphs or verbal descriptions available in the scientific

literature.
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6. MODELS AND EXPERIMENTS

Good models and good experiments are intimately related. For an
experiment to be considered from an ecosystem point of view we must first
have at least crude models of the system. The first models need not be sets
of mathematical equations, but should provide at least an outline of how
various pieces of information fit together.

Models provide several ajds to experimentation. These may be (i) a general
outline and research guide, (ii) a means of specifying measurements and
evaluating techniques, and (iii) a means of evaluating individual experiments
for their contribution to the overall effort. In return, experiments aid in
providing data to test the models, which, in effect, test our understanding

of the system.

£.1 Design and Redesign

Initial models should attempt to utilize all pertinent existing informa-
tion, and preferably should be developed to a considerable extent before much
experimentation is initiated. Very few models will completely exploit all
existing information, however, and experimentation should not be delayed
until the last gram of usefulness is gleaned from the first models; instead,
experimentation should be outlined as scon as major gaps in informaticn become
apparent.

The model descripticn should specify constants and variables for which
values are needed. For concurrent model-experiment development, these values
must be already available or can be reliably determined using existing techni-
gues. Some constants and variables cannot be evaluated properly because of
technical limitations; others may be considered to be of too little importance to
be included in a first-run model, In either case, any necessary simplifying

assumptions should be explicitedly stated,
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Following the initial round of model design and experimentation, the models

should be first tested with the data gathered by experimentation, then re-
designed to guide the second round of experimentation. Fapid tumarowd
in redesign is absoclutely necessary in order to avoid wasted time in the
experimental effort and also to maintain the interest of the experimenta)
group.

Details of the modelling effort can parallel the experimental effort,
but preferably the modelling effort should be several cycles ahead of the
experimental effort, Such lead time in modelling is desirable in order to
guide the general planning effort of experimentation.

Such "look-ahead' modelling also provides the necessary lead time for
basic studies in techniques which will be reguired for future experimentation,
Initial models may be satisfied with small amounts of data collected by slow

and tedious technigues, but in order for the models to become really useful,

new techniques which can supply prodigious quantities of data may have to
be developed. This lead time should be anticipated so that details of

the modelling-experimental effort will mot be delayed (Fig. 6.1.1).

Conversely, testing of the initial experimental efforts must not be
delayed because of lag time in modelling. At least rough models must be
operational to test each experimental cycle. Modelling teams must resist the
temptation to be too refined in initial attempts, just as th: experimentalist
must resist the temptation to become too refined in experimental technigues.
Adequate refinement will come only with several cycles of the modelling-

experimental effort, but lack of either testable models or gross knowledge of

the system can lead to much waste and efficiency. Research in components and
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processes can be guided by component and processes models. Conduct of research
in ecosystema, however, requires ecosystem models. HNo matter how crude, perhaps
total system models must precede detailed component and process models, and

models must be available for testing each turnaround of experimental effort.

6.2 A Simplified Example

As an exumple of application of modelling to grassland ecosystems, let
us consider the follewing greatly simplified model. Grassland ecosystems
are commonly characterized by herbage species whose growth rate is variable,
depending upon climatie conditions and herbivores whiéh feed on the herbage.

A useful model could consider J = 1,...,m herbage species, | = Lovc i

herbivores, and k = 1,...,s time periods (beginning at Lps Tpaennyty,

""tsmj with manipulation of the system possible at the beginning of each

Lrs1®

period. Change in herbage biomass can be expressed by:

e ar gk J Jk Jk gk 2
where
“ik = biomass change of the jth species during the kth period
F;R = photosynthetic rate per unit biomass of the Jth species
during the kth pericd
Wa., and wh.k = biomass of the aboveground and be lowground portions,
g J
respectively, of the Jth species at the beginning
of the %th pericd,
Ra.. and F{t‘:ﬂ.;H = the respiration rate per unit biomass of the above-
ground and belowground portion, respectively, of
the 7th species during the #th perind,
W., = biomass of jth species at the beginning of %th interval = Wa.. + Wb ..
e Ui v
Therefore
L.
Wop o =W+ R g
JR+] JH : o
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This model assumes that an equilibrium always exists between Wa and
Wb, s0 translocation between the aboveground and belowground parts is not
considered,

Fhotosynthesis and respiration are, of course, not constant, but can
be approximately represented for each species as:

P = f{TE' Sw),

F.a

f(1,),

R = F(T),

where T2 is a characteristic temperature of air surrounding the

plant leaves, T3 a characteristic belowground temperature, and 5w

the soil moisture.,

Photosynthesis (P) reaches a zero value at a temperature higher than
does respiration (Ra and Rb), while respiration continues at low temperatures
when photosynthesis has effectively ceased. Appropriate functions for each
species need to be developed.

We know from past experience that during a growth phase without harvest

. i " . * i i
Py Way >> Ra Wa, Rb. Wby
and a net [ncrease in P, . results., |f, howover, Hakj is reduced by harvest,
g
both the total photosynthesis and aboveground respiration are reduced. |If

photosynthesis remains greater than the sum of aboveground and belowground
respiration, biomass accumulation continues, but if Wa is reduced sufficiently

then

and plant biomass will begin to metabolically decrease.
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Since photosynthesis requires light, we must consider the interception
of solar radiation by plants. Solar radiation energy striking a flat plane
is zero at sunrise and reaches a maximum at high noon; thus solar radiation
reaching a flat surface can be expressed as a sine function of the time of
day. Grass blades, however, are not a flat plane, but are arranged more or
less perpendicular to the setting and rising sun. Instead of a simple sine
function, the solar radiation striking a grass blade approximates a square
wave. For a simple model, then, photosynthesis can be assumed to proceed
at a constant level during daylight and return to zero at night.

To utilize existing temperature data, which is primarily recorded for

150 ecm height, we will express T] as
27d . o+ 27d Zns . i 2ms
T. =
1 L oS 65 + B 51N §E§v+ Y COS EIF'+ 6 s5in I R
where
d = time of the year in days
s = time of day in hours

o and § = constants of time lag of annual temperature regime

y and & = constants of time lag of daily temperature regime

e = departure of temperature from normal.
A simple model| could consider temperature departures from the mean as random.
A more refined model would consider that the departure of tensperature from
the mean for any day depends upon the departure the day before, i.e., warm
days tend to follow warm days and cold days tend to follow cold days. As
an aéditiona] refinement we could consider that temperatures are also

correlated with precipitation,
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the temperature in the leaf zone, and T the temperature in the

Tz'l 3’

root zone, can be expressed as functions of T]+

T2

109

T, = £(T,)

Frecipitation is, of course, highly variable, but wet days tend to
follow wet days and dry days tend to follow dry days. The probabilities
of precipitation following wet days and precipitation following dry days can
be determined from an analysis of previous records and can be expressed as
a function of season. The amount of precipitation on any given wet day can
be determined by a random number drawn from a population the same as a storm

size-class distribution of the area under study.
0if e” « Pprob

£ ife i-FprDb‘

Fp

where
Fp = the amount of precipitation
Ppmb[t) = the probability of precipitation occurrence
e = a random number from a uniformly distributed populaticn
e”"(k) = A random number from a population representing the storm
size-class distribution for the kth period.
Thus the uncertainty which is characteristic of grassland ecosystems is
introduced through the random selection of temperature departures from the
seascnal norm, presence or absence of precipitation, and storm size-class.

Soil moisture is a function of precipitation and evapotranspiration:

Sw = Pp - EL ,
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where éw is the change in soil moisture, Pp the moisture added by infiltration,
and Et the evapotranspiration. |In this simple model we have assumed that no
runoff occurs unless 5w exceeds Sa. Evapotranspiration in turn is a function
of temperature and soil moisture between the precipitation events,
Et = flsw,T,),

where the evapotranspiration function is determined empirically. Recurring
precipitation events and subsequent evapotranspiration give a fluctuating
soil moisture situation with many peaks followed by drying. Suil moisture

between precipitation events might be a simple exponential decay,

Sw = Sm + Sa e-gt,

where Sm is the minimum soil moisture, Sm + Sa is the maximum available soil mois-
ture, g is a computed constant which varies with soil moisture and the temperaturea
T3' and t is elapsed time following a precipitation event.

Thus far we have shown development of a model of plant production as
determined by probabilistic rainfall events and temperature. |In grassland
ecosystems, however, portions of the aboveground biocmass are removed by
grazing. Thus we have an array of herbage available for grazing Wa. Harvest
of this resource, however, has an influence on the biomass accumulation of

the plants.

where H*‘k is the harvest rate of aboveground plant material by the th herbivore
from the jth plant species during the kth pericd.

Let us next visualize a community of carnivores which pericdically

harvest animals that live on herbage. The harvest occurs at specified times
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of the year. The herbivores, of course, cannot eat more herbage than is

avallable; i.e.,

e

| B ey R
=
|-~
=
+1]

t

Each herbivore is able to digest a certain fraction of the plants eaten,

and in turn convert this digested material to body weight.

=B.. D

. . H.. - F.. ,
K 1K TH

1 £k Th

ne13

J
where A{k is the weight gain rate of the ith herbivore species during the kth

time interval as a result of consuming herbage, D.. is the digestibility of

ik
the diet of the <{th herbivore, B..- is a conversion factor empirically determined

-
e

for each species which converts digestible feed intake to weight gain, and Fq.lzc
Is the maintenance requirements rate of the ith herbivore for the kth period.

Thus the weight per herbivore species at the end of the kth time pericd is

- [ K+l
At = Rosn ¥ i e
k
where An;k is the initial weight at the beginning of the kth period. The
[

weight of herbivores harvested at the end of each period (Ac) is shown by

Aoy = [A 0 = Agied o

where A;a*] is the total amount of the <th animal product present at the end
e P

of the xth peried, and AD is the weights passed on to the next period

TR+
{the average weight of the herbiveres left after harvest).

If the value or preference for each herbivore species by the carnivore

group can be specified, then we want to maximize
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where Ei is the relative value per unit of animal product of the ith herbivore.
Noen-harvested animals would have a zero C. unless they are retained in the
system for sume purpose other than harvest.

The maximization technigue required is a recursive optimization. It
must take into account the effect of herbage harvest by animals on herbage
availability, and the effect, in turn, of herbage availability on weight
gains of the animals. Although having more animals will give more gains,
having more animals will alsoc reduce herbage production and consequently
result in fewer weight gains.

Thus far we have considered our grassland ecosystem at one geographic
location. |If we allow several locations (such as where there are nomadic
grazing units) we must® add another dimension and another subscript to all
variables. Free ranging animals may veluntarily move to another location
when any component of their diet becomes limiting. The optimization may
show that some sort of intermittent herbivory is optimal, or, depending on
the relationships of photosynthetic tissue to respiring tissues, it may show
that continuous herbivory is cptimal.

Many modifications could be made to add realistic complexity to the
model. There is practically no limit to the amount of complexity which can
be included; there is, however, a point where ad@]tiﬂna1 complexity is not
necessary in arder for the original objectives of the model to be met. Some

of the simplifying assumptions which have been made are:
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13.

4.

15.

16.
17.
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Markovian properties of temperature ignored.

Seil moisture and air moisture not considered in computing T2 and T3.
Relationship between T1 and Pp ignored.

Wind and changes in solar radiation ignored.

Seil moisture, soil temperature, and air temperature considered to
have a uniform vertical distribution.

Rates of precipitation and 1imits on infiltration not considered.
Horizontal movement of water, dissolved salids, and particulate
matter ignored,

So0il nutrients not considered,

Square wave assumed for photosynthesis.

Photosynthetic rate and respiratory rates assumed constant for all
portions of aboveground and belowground biomass.

Translccation between aboveground and belowground plant parts not
explicitly expressed.

Decay of detritus ignored,

Plant competition, plant reproduction and animal reproduction ignored
explictly, but corrected with periodic biomass determinations.
Animal weight gains a constant for digestible dry matter intake.
Herbage unused in one period carried over to a new period with full
nutritive value. Carry-over feed should be set to zero at onset of
rapid herbage growth, and only new growth considered. MNew growth
may actually be a function of Wb rather than Wa.

Anirmal death loss not specified but included in animal weight gains.

All animals are considered to be either herbivores feeding on aboveground

plant parts or top carnivores, no omnivores are considered.

Animal migrations and other movement fgnored.
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Variables and constants included in this simplified model can be either
determined by repeated census, compiled from previous records, determined
as random events, estimated as rate constants based on process studies, or
computed as slave variables from other variables (Table 6.2.1).

In the Table 6.2.1 all items are specified as to their present availability.
Those with an information status of 1 need no "look-ahead' to proceed with
experimentation. Those with a status of 2 need perhaps a one year look ahead.
With a status of 3 the planning period should be two to five years, and for
a status of 4, five to ten years, It is very important, however, that at least
some information be available for each constant or variable to be included in
the model, even though we may be dissatisfied with the amount and precision of

the data from existing techniques.
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Table 6.2.1. Variables and constants used in simplified model.
7 1/ o
Hotation Status— Description
1. Needing meqsurement at eceh pericd:
Ha.k 2 Weight of the aboveground edible portions of
J the Jth species at the kth period.
Wb 4 Weight of the belowground or non-edible portions
L of the jth species at the kth pericd.
Sw 3 Soil moisture
st 1-5 Initial amount of the ith herbivore at the kth
period
2. Compiled from previous records:
T.I 1 Nermal air temperature at 150 cm
o,B,7.5 1 Farameters describing time lag in normal
temperature
el 1 Probability of precipitation occurrence
3. Determined as rovdom epvents:
£ 1 Departure of temperature from the norm
e” 1 Probability of precipitation occurrence
" ] Precipitation amount
4, Determined by experimentation:
C. 1-5 Carnivores preference for the ith herbivare
F;} 2 Photosynthetic rate per unit of biomass of
v the jth species for the kth peried, a function
of T2 and Sw
RG{P 2 Respiration rate of the aboveground parts of
il the jth species for the kth peried, a function
of T
2
Rb{k 3 Respiration rate of the belowground parts of
- the jth species for the kth pericd, a functian
of T
3
T2 1 Temperature in the leaf zone, a function of T]
T ] Temperature in the root

zone, a function of T.F
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Table 6.2.1 (continued)

Notation Statuslf Description
a i Soil drying rate, a function of 5w and T3
sd I Minimum ~oi1 moisture (wilting point)
Sa 1 Maximum possible soil moisture (field capacity)
Hi*k 2 Preference of the ith herbivore for the Jth
% plant during the kth period
Bi* 1 Body weight gain per unit intake of digestible
) herbage for the ith herbivore, kth period
D{k 2 Digestibility by the ith herbivore of the jth
plant species for kth pericd
Fik 1 Maintenpance requirement of the ith herbivore
for the kth pericd
& "Slave' variables, computed from other variables:
A Weight of the ith herbivore for the kth pericd,
e computed from B. 0. Hicuwy B
ik Lkt LR iR
Sw Soil moisture computed from Pp, S5d, Sa, and g
Ac. Harvest of the ith herbivore, computed from A..
% and A ., . =
o, k+]
Y Sum of harvested herbivores (Ac:) weighted by
appropriate value functions (C.
[
1/

— Information status

1. Adequate amount and kind of information can be obtained by existing
techniques.

2. Proper kind of information can be obtained by existing techniques, and
basic techrmigues apparently are immediately available for developing
methods for collecting adeguate amounts of data.

3. Proper kind of information can be cbtained by existing technigues.

New techniques for obtaining an adequate amount of information are
available in cencept, but need much developing.

4. Information can be obtained with difficulty, and no new concepts are
promising.
L. Information cannot be obtained with sufficient accuracy within reasonakle

financial limits. (Hote: none of these wvariables should be in the model.)
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6.3 Evaluation of Experimental Projects and Models

A primary objective of the Grassland Biome program is an increased
insight inte the mechanisms involved in the structure and function of grass-
land ecosystems. Our approach involves the construction of a hierarchy of
mathematical structures, certain subsets of which may be called models.
These models require for their construction certain specific bits of information
about specific natural phenomena which, for the most part, either exist in
the scientific literature or must be determined by experimental measurement.
In view of the cost in dallars and scientific manpower for these experiments
and the limited availability of these resources, it is desirable to attempt
to formulate some objective allocation scheme.

Any resource allocation must be based on the ultimate value of the
project goal and its subdivisions (separate models). Since it is difficult
to objectively measure the value of the individual models, we must settle for a
subjective measure based on certain guidelines, as follows:

(i) The value of a model is relative only to another model and
has no interpretation in absclute units such as dollars or Ph.D.-man-hours.
(1i) A model for a whole ecosystem or a multi-trophic level or
mul ti-component model is more valuable than a model for a process or small
part of an ecosystem.
(i1i1) A mechanistic model (at any level) is more valuable than a
curve fitting model,

We shall let W. be the relative value or importance of the jth model.
Given that the necessary experimental data are available, a particular model
will have a certain probability of completion or success. We define this

probability as M. for the jth model and emphasize that M. is conditional upon

LA "’_I
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completion of the required experimental work. M. is not a certainty (i.e.,
J
Hj # 1.) slince there are other random events, e.g., avalilability of analysts
and programmers, or probability that the experimental data can be successfully
Interpreted in terms of the model, upon which success of a model is dependent.
Notice that the set of probabilities M. is based upon events which are not
P

independent, i.e., the successful conclusion of the kth model would require
the success of models 7 and 7 |f model % is a superset containing ¢ and j.

Suppose that the ith subcontracted experimental project has probability

E. of successful completion, Let sij be defined as follows

1 if the ith project will contribute data necessary
for the Fth model

0 otherwise

We shall assume that the probabilities E. are based upon independent events.

Then the absolute probability, P., of successful completion of the jth model
[T

is
7
Poome M g Ei
J J f=1
Sij¥0
where n is the number of projects. A measure of the value of the ith project,
V., is
T
m
V. = I S0P W,
[ L_I|:-= 1 ) ! I
where r is the total number of models. Based on this measure we can provide

a provisicnal estimate of the dollar value of each experimental project, §.,

under the restriction that the total amount of money available to the experimental

1 .

l e

aspects of the program is

I 1

L-
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6.3.1 An Example

Suppose that we have three models of minimal, intermediate and maximal
rescluticon for each of four subdivisions of the Pawnee Site grassland.
Suppose that we also have three Pawnee Site whole ecosystem models with varying
degrees of resolution, and two general ized grassland ecosystem models for
purposes of comparing sites, thus m = 17. For experimental projects suppose

we have the following hypothetical experiments:

Abiotic
Gross meteorclaogy 1
Soil physical 2
Sail chemistry 3
Producer
Standing crop, aboveground 4
Standing crop, belowground g

Plant physiclogy and phenology b

Consumer
Wild
Animal biomass and numbers 7
Animal diets and consumption B
Domestic
Consumption per animal unit 9

Biomass per animal unit 10
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Decomposer

Activity of soil microorganisms ||

Activity of soil fauna 12
Dead organic soil constituents 13
Aboveground dead material 14

Using the guidelines listed above and supposing that the research manager
assigning probabilities is cognizant of such factors as an experimental
scientist's past performance, difficulties in making measurements of certain
types, difficulties in interpreting data, etc., we can construct the following
hypothetical matrix (Table 6.3.1).

The model weights are assigned on an intuitive basis taking into consi-
deration such things as possible uses for the model in solving economic and
environmental problems, etc., the resulting relative values {Uij are normalized
in the UiHFVi column, to sum to 1.0 total value for the whole experimental
project. Since there are 14 experimental subprojects, comparison of UEIEUi
with 1/14 = 0714 will indicate whether the project is more or less valuable
under the above scheme than under an assumption of equal va'ue for all
subprojects., Using the non-parametric Chi-square test on the vi's we get
a statistic of 48.9 = 1; EUi - 54231#}23(542f1ﬁ} which exceeds the 89th
percentile critical va;:é (27.63) with 13 degrees of freedom. This indicates
that the medel gives results significantly different from the assumption of
equal project values. The ranking of the 14 experiments according to value
(1 = most valuable) shows that the method results are not out of line with what
one would expect, i.e., aboveground herbage measurement is the most important
project and soil fauna the least important. (The weights and probabilities

were assigned only once before calculations were made and were not readjusted

to give "more reasonable' results for purpuses of this presentation.)
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Table 6.3.1. An example of a procedure for quantitatively interrelating experimental
projects and mathematical modelling activities in a cost-effectiveness
analysis.

General |
Pawnee grass-| Abiotic Producer Consumer Decomposer
land

fokels by & @y 2|3 » 12 3 12 |

E; 1 2 3|4 5 & 7 g 10 11 |12 13 1 s 16 17|
.999 1 1 1 1 1 1 1 i 0 0 0 0 0 0 D 0 0
49 o1 1 o 1 0 | 1 0 0 0 0 0 0 D 0 0
.88 1 R I o 0o 0o 0 1 0 0 0 0 0 0 0 0 0
.95 | 1 | 1 I 0 0 | 1 1 0 0 0 0 ] 0
.90 o1 1 o o 0 0 1 0 1 ] 0 0 0 0 0 0
.98 o1 i o 1 0o 0 1 1 1 1 0 D 0 0 0 0
. B0 o 1 10 o 0 0 0 0 0 1 | 1 0 0 0
.90 0 1 ] 0 1 0 0 0 0 0 0 4] 1 1 0 0 0
.98 1 1 1 | 1 o 0 0 0 0 0 ] 1 1 0 0 0
39 1 1 1 I 1 o 0 0 0 0 0 | 1 1 0 0 0
.80 0 1 ] 4] 0 o] 0 0 0 0 0 0 4] o] ] 1 1
.85 a o0 1 0 0 o 0 0 O 0 0 0 0 0 0 1 |
<93 a 1 o 1 0o 1 1 0 0 0 0 0 0 1 | |
+ 95 1 1 ] 1 1 0 0 1 0 0 0 0 0 0 ] 1 1
M. .90 .85 .75 .90 .B5 .99 .95 .90 .99 .90 .B5 .99 .90 .Bo .%0 .80 .70

3
W 5 20 50 10 20 1 g 5% 2 5 10 1 4 8 Iy i B
e
P. .79 .46 .28 .79 .48 .99 .87 .65 .93 .75 .7 J7 0 .63 LGh .64 4B 42
i

i V. u;fzvi Rank Experiment

1 49.33 . 0909 5 Abiotic - Gross metecrology

2 36.49 L0673 10 Abiotic - Soil physical

3 25.15 L0464 13 Abjotic - Soil chemistry

4 L9231 . 1093 1 Producer - Standing crop, aboveground

5 36.00 L 066Y 11 Producer - Standing crop, belowground

6 47,46 . 0875 6 Producer - Plant physiclogy and phenalogy

7 40,57 L0748 8 Consumer - Wild animal biomass and numbers

8 39. 80 L0734 9 Consumer - Wild animal diets and consumptian

9 52.42 L0868 3 Consumer - Domestic consumption per animal unit
10 52.42 L0866 4 Consumer - Domestic biomass per animal unit
11 32.00 L0690 12 Decomposer - Activity of soil microcrganisms
12 20.24 L0373 14 Decomposer = Activity af scil fauna
13 45,29 .DB35 7 Decomposer - Dead organic soil constituents
14 g, Lo L1020 i Decomposer - Aboveground dead material

iV, = 542.55
[
14 {'I.I' - 5hz.55 ]2
z 15 )

C42 BG4
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6.3.2 Deficiencies of the Method
The method includes several assumptions which might be questioned.
Perhaps modifications can be devised to circumvent some of these deficiencies:
(i) Models are assumed to be discrete objects when in fact a high
resoclution model might develop in small steps from a lower resclution form,
(i1) A model is assumed to be possible only when all of the necessary

data are available. |In fact, fajlure of a specific project would mean

modification of sections of the model receiving data from that project so
that the whole model would still be possible. In this case the xz test

mentioned above could not be employed,

(iif} It is unlikely that an entire experimental project would fail.
More likely is the case that certain types of data out of the several collected

by any cne experiment would become unavailable,

{iv) The model probabilities do not take into gccount the interdependence

of different models. Thus Pawnee mode] 2 might be constructed by interfacing
the four trophic level models at the 2 stage. A modification of the formula
for P. might be able to take this into daccount, but more detailed mode

o

interrelations would have to be specified,

6.4. Some Possible Extensions and Generalizations

The presently evaluated models do not exhaust the possibilities of those
applicable to the study of grassiand ecosystems., The major thrust above has
been towards models depicting the intraseasonal dynamics of ecosystems or else
the static relationships within the ecosystem. Another block of studies could

be outlined for broader ecological phenomena.
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6.4.1 PRegional Grassland Models

Throughout the great plains from Mandan, North Dakota on the north to
Spur, Texas on the south, long-term intensity of grazing studies have been
conducted. In each of these studies treatments have been applied for many
years including heavy, moderate, and light grazing. These intensities vary
from area to area, but they are relatively well defined. Superimposed over
this time span widely fluctuating climatic conditions have accurred in some
places including three major droughts in this century. Records of the climate
and of general animal production are available from these studies. Additiconally,
in scme investigations, records have been made throughout on some qualitative
characteristics of the plant communities. But in recent years in most of these
investigations more detailed data are available on plant cover and plant production
(at least end-of-season standing crop) of important groups and species. Additional
measurcments are available in different studies, but the above data could be
used possibly in the following way.

A system of ''operators' could be defined including above average, average,
and below-average climatic conditions for a given year, and 'heavy, moderate,
and light grazing'. These two sets of operators, generating nine combinations,
would give a specific expected response when applied to the three conditions
(perhaps good, medium, and poor) of vegetation composition. Perhaps one could
devise a scheme |n which he could start with vegetation compusitiaon being identical
for the three grazing treatments, apply the known climatic fluctuations over the
past and the known stocking intensities, and see if changing vegetation compasi-
tion sequences could be developed to match those now existing. |If this is possible,
then these 'operators' would have some validity and predictions could be made

into the future. Extensions would allow using probabilistic climatic inputs
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and management decisions as far as grazing intensity. In fact, it would seem
possible to construe the problem within a dynamic programming or a recursive

programming context,

6.4.2 Comparative Plant-climate Relat jons

Another type of grassland ecology model which has been proposed is that of
a spatial analysis of end-of-season gecgraphy of standing crops. Considerable
volumes of data are available, especially within the Data Bank of the Soil
Conservation Service, on soll types, climatic zones, and end-of-season herbage
standing crops, at least for major species or groups. Analyses could be made
of these data to derive mean and variance herbage yields over a variety of
climatic sequences for a given location., Then a study would be made of these
mean and variance values as a function of longitude, latitude, and associated
edaphic and climatic variables.

The value of these two types of analyses would be that they could be used
and coupled with the above-mentioned dynamic analyses to obtain a broader
picture of the temporal-spatial relationships for the grassland regions of North
America as a whole, with many implications for man's use of the land. This
would have a considerable value for continued management of the remaining grass-
lands in North America. It would also have spin-off and implications for the
future management of grassland regions of the world where the plough has not
yet struck. It is important to note that there are still many areas in under-
developed countries where nomadism is a way of life, admittedly for relatively

few people, but for very large regions of the glabe.

6.4.3 World-wide Grassland Models
With a hierarchy of intensities of moadels and a hierarchy of types we should
be able to make syntheses of the results of grassland studies throughout the

world independent of their cumplexity;
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Many of the above models have been explained in the context of the most
detailed types of IBP Grassland studies. We foresee or are aware of, for
example, those of the magnitude of the Pawnee and Matador studies. It s still
uncertain, but there appear to be studies in the USSR and possibly in some
middle-Eruopean countries, as well as in Japan, of approximately equivalent
Intensity. It may therefore be possible to make comparative models for
grassland ecosystems in several places in the world which would have at least
many segments of the detail outlined in Section 3 of this report.

However, a much breader group of worldwide IBP Grassland studies would focus
on fewer measurements per site, perhaps comparable to the series of studies in
the Comprehensive Network program in the US IBP. Probably there would be in the
order of two dozen such studies throughout the world, counting the petwork in
North America. It is important to derive ''condensed models" which consider only
these proven major features of the grassland system in their equations. Data

required for such models should be subject to rapid and economical collection.

6.4.4 Interbiome Models

One additional level of ecosystem modelling should be of value towards
development of ecological theory, that is the b-or-5 compartment model Invalving
whole trophic levels., Therefore, comparisons could be made between different kinds

of ecosystems such as deserts, grasslands, tundra, and various kinds of forests.
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