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ABSTRACT 

THE USE OF SIMULATIONS OF MESOSCALE CONVECTIVE SYSTEMS TO 

BUILD A CONVECTIVE PARAMETERIZATION SCHEME 

A method is described for parameterizing thermodynamic forcing by the mesoscale 

flow branches of mesoscale convective systems (MCSs) in models with resolution too 

coarse to resolve these flow branches. This thermodynamic portion of the parame-

terization contains improvements over previous schemes, including a more sophisti-

cated convective driver and inclusio of the vertical distribution of various physical 

processes obtained through conditional sampling of two cloud-resolving MCS simu-

lations. A convective momentum parameterization has also been included as a sep-

arate component of the parameterization scheme. The momentum scheme includes 

a parameterization of the convective-scale pressure gradient force, and therefore can 

account for the effect of the mesoscale organization of the convection on the large-

scale momentum tendencies. The mesoscale parameterization is tied to a version of 

the Arakawa-Schubert convective parameterization scheme which is modified to em-

ploy a prognostic closure. The parameterized Arakawa-Schubert cumulus convection 

provides condensed water, ice, and water vapor which drives the parameterization for 

the large-scale effects of mesoscale circulations associated with the convection. In the 

mesoscale thermodynamic parameterization, det ermining thermodynamic forcing of 

11 



the large scale depends on knowing the vertically integrated values and the vertical 

distributions of phase transformation rates and mesoscale eddy fluxes of entropy and 

water vapor in mesoscale updrafts and downdrafts. The relative magnitudes of these 

quantities are constrained by assumptions made about the relationships between var-

ious quantities in an MCS 's water budget deduced from the cloud-resolving MCS 

simulations. The MCS simulations include one of a tropical MCS observed during 

the 1987 Australian monsoon season (EMEX9), and one of a midlatitude MCS ob-

served during a 1985 field experiment in the central Plains of the U.S. (PRE-STORM 

23-24 June). 
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Chapter 1 

INTRODUCTION 

1. 1 Mesoscale convective systems 

Contrary to theories that conditional instability should favor convective cells sep-

arated from one another by as much distance as possible (e.g., Holton 1979), cumu-

lus convective cells frequent ly- organize wi~h one another into various configurations. 

Zipser (1982) proposed the term mesoscale convective system (MCS) to refer to all 

organized precipitation systems on scales from 20 to 500 km that include deep con-

vection during some part of their lifetime. Zipser's broad definition encompasses a 

incredibly wide range of weather systems. The most commonly investigated type of 

MCSs are those in which the convection is oriented in a line--squall lines. Often, 

however, the cells are more chaotically arranged. Such MCSs are often called "non-

squall" MCSs. If an MCS 's upper-level cloud shield meets special size and shape 

criteria, the MCS is called a mesoscale convective complex, or MCC (Maddox 1980). 

MCSs encompass a much broader range of weather systems than just squall lines and 

MCCs, however. In fact, as long as you have some organized collection of convec-

tive cells, you have an MCS-there are no special requirements on the number of 

cells, the aggregate area covered by the cells, or the nature of the mesoscale organiza-

tion of the cells. As a result , other weather systems that technically qualify as MCSs 
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would include multicell thunderstorm complexes, easterly waves, tropical depressions, 

and even tropical cyclones and polar lows. M CSs can occur essentially anywhere in 

the world, then, and in some regions (e.g., the High Plains of the U.S.) can be the 

dominant producers of annual precipitation (Fritsch et al. 1986). 

The organization of convective cells onto larger scales frequently enables mesoscale 

circulations to develop. These mesoscale circulations are distinct from both the con-

vective circulations within the cells themselves and the larger-scale synoptic circulations-

indeed, these mesoscale circulations are the fundamental distinguishing factor between 

MCSs and isolated convective cells (or "ordinary" convection). Because convective 

cells in M CSs can be arranged in such a wide range of ways, the mesoscale flow 

branches which define the mesoscale circulations can go every which way, snaking 

around, between, above, and below one another 1n as many ways as you could imag-

ine. However, the net effect of all of these flow branches is generally consistent among 

MCSs. As a result, researchers have proposed various conceptual models of MCSs, 

all of which exhibit the same general features. The following section describes one 

such conceptual model. 

1.2 A conceptual model of MCSs 

The mesoscale organization of convection and stratiform precipitation varies widely 

from one MCS to the next. For instance, observed patterns of mesoscale structure 

in MCSs in the tropical waters north of Australia during the Equatorial Mesoscale 

Experiment (EMEX) were (1) a leading line of convection trailed by a region of strat-

iform precipitation (squall line) , (2) line(s) of convection embedded within stratiform 
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precipitation, (3) loosely organized convective cells embedded within stratiform pre-

cipitation, and ( 4) a line of convection isolated from any stratiform precipitation 

(Bograd 1989). In addition, the convection in some MCSs tends to configure itself in 

an organized nonlinear pattern resembling a frontal wave ( e.g., Fortune et al. 1992). 

As a result, it is simply impossible for one conceptual mo.del to be truly representative 

of all MCSs. Despite their widely varying structures, however, almost all MCSs do 

contain two clearly identifiable precipitation regions. The convective region includes 

areas of localized heavy precipitation which may rain at rates on the order of 100 

mmh-1; the stratiform region includes areas of more widespread, lighter precipita-

tion where rain rates are~ 1-10 mmh-1. Generally, MCSs also include cloudy areas 

where no precipitation is occurring. The relative coverage areas of these three regions 

varies markedly from one MCS to the next. Most MCSs have large stratiform regions 

but occasionally an MCS is observed to have virtually no stratiform region (e.g. , 

the EMEX2 MCS documented by Peters 1989) . Within a single MCS the relative 

coverage areas of these three regions varies as the MCS evolves through its life cycle. 

The most common MCS conceptual model is that of the squall line (e.g. , Houze 

1989). The features of a real MCS may depart significantly from this model , but 

the net effect remains similar. Houze's conceptual model of a mature MCS (Fig. 

1.1) depicts a leading convective line and a trailing stratiform region which extends 

behind the convection for several hundred kilometers. The convective towers contain 

positively buoyant updrafts , negatively buoyant downdrafts , and heavy rain showers. 

The stratiform region, which in part is formed by the hydrometeors detrained from 
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the convective towers, contains a deep stratiform cloud which extends from the mid-

troposphere to the top of the cirrus shield. The idealized MCS also contains distinct 

mesoscale system-relative flow branches. One of the flow branches originates with 

upward lifting just above the boundary layer (say, between 2 and 4 km) and slopes 

gently into the trailing stratiform cloud at middle to upper levels ( Cotton et al. 

1995). In the stratiform region, this ascending flow branch comprises the "mesoscale 

updraft. " Another flow branch begins as gently descending rear inflow which runs just 

under the base of the trailing stratiform cloud and enters the stratiform region just 

above the melting level. It continues to subside to the level of the radar bright band, 

passes through the melting level and then finally enters the back of the convective 

region at low levels. In the stratiform region, this descending flow branch comprises 

the "mesosc.ale downdraft ." 

The relative proportions of convective and stratiform regions in an M CS can vary 

considerably through its life cycle. Houze (1982) presents a four-stage conceptual 

model for the life cycle of an idealized MCS (Fig. 1.2). A brief summary of the 

stages: 

(1) Early. The MCS only contains isolated convective towers. 

(2) Mature. In addition to the convective towers, the MCS also contains a large 

region of lighter precipitation extending over at least 100-200 km. The lighter pre-

cipitation falls from a stratiform cloud located between the mid-troposphere and the 

top of the cirrus shield. 

(3) Weakening. The convective towers disappear, and any stratiform precipitation 
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Fig. 1.1: Conceptual model of the kinematic, microphysical, and radar-echo structure 

of a convective line with trailing stratiform precipitation viewed in a vertical cross 

section oriented perpendicular to the convective line ( and generally parallel to its 

motion) . From Houze et al. (1989). 

that remains is weak and often does not reach the surface. 

(4) Dissipating. No precipitation remains and the upper cloud thins and breaks 

up. 

Many MCSs tend to go through the life cycle stages described above at similar 

times of day. Wetzel et al. (1983) observed that midlatitude MCSs typically reached 

maturity during the early morning hours. McBride and Gray (1980) observed similar 

behavior in tropical MCSs, and attributed this behavior to nocturnal differences in 

the radiative heating profiles in cloudy and cloud-free regions-differences which may 
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(a) Early stage in which cluster consists of isolated precipitating towers. (b) Mature 
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in area Ah, stratiform precipitation is falling from a middle-level cloud base within 

area A:1, and an area A0 is covered by upper-level cloud overhang. ( c) Weakening stage 

in which convective cells have disappeared but stratiform precipitation remains. ( d) 

Dissipating stage in which no precipitation remains and upper cloud is becoming thin 

and breaking up. From Houze (1982). 
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lead to maximum low-level convergence in the morning in the cloudy areas. Johnson 

and Kriete (1982) and Williams and Houze (1987) also observed tropical MCSs that 

attained an early morning maximum. Analysis of large samples of MCSs from both 

the tropics and midlatitudes provides further evidence of their preferred nocturnal 

nature. Miller and Fritsch ( 1991) studied the diurnal distributions of the times at 

which MCSs over a broad area of the Western Pacific were observed at various stages 

in their life cycles. Maddox et al. (1986) did the same for midlatitude MCSs. In both 

cases, the MCSs tended to develop in the evening, reach maturity during the night , 

and dissipate during the late morning. Because the upper-level anvil often dissipates 

sluggishly during the day, shortwave radiative heating of this anvil can significantly 

modulate the larger-scale circulation ( e.g., Ackerman et al. 1988). 

1.3 The effect of MCSs on the large-scale flow 

Before getting into the details of how the mesoscale flow branches in M CSs may 

be parameterized, we consider the general question of the way in which MCSs affect 

the large-scale flow fields. Mapes and Houze (1992) have described how one may 

analyze the effects of M CSs on the large-scale flow through use of an equation for 

the vorticity of the resolved flow. In this equation, horizontal divergence is a thermal 

forcing term. This vorticity equation stems from a momentum equation governing 

a hydrostatic, pressure-coordinate synoptic-scale representation ( v, w) of an actual 

flow field, v being the horizontal wind vector ( u, v ,0), and w the rate of change of 

pressure following a parcel of air. The vorticity equation is 

7 



D(a A av - = _r (V . v) - k · V x (w- - F) Dt ':,a P P 8p (1.1) 

where t is time, p is pressure, k is the vertical unit vector, VP = ( :x, ;Y, :P), ( = 

k · VP x U is the vertical component of relative vorticity, (a is the absolute vorticity 
. . 

f +( ( where f is the Coriolis parameter), and Fis the residual or apparent acceleration 

on the resolved scale resulting from all sub-resolvable sources of momentum (including 

horizontal and vertical transports and non-hydrostatic pressure gradient forces). 

The forcing of larger-scale flow by embedded M CSs is expressed by the two source 

terms on the right side of (1.J). The first term on the right side, called the "vortex 

stretching" or convergence, acts to increase the magnitude of absolute vorticity of 

either sign in the presence of convergence, and to decrease it in the presence of 

divergence. This term will be concentrated in areas of precipitation, where in general 

net low-level convergence and upper-level divergence prevail (this convergence and 

divergence are associated with the net MCS heating). The second term on the right-

hand side of (2) is the curl of the apparent acceleration resulting from the total vertical 

advection of momentum, "mean" plus "eddy" (plus all other neglected accelerations}. 

This term will also be concentrated in areas of precipitation, with the subgrid-scale 

momentum source F frequently dominated by vertical transports within MCSs. This 

second term will sometimes manifest itself as upper-tropospheric vorticity couplets 

straddling M CSs, positive to the left and negative to the right of F (e.g., Tollerud and 

Esbensen 1983; Sui and Yanai 1986). Equation (1.1) shows, therefore, that assessing 

the effect of MCSs on the large-scale fl.ow depends critically on diagnosing (1) V p·V the 
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net vertical profile of divergence associated with an MCS, and (2) F , the acceleration 

resulting from sub-resolvable momentum sources. 

As Mapes and Houze (1993) point out , in the tropical or warm-season midlatitude 

environments in which MCSs typically occur, divergence and heating are virtually 

inseparable quantities . To see this, consider the thermodynamic equation in isobaric · 

coordinates 

8T + U · "vT = wu+ Q1 
ut . 

(1.2) 

where T is the temperature,. u is the static-stability parameter ( f) ( :: ) , 0 is the 

potential temperature, and Q1 is the heating rate in degrees per unit time t. If 

temperature varies little from time to time and place to place then the left-hand side 

is small and the apparent heat source Q1 is directly proportional to the mean vertical 

velocity. Through continuity, the vertical velocity is simply the vertical integral of 

the horizontal divergence. 

The foregoing discussion shows that an MCS's forcing will be sensitive to the 

shape of its net vertical divergence ( or heating) profile. Because an MCS 's convective 

and stratiform regions have individual vertical divergence profiles of much different 

shapes ( and magnitudes) , the exact nature of the net profile will depend on how much 

each contributes. Fig. 1.3, for example, shows the vertical distribution of divergence 

associated with a tropical squall line whose precipitation is organized into a leading 

convective region and a trailing stratiform region (Gamache and Houze 1982). The 

divergence averaged over the convective region is characterized by convergence in the 
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Fig. 1.3: Average divergence over the convective (dashed), stratiform (solid), and 

combined ( dotted) regions of a tropical squall-line system. From Gamache and Houze 

(1982). 

lower troposphere and divergence above there. The divergence averaged over the 

stratiform region is characterized by a layer of convergence in the middle troposphere 

surrounded by divergence above and below there. The net divergence profile, which is 

the weighted sum of the divergence profiles of the two regions shows weak divergence 

at low levels and a level of maximum convergence elevated well off the surface. 

The Fig. 1.3 divergence profiles are typical not only of squall lines but also of 

MCSs that exhibit a wider variety of mesoscale organizations. Fig. 1.4, for instance, 
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Fig. 1 .4: Mean (solid) and standard deviation (dotted) of (a) convective and (b) 

stratiform divergence observed by airborne Doppler radar in EMEX MCSs. From 

Mapes and Houze (1993). 

shows Doppler radar-derived divergence profiles for convective and stratiform regions 

of a whole range of EMEX MCSs (Mapes and Houze 1993). The shapes of these 

curves are generally the same as their Fig. 1.3 counterparts. In convective regions, 

the maximum convergence is elevated and is found at about 700 mb; above 500 mb, 

divergence predominates. In stratiform regions, there is convergence between 600 

and 200 mb with divergence above and below there. The Doppler radar was not 

sensitive enough to detect any divergence that must have been present, through mass 

continuity, above 200 mb. 
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1.4 Parameterizing MCSs in large-scale models 

1.4.1 Key issues 

The present spatial resolution of many general circulation models ( GCMs) resolves 

neit her convection or its attendant mesoscale circulations. As a result , both should 

be :'parameterized". This problem of insufficient model resolution is frequently given 

as the primary mot ivation for developing a convective parameterization. An even 

more fundamental reason to tackle the parameterization problem, howev_er, is that 

convection is something that 's just worth understanding. Even if we don 't need to 

parameterize it in a model (which, eventually, we won't) , we still would want to 

understand the nature of its fundamental components. 

When parameterizing MCSs as opposed to parameterizing "ordinary" convection, 

two key issues covered in Section 1.2 need to be addressed. First , unlike "ordinary" 

convection, the convection in MCSs may be organized on the mesoscale. Second, the 

convection in MCSs is often accompanied by huge areas of stratiform precipitation. 

To understand the importance of these two issues, consider the ways in which cumulus 

and mesoscale processes individually contribute to the large-scale flow. First , consider 

cumulus contributions. These may be explained as resulting from the detrainrnent of 

heat and moisture from cumulus clouds, the subsidence of environmental air which 

compensates the convective mass flux, and the convective-scale horizontal pressure 

gradient force acting on the environment. Most operational mass-flux parameteriza-

tions (e.g., the Arakawa-Schubert scheme) consider the first two effects. The latter 

effect is typically neglected. This pressure gradient force effect, however, is sensitive 
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to mesoscale organization (that is, whether and how the convection is organized) . 

Next , consider mesoscale contributions. These primarily result from the effects of 

the condensation, freezing, and deposition within the stratiform cloud as well as the 

evaporation of rainwater and melting of frozen precipitation beneath t he stratiform 

cloud. The eddy flux convergences of entropy and water vapor may also be important . 

The magnitude of mesoscale contributions depends essentially on the life-span and 

spatial extent of an MCS 's stratiform region. We now consider, in turn, the effect of 

the mesoscale organization on the large-scale thermodynamic and momentum fields . 

1.4 .2 Thermodynamic effects 

Heretofore, mesoscale effects have not been included in GCM convective parame-

terization schemes, leading to small (but not negligible) errors in diagnosed heating 

and moistening. Wu (1993), for instance, assessec. the errors which arise in parame-

terization schemes that fail to consider mesoscale effects. Fig. 1.5, for inst ance, shows 

vert ical profiles of observed Q1 and Q2 and diagn03ed Q1c and Q2c for MCSs observed 

over the south-central U.S . on 4 June 1985 and 10 June 1985. The quantities Q1 

and Q2 are the residuals of the heat and moisture budgets of the resolvable motion, 

respectively, and as such, represent the "apparent" heat source and moisture sink, 

respectively (Yanai et al. _ 1973) . The quantities Q1c and Q2c represent the diagnosed 

contributions of cumulus clouds ( condensation, evaporation, and convective trans-

ports) to the environment. Comparing the profi]es of Q1 , Q2 , and Q1c, Q2c, it is clear 

that insufficient heating and drying appear in th.e upper troposphere, and excessive 

heating and drying in the lower troposphere. These differences in the observed and 
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Fig. 1.5: Vertical profiles of observed Q1 and -Q2 (solid) and diagnosed Q1c and -Q2c 

from Q1-Q2 using a cumulus ensemble model with updraft only ( dashed) and with 

convective-scale downdrafts (dotted) for MCSs observed over the south-central U.S. 

at (a) 0000 UTC 4 June 1985, and (b) 0300 UTC 11 June 1985. From Wu (1993). 

diagnosed profiles suggest the presence of additional heating and drying in the up-

per troposphere due to mesoscale updrafts and additional cooling and moistening in 

the lower troposphere due to mesoscale downdrafts. Estimated values of mesoscale 

effects Q1m and Q2m (Wu assumes both to be [(Q1-Q1c)+(QrQ2c)]/2) show positive 

values in the upper troposphere and negative values in the lower troposphere whose 

maximum magnitudes are roughly 20-30 % as large as the maximum magnitudes of 

Q1c and Q2c (Fig. 1.6) . 

1.4.3 Momentum effects 

Diagnosed momentum forcing, which is also expected to be sensitive to mesoscale 

organization, is also not typically accounted for in GCM convective parameterization 
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schemes. As discussed by Wu and Yanai (1994), the effects of cumulus convection on 

the large scale fl.ow are through the subsidence of environmental air that compensates 

the cloud mass flux , the detrainment of momentum from clouds, and the convect ive-

scale horizontal pressure gradient force acting on the environment. To show how 

MCSs affect the horizontal wind field, consider two cases described by Wu and Yanai 

(1994). Fig. 1.7 shows the evolution of the horizontal wind field during the passage 

of a nonsquall MCS observed over the south-central U.S. between 1800 UTC 20 May 

and 0000 UTC 21 May 1985. As convection develops between 1800 UTC and 2100 

UTC, the vertical shears of both components of the wind in the upper layer decrease, 

presumably as a result of vertical mixing of horizontal momentum by active cumulus 

convection ( downgradient momentum transport). The vertical shear of the meridional 

component increases again between 2100 UTC and 0000 UTC as convection decays. 

Fig. 1.8 shows a similar analysis , except for a squall line MCS observed over the 
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south-central U.S. between 0300 UTC 10 May and 0900 UTC 10 May 1979. The two 

wind components shown are line-normal and line-parallel. Here, the vertical shear of 

the line-normal component increases as convection develops between 0300 UTC and 

0900 UTC ( upgradient momentum transport) whereas the vertical shear of the line-

parallel component of the wind decreases during this six-hour period ( downgradient 

momentum transport). 

Figs. 1. 7 and 1.8 above illustrate how the acceleration of the horizontal wind by the 

convective-scale pressure gradient force likely is sensitive to the degree and nature of · 

mesoscale organization of convective elements. Wu and Yanai argue that for nonsquall 

MCSs, the vertical shear of both components of the environmental wind in the upper 

troposphere typically decreases as convection intensifies ( as in Fig. 1. 7). On the other 

hand, for squall line MCSs, the vertical shear of the line-normal component of the 
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environmental wind in the upper troposphere typically increases whereas that of the 

line-parallel component typically decreases as convection intensifies (as in Fig. 1.8). 

1.4.4 An alternate approach 

Before moving on, in Chapter 2, to detailed discussion of the issues raised above, 

consider an alternate approach to parameterizing MCSs. Moncrieff (1992) proposes 

a dynamically-based way to parameterize the effects of organized convection on the 

large-scale circulation. In his parameterization, rather than considering fluxes as be-

ing defined from deviations from horizontal means, he considers organized mesoscale 

convection to be a complete dynamical entity. He determines momentum transport 

by employing a two-dimensional archetype triple-branch model (like the one in Fig. 

1.1). Flow branches in his triple-branch model obey certain conservation principles 
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and integral constraints (e.g., mass continuity and Bernoulli's equation are satisfied 

and the vertical divergence of the line-normal momentum flux is constrained to be 

zero). LeMone and Moncrieff (1994) showed that for ten real-world squall lines, 

Moncrieff's parameterization is able to successfully replicate the general shapes of 

vertical mass flux and line-normal momentum flux profiles. The parameterization 

was less successful in predicting the vertical flux of line-parallel momentum. As Wu 

and Yanai (1994) point out, a difficult problem in Moncrieff's approach is how to 

relate the modeled fluxes to the large-scale equations. Also, Moncrieff's approach 

may be oversimplified. Convective systems may frequently more closely resemble var-

ious other conceptual flow-branch models (e.g. , Moncrieff 1981). So deciding which 

archetypal dynamic model to activate becomes a complicating factor. Also, apply-

ing the Moncrieff (1992) model in practice (as LeMone and Moncrieff did) requires a 

line orientation to be specified. This is not appropriate if an MCS is expected to be 

composed of chaotically arranged convection. 

1.5 Outline 

The remaining chapters describe the framework , construction, and evaluation of a 

scheme to parameterize the effects on the large-scale flow of mesoscale flow branches 

in the stratiform regions of MCSs . Chapter 2 outlines the framework of this scheme, 

which is suitable for use in a coarse resolution model such as a GCM but would be 

inappropriate for any model which might resolve an MCS 's flow branches. The ther-

modynamic part of the scheme is analagous to that of Donner (1993) , although many 

modifications have been made. The scheme also includes the momentum parameteri-
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zation of Wu and Yanai ( 1994). A novel aspect of t he scheme presented here is the use 

of two three-dimensional cloud-resolving MCS simulations in its construction-these 

simulations afford detailed information on (1) the vertical distributions of key physical 

processes occurring in the conditionally-sampled mesoscale updrafts and mesoscale 

downdrafts and (2) various relevant quantities in MCS water budgets. Chapter 3 

describes the two cloud-resolving MCS simulations used to develop the parameteri-

zation scheme. In both simulations, interactive grid nesting is employed in order to 

attain cloud-resolving grid-spacing over areas of two MCSs observed in recent field ex-

periments (one over a tropical ocean and one over a midlatitude continent). Chapter 

4 discusses how output from these two simulations is conditionally-sampled in order 

to construct the scheme. Chapter 5 describes the performance of the scheme. Here, 

parameterized vertical profiles of the heating, drying, and momentum tendencies are 

compared to diagnosed vertical profiles of these quantities in the two cloud-resolving 

M CS simulations. Chapter 6 contains the conclusions of this study. 
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2.1 Overview 

Chapter 2 

PARAMETERIZATION FRAMEWORK 

The present chapter describes the framework of the parameterization scheme for 

the mesoscale flow branches of M CSs. The scheme can theoretically be attached to any 

cumulus parameterization scheme which is designed for large-scale models and which 

provides vertical profiles of heating, drying, and hydrometeor tendencies to the host 

model. Here, cumulus convection will be driven by the Arakawa-Schubert parameter-

ization (e.g. , Arakawa and Cheng 1993) modified to account for the effects of convec-

tive downdrafts following Johnson (1976). In order to account for a more physically 

realistic coupling between cumulus convection and associated stratiform cloudiness, 

the scheme employs a prognostic closure (as opposed to a quasi-equilibrium closure), 

as described by Randall and Pan (1993) . Randall and Pan point out that for the 

purpose of parameterizing mesoscale effects , an objection to the quasi-equilibrium 

closure is that it is necessary to group the contributions to the time change of the 

cloud-work function, A ( an integral of the temperature and moisture over the convec-

tively active layer) , into "convective" and "nonconvective" components. By treating 

the effects of convectively-produced stratiform clouds as "nonconvective" processes, 

quasi-equilibrium closure incorporates some aspects of the convective feedback into 
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the large-scale forcing. With the Randall and Pan prognostic closure, this problem is 

sidestepped, as it is no longer necessary to distinguish between large-scale forcing and 

the convective response. The Randall and Pan modification of the Arakawa-Schubert 

scheme employs a prognostic equation for the cumulus kinetic energy, K, 

(2.1) 

where MB is the convective cloud-base mass flux, A is the cloud work function, and 

TD is a dissipation time scale. Cloud-base mass flux is related to K through 

K=aMi (2.2) 

where a is an empirical parameter that Randall and Pan describe as being generally 

proportional to the magnitude of the vertical shear of the horizontal wind. 

The parameterized cumulus convection provides condensed water , ice, and water 

vapor which drives a parameterization for the large-scale effects of mesoscale circula-

tions associated with the convection. The main goal of my dissertation is to diagnose 

MCS thermodynamic forcing , although a simple way to account for momentum forc-

ing is also included. Both aspects of the scheme are described below. 

2.2 Parameterizing MCS thermodynamic forcing 

2.2.1 Tendency equations 

Donner (1993) discusses the effects of cumulus convection on the large-scale fields 

of potential temperature 7J and water vapor mixing ratio q. These effects may be 
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obtained by decomposing these fields into large-scale and small-scale components 

and then averaging the thermodynamic and moisture equations over the large scale. 

In isobaric coordinates, tendency equations for these variables are 

d-fJ -=-eQ "6 L e -=--Q "6 L --. . a~ 1r r 1r .lJi=1 i/i 1r r 7r .lJi=l i/i W r, -,-{JI - = --+----+--+-....;.......;;; ______ V ·V 
& 

(2.3) 

and 

(2.4) 

where Qr is the radiative heating, is the specific heat at constant pressure, and 

1r = (E2. ) ~, where p0=100 kPa, and Rd is the gas constant for dry air. The summa-
P 

tions represent phase transformations. The latent heat of vaporization is L1 , the latent 

heat of sublimation is L3 , and the latent heat of fusion is L5 . The latent heats for the 

reverse processes are given by L2 , L4 : and L6 , respectively. The phase transforma-

tions include 11 (condensation), 12 (evaporation), 13 (deposition), 14 (sublimation), 

15 (freezing), and 16 (melting) . Cloud properties and those of their environment are 

denoted by asterisks and superscripts e, respectively, while primes denote departures 

from the large-scale average. Equations (2.3) and (2.4) show that the effect of cu-

mulus convection and mesoscale flow branches on the thermodynamic structure of 

the large-scale environment depends on fluxes and phase transformations . Thus, the 

thermodynamic part of the cumulus and mesoscale parameterization problem comes 

down to formulating the terms on the right-hand sides of (2.3) and (2.4) . 
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To compute fluxes, one needs to recognize that the vertical eddy transport of a 

property x is given by 

where 

N 
- "-w'x' = L-(w'x' i, 

i=l 

and a i is the fractional area occupied by clouds of the ith of N subensembles. 

(2.5) 

(2.6) 

Large-scale phase transformations due to cumulus convection or mesoscale flow 

branches are given by 

(2.7) 

where "<j is the rate of the ith phase transformation per unit mass in an updraft or 

downdraft belonging to subensemble j . 

Thus, for any given subensemble·, evaluating the forcing of the large-scale flow 

requires its cloud temperature, water vapor mixing ratio , and vertical velocity (T* , 

q* , and w* , respectively), its fract ional are_a a, and the rates of phase transforma-

tions. Therefore, parameterizing the thermodynamic forcing of large-scale flow re-

sulting from mesoscale effects requires making approximations of the vertical dis-

tributions of the following mesoscale processes in parameterized mesoscale updrafts 

and downdrafts: (1) deposition and condensation in mesoscale updrafts , (2) freez-
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ing in mesoscale updrafts, (3) sublimation in mesoscale updrafts, ( 4) sublimation 

and evaporation in mesoscale downdrafts, (5) melting in mesoscale downdrafts, and 

(6) mesoscale eddy fluxes of entropy and water vapor. The approach presented in 

this study, therefore, is analogous to that of Donner (1993), except that the explicit 

MCS simulations will allow us to gain much more insight into the vertical distri-

butions of these processes. Obtaining insight on the shapes of the vertical profiles 

of processes (1 )-(6) above requires conditional sampling of mesoscale updrafts and 

mesoscale downdrafts within our explicit MCS simulations. Criteria for separating 

these two regions ( discussed in more detail in Chapter 4) are based on surface precip-

itation rate, following Churchill and Houze (1984) and Tao et al. (1993). The MCS 

simulations will also provide guidance for values of several other parameters needed to 

close the parameterization-most of these parameters involve relationships between 

various quantities in an MCS's water budget and are described in more detail in the 

following subsections. 

In employing explicit simulations, the approach in this study resembles that of 

Weissbluth and Cotton (1993), who used three-dimensional simulations of isoluated 

cumulonimbi and two-dimensional cloud-resolving simulations of generic Florida con-

vection to calibrate various parameters in their cloud model. This approach mir-

rors that of the Global Energy and Water Cycle Experiment Cloud Systems Study 

(GCSS), in which cloud-resolving models are ~sed to assist in the formulation and 

testing of cloud parameterization schemes for larger-scale models (Browning et al. 

1993) . The following subsections discuss the details of the parameterization of the 
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rnesoscale processes needed to assess rnesoscale heating and drying. 

2.2.2 Water vapor redistribution by mesoscale updrafts 

Mesoscale updrafts that occur in the stratiform region can advect water vapor. As 

this water vapor is advected upward, it can change phase and contribute to latent heat 

release in the mesoscale updraft. Following Donner (1993), this process is considered 

to be the sum of (1) the redistribution of water vapor provided by cumulus updrafts 

only, and (2) advection of water vapor present in the environment of the cumulus 

updrafts but not supplied by the updrafts. Process (2) is discussed in Section 2.2.3. 

For process (1), the water vapor provided by the convective updrafts is denoted 

by Q'm1. A vertical profile of Q'm1 is provided by the Arakawa-Schubert convective 

scheme ( no water vapor is provided to the mesoscale scheme at levels where Q'm1 

is negative) . The base of the parameterized mesoscale updraft. (Pzm) occurs at the 

freezing level. The top of the mesoscale updraft (Pztm) coincides with the level of 

deepest cumulus penet ration. The mesoscale updraft vertically distributes the water 

vapor source Q'm1 at all levels in the mesoscale updraft over a period of time. That 

is , Q'm1 at pressure p contributes J;m Q'm1(t)dt t o the vertically averaged water vapor 

mixing ratio in the stratiform region over its lifetime Tm. Thus, the water vapor is 

distributed uniformly between p and p + J;m wmdt. This integral is set to be 30 kPa 

(unless this would distribute water vapor above the top of the mesoscale updraft ). 

The large-scale water vapor mixing ratio is augmented by 7j1 (p) when the contributions 

from Q'm1(p) are summed. The large-scale water vapor tendency associated with the 

redistribution of water v:3-por having cumulus cells as its source is given by -Q'm1. 
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The redistributed water vapor mixing ratio q1 accumulates in the mesoscale region 

whose fractional coverage is am ( see Section 4.4 for a discussion of the parameteriztion 

of am)- The redistributed water vapor mixing ratio in the mesoscale region is then 

.li.. This quantity may exceed saturation and then change phase. 
am 

2.2.3 Deposition and condensation within ·mesoscale updrafts 

The parameterization of the summed deposition and condensation is again pat-

terned after Donner (1993). The region within the mesoscale updraft is assumed to 

consist of ice and liquid water which is furnished by deposition/ condensation from 

water vapor and by transfer (CA) from the convective region. 

The first source of condensate is provided by the redistribution by the mesoscale 

updraft of water vapor that is provided by cumulus updrafts. The rate of deposi-

tion/ condensation by this process is 

(2.8) 

where qs denotes saturation mixing ratio and Tm refers to the temperature in the 

mesoscale updraft . 

The preceding process deals only with water vapor supplied by the cumulus up-

drafts; additional deposition/ condensation occurs as large scale water vapor in the 

mesoscale region surrounding the updrafts is lifted by mesoscale ascent . This pro-

cess is parameterized in terms of the water vapor mixing ratio at the base of the 

mesoscale region, which is conserved as it undergoes mesoscale ascent until deposi-
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tion/ condensation begins, when 

(2.9) 

Deposition/condensation then proceeds at a rate Wm~ (the factor of 2 averages 

the water vapor from the cumulus updrafts over rm)-

These two processes yield a value for the vertically-integrated deposition plus 

condensation, U:;: Cmu)- The shapes of the vertical profiles of deposition and con-

densation, and the ratio of vertically-integrated deposition to vertically-integrated 

condensation within the mesQscale updraft are then determined by examing the ver-

tical structure of these processes within the conditionally-sampled mesoscale updrafts 

of the explicit MCS simulations. 

2.2.4 Freezing in mesoscale updrafts 

Vertically-integrated freezing in mesoscale updrafts is taken to be the sum of two 

processes. First, all liquid water which is transferred from the cumulus convection 

to the mesoscale updraft is assumed to freeze. This liquid water is provided by the 

Arakawa-Schubert cumulus parameterization. Secon , all of the water which formed 

through the condensation process described in the preceding subsection is assumed 

to freeze within the mesoscale updraft. The shape of the vertical profile of the net 

freezing within the mesoscale updraft is then determined by examining the vertical 

profile of net freezing in the condit ionally-sampled mesoscale updrafts of the explicit 

M CS simulations. 
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2.2.5 Sublimation in mesoscale updrafts 

The vertically-integrated value of sublimation within the parameterized mesoscale 

updraft is determined through consideration of an MCS's water budget , following 

Leary and Houze (1980). That is, the sum of the mesoscale rainfall Rm, the vertically-

integrated sublimation in mesoscale updrafts ( l f6 9 Emedp), and the vertically-integrated g 

sublimation/evaporation in mesoscale downdrafts (~ f6 9 Emddp) must be equal to 

l f6 9 Cmudp + CA (the subscript g refers to the ground). The latter quantity is com-g 

puted directly, as described in the preceding subsections. The ratios among Rm, 

l f6 9 Emedp, and 1 f6 9 Emddp are determined from examing the values of these quan-g g 

tities in the explicit simulations. Thus , the vertically-integrated value of sublimation 

in mesoscale updrafts is some fraction of f6 9 Cmudp + CA; the shape of its ver-

tical profile is determined by examining the vertical profile of sublimation in the 

conditionally-sampled mesoscale updrafts of the explicit M CS simulations. 

2.2. 6 Sublimation and evaporation in mesoscale downdrafts 

As in the preceding subsection, the vertically-integrated value of sublimation plus 

evaporation within the parameterized mesoscale downdraft is determined through 

consideration of an MCS's water budget, with the ratio of l f69 Emddp to [l f69 Cmudp+ g g 

CA] determined from a water budget of the explicit simulations. The partioning of 

Emd be~ween sublimation and evaporation, as well as the shapes of th~ vertical pro-

files of these two processes are also determined by examing the vertical profiles of 

sublimation and evaporation in the conditionally-sampled mesoscale downdrafts of 

the explicit M CS simulations. 
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2.2.1 Melting in mesoscale downdrafts 

All mesoscale precipitation is assumed to fall out of the mesoscale updraft as ice. 

Melting may then come from one of two sources. First, vertically-integrated melt-

ing of magnitude Rm occurs. The vertically-integrated value of melting within the 

parameterized mesoscale downdraft is determined by examining the ratio of Rm to 

1 f6 9 Cmudp + CA in the explicit simulations. Second, vertically-integrated melting 
9 

equivalent to the vertically-integrated evaporation in the parameterized mesoscale 

downdraft must occur (i.e., any water that evaporates has to melt first, as water is 

assumed to fall out of the mesoscale pdraft as ice) . These two sources are added to 

yield the magnitude of the vertically-integrated melting in parameterized mesoscale 

downdrafts . The shape of the vertical profile of melting is then determined by ex-

amining the vertical profiles of melting within t he conditionally-sampled mesoscale 

downdrafts of the explicit MCS simulations. 

2.2.8 Mesoscale eddy fluxes of entropy and moisture 

Eddy fluxes of entropy and water vapor are computed using Equation (2.6), where 

t he shapes of the vertical profiles of the perturbation potential temperat ure, pertur-

bation water vapor mixing ratio, and perturbation vertical velocity in parameterized 

mesoscale updrafts and downdrafts are determined through conditional sampling of 

t he explicit simulations. 

2.3 Parameterizing horizontal momentum forcing 

One can develop equations similar to Equations (2.3) and (2.4) for horizontal mo-

mentum. Wu and Yanai (1994) have done this. Consider, for instance, the momentum 
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budget equation used to derive (1.1), except now for the mean flow: 

av av - A _ a_ 
F= 8t +v-v'v+w 8P +v'</>+fkxv=-v'·v'v'- Bpv'w'. (2.10) 

Here, </> is the geopotential and all other symbols are the same as before. 

Wu and Yanai present a parameterization for the right side of (2.10) for orga-

nized cumulus convection. Spectrally dividing a cumulus ensemble into subensem-

bles, where at a given level all clouds of a subensemble are assumed to share similar 

properties, the right hand side of (2.10) may be approximated by 

a- aI: F = --v'w' = - M·(v· -v) c 8 8 1 1 , 
p p i 

(2.11) 

where M i = <.TiWi is the vertical mass flux through the fractional area coverage <.Ti of 

the ith subensemble and Vi is the characteristic value of horizontal velocity in the 

subensemble. The quantity F c is the cumulus-induced acceleration of the environ-

mental flow. 

Considering the budgets of mass and horizontal momentum in a subensemble 

yields 

(2.12) 

where 8 is the mass detrainment per unit pressure interval, p' is the convective-scale 

pressure perturbation, p is the density of cloud air, Mc = Li Mi is the total cloud 
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mass flux, and the subscript D expresses the representative value in the detraining 

air. 

The first term on the right side of (2.12) expresses the effect of horizontal momen-

tum detrained from cumulus clouds ( cumulus friction). The second term represents 

the vertical advection of mean horizontal momentum by the part of the environmental · 

vertical motion that compensates the convective mass flux. The third term represents 

the effect of the convective-scale horizontal pressure gradient force on the environ-

ment. The cloud mass flu.x and mass detrainment are determined by the Arakawa-

Schubert parameterization. It is necessary to develop an additional parameterization, 

however, for the horizontal moment um of the detraining air and the acceleration by 

the convective-scale pressure gradient force. 

The first quantity, the horizontal momentum of detraining air, may be determined 

by setting cloud-base boundary conditions of cloud momentum (e.g., the cloud-base 

environment momentum) and integrating the cumulus ensemble model upward (see 

below). The second quantity may be determined by considering a linearized approx-

imation to the diagnostic pressure equation: 

(2.13) 

In (2.13) , 'v2 = ;;2 + ;;2 + f:2 , the quantities u and v are two components of 

the environmental wind, and w is the updraft. This diagnostic pressure equation 

demonstrates how the horizontal pressure gradient across an updraft is sensitive to 

the vertical shear of the horizontal wind in the environment and the structure of the 
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updraft (several terms have been neglected here). Seeking a solution for i. corre-
P 

sponding to an updraft given by 

w = w0 coskxcoslysinmz, -% < kx,ly < ;, (2.14) 

where w0 is the maximum updraft velocity and k,l, and m spectrally characterize the 

updraft in the x , y , and z direction, respectively, Wu and Yanai go on to derive the 

following two equations for the two components of Fe , 

(2.15) 

and 

(2.16) 

The quantities UDi and vni represent the values of each component of the cloud 

momentum at the detrainment level for each subensemble. For each subensemble, 

these two quantities are calculated by integrating upward from cloud base the follow-

ing two momentum budget equations derived by Wu and Yanai: 

(2.17) 

and 
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(2.18) 

Here, Uc and v c are the two components of the horizontal momentum of a subensemble, 

TJ is the normalized mass flux, and .A is the fractional entrainment rate. 

Thus, the acceleration of the environmental flow by the convective-scale horizontal 

pressure gradient force can be quite sensitive to the kinematic structure of the up-

draft. As a result, it may be important to know whether the convection is organized 

( as it often is in an MCS), and if it is, the way in which the convection is organized 

(e.g., linear or scattered). Linear convection (e.g, 12 k2 ) can have a line-normal 

momentum flux which is upgradient rather than downgradient , resulting in an accel-

eration of upper level flow rather than a deceleration ( e.g., Gallus and Johnson 1992) . 

That is , the magnitude of the vertical shear increases . This behavior differs from 

that of "randomly" scattered convective clouds, which typically act to mix momen-

tum and therefore decrease the magnitude of the vertical shear. The convective-scale 

pressure gradient force tends to compensate the vertical advection effect due to the 

cumulus-induced_ subsidence. Finally, if the co vection is linear, ideally one would 

also want to know which way the convection is oriented. 

Note that the acceleration of environmental flow directly by vertical momentum 

transport within mesoscale drafts is not included here. Previous work suggests that 

it is a relatively small component of the momentum budget of MCSs. For example, 

Tripoli and Cotton (1989b ), who examined the processes responsible for the acceler-

ation of air motion in a numerically simulated MCS, showed that the acceleration of 
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horizontal momentum on the meso-/3 scale was dominated locally by pressure acceler-

ation that reached peak magnitudes larger than either vertical momentum transport 

or Coriolis processes by nearly a factor of 4 (see their Fig. 13). Acceleration of hori-

zontal .momentum by vertical transport was significant only in their convective core 

region. Analysis of the MCS simulations presented here .also indicates that compared 

to convective updrafts, mesoscale updrafts and downdrafts have a very small contri-

bution to the large-scale acceleration of horizontal momentum (see Section 5.1.2). 

2.4 Activating the parameterization 

Fig. 2.1 summarizes the physical processes consisered in the MCS parameteri-

zation discussed in this chapter. While a framework for parameterizing the effect 

of M CSs has been outlined, another critical issue still needs to be addressed-when 

to activate the MCS parameterization. For MCSs, however, a simple parcel-lifting 

method is necessary, but not sufficient. In many cases, for instance, while the envi-

ronment may easily be unstable enough to support ordinary convection and a strong 

trigger ( e.g., low-level convergence, topographic lifting) may be present, an MCS still 

doesn 't form . In addition, an MCS's mesoscale flow branches may persist for hours 

after cumulus clouds have dissipated. Are the environments of MCSs and ordinary 

convection fundamentally different? If so, how can the large-scale fields be used to 

determine whether to activate the "mesoscale" part of the parameterization? The 

issue of triggering this parameterization is left as an open question here, as another 

member of our research group, Hongli Jiang, is directing her efforts in this direction. 

This issue is discussed in more detail in the future work section of Chapter 6. 
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Fig. 2.1 : Summary of the physical processes considered in the MCS parameterization. 
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3.1 Overview 

Chapter 3 

CLOUD-RESOLVING MCS SIMULATIONS 

In the past, because of limited computer resources, researchers have had to make 

sacrifices in numerically simulating M CSs. One such sacrifice has been to make simu-

lations two-dimensional, thereby enabling grid spacing fine enough to resolve convec-

tive circulations. Lafore and Moncrieff (1989), Tripoli and Cotton (1989a), Tao et al. 

(1993), and Szeto and Cho (1994) are among the researchers, for instance, who have 

performed two-dimensional simulations of MCSs-minimum grid spacing in these 

simulations ranges from 750-2000 m. Although two-dimensional simulations are use-

ful (e.g., multiple sensitivity experiments are possible), they have obvious limitations 

(e.g. , simulating the three-dimensional flow branches of M CSs in two-dimensions is 

impossible). Other researchers , therefore, have opted for three-dimensional simula-

tions. These simulations, however, are often hampered by inadequate grid spacing to 

explicitly simulate convection; consequently, a convective parameterization scheme is 

necessary in order to realistically account for convective effects. For instance, Zhang 

et al. (1989) three-dimensionally simulated an MCS observed over Oklahoma and 

Kansas on 10-11 June 1985 using a grid spacing of 25 km and the Fritsch-Chappell 

convective parameterization scheme (Fritsch and Chappell 1980) on their fine grid. 
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More recently, Belair et al. (1994) three-dimensionally simulated the 10-11 June MCS 

using a different model, but the same 25 km grid spacing on the fine grid and a mod-

ified version of the Fritsch-Chappell scheme. Unfortunately, as Tripoli and Cotton 

(1989a) demonstrated, convective parameterization schemes have difficulty in simu-

lating the scale-interaction processes of MCSs. Still, with such coarse grid spacing, · 

using some convective parameterization scheme tends to give better results than using 

none at all. For example, Cram et al. (1992) performed three-dimensional simulations 

of a squall line that occurred on 17-18 June 1978 sing a grid spacing of 20 km on the 

fine grid, and found that experiments with no convective parameterization yielded 

no convection. Shaw (1995) performed three-dimensional simulations of a dryline in 

the U.S. Great Plains using grid spacing of 5 km on the fine grid and was unable to 

achieve realistic convective vertical velocities along the dryline. 

Modelers are still at the mercy of available computer power, of course, and still 

must make sacrifices. As we become able to squeeze larger and larger simulations onto 

affordable computer hardware, however, the number of sacrifices diminishes. The 

present chapter discusses the two t hree-dimensional MCS simulations used to build 

the MCS parameterization scheme. One is a tropical MCS and one is a midlatitude 

MCS. The simulations are three-dimensional and employ horizontal grid spacing fine 

enough that no convective parameterization scheme needs to be ( or should be) used. 

Both simulations use multiple two-way interact ive nested grids in order to achieve 

the minimum possible horizontal grid spacing. Both simulations explicitly simulate 

convection on their finest grid at a horizontal grid spacing of ~ 1500-2000 m over 
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an area of ~ 17,000 km2 for a time of 3-4 hours. These two simulations required 

formidable computer power-both were run on an IBM RS-6000 /370 workstation, and 

have pushed this machine literally to its limits in terms of both available memory (128 

Mbytes) and disk space (2 Gbytes) . When all grids are turned on in each simulation, 

the ratio of wall clock time to model time is ~ 40:1-i.e., explicitly simulating an 

MCS for 4 hours requires about 1 week of dedicated computer time. 

The tropical MCS that has been simulated is the ninth MCS probed by research 

aircraft during the Equatorial Mesoscale Experiment (EMEX)-this MCS is called 

EMEX9, and it occurred on 2-3 February 1987. Gunn et al. (1989), Hendon et 
. 

al. (1989), and Keenan et al. (1989) overview various facets of the 1987 Australian 

monsoon season. Mapes and Houze (1992) provide a detailed view of the horizontal 

structure of the ten EMEX precipitation systems. Gamache et al. (1987), Bograd 

(1989) , Webster and Houze (1991) , and Mapes (1992) describe synoptic conditions for 

EMEX9. Wong et al. (1993) and Tao et al. (1993) have two-dimensionally modeled 

EMEX9, 

The midlatitude MCS that has been simulated is the MCS observed on 23-

24 June 1985 during the Oklahoma-Kansas Preliminary Regional Experiment for 

STORM (Stormscale Operational and Research Meteorology Program), or PRE-

STORM (Cunning 1986) . Stensrud and Maddox (1988), Johnson et al. (1989), 

Johnson and Bartels (1992) , and Bernstein and Johnson (1994) are among the re-

searchers who have investigated various aspects of the 23-24 June MCS event . This 

MCS has been simulated by Olsson (1995) , who used a minimum grid spacing of~ 8 
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km. 

3.2 The model 

The nonhydrostatic version of the Regional Atmospheric Modeling System (Pielke 

et al. 1992) is used. The model uses an isentropic analysis package to derive initial 

conditions and time-dependent lateral boundary conditions; this package interpolates 

pressure-level data onto 33 isentropic levels and applies the Barnes (1973) objective 

analysis scheme. Time-dependent model variables are the three velocity components, 

the perturbation Exner function , the ice-liquid potential temperature, the total water 

mixing ratio, and the mixing ratio of rain droplets, snowflakes, pristine ice crystals, 

graupel particles, and aggregates. The bulk hydrometeors have prescribed exponential 

size distributions (see Cotton et al. 1986). The model diagnoses vapor mixing ratio, 

cloud water mixing ratio, and poten ial temperature. The prognostic equations use 

a time-splitting technique-this allows the model to explicitly compute on a small 

timestep those terms governing sound waves, and to compute on a long timestep 

those terms governing other processes. Horizontal time differencing for long time 

steps is a flux conservative form of second order leapfrog (Tripoli and Cotton 1982). 

Figure 3.1 summarizes the features of the model. 

The simulations employ the following boundary conditions. The lateral boundary 

conditions are the Klemp and Wilhelmson (1978a,b) radiative type, in which the nor-

mal velocity component specified at a lateral boundary is effectively advected from 

the interior assuming a specified propagation speed. A Davies nudging condition 

causes model data at and near the lateral boundaries to be forced toward available 
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Model 

lsentropic Analysis Package 
• Provides initial conditions and . 

time-dependent lateral boundary 
conditions. 

• 33 vertical levels. 

• Barnes (1973) objective analysis. 

Regional Atmospheric Modeling System 

• Prognostic equations use time-splitting 
(i.e., model uses a small timestep to compute 
terms governing sound waves and a long 
timestep for all other purposes). 

• Horizontal time differencing is a flux-
conservative form of second-order leapfrog 
(Tripoli and Cotton 1982). 

Prognostic Variables 
•Three velocity components (u,v,w). 
• Perturbation Exner function. 
• Ice-liquid potential temperature. 
• Total water mixing ratio. 
• Mixing ratio of rain droplets, 

snowflakes, pristine ice crystals, 
graupel particles, and aggregates. 

Fig. 3.1: Summary of the key features of the model used in the MCS simulations. 
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observations. A rigid lid is used at the model top, in concert with a Rayleigh fric-

tion absorbing layer. The latter damps gravity wave and other disturbances which 

approach the top boundary. At the lower boundary there is horizontally variable 

topography. A vegetation parameterization (McCumber and Pielke 1981; Lee 1992) 

and an 11-layer prognostic soil model (Tremback and Kessler 1985) dictate fluxes of 

temperature and moisture over land surfaces. The soil model has 11 vertical levels 

located from -1 cm to -1 m. 

A few of the physical parameterizations are worth mentioning. The parameteri-

zation of surface fluxes of momentum, heat, and moisture are designed according to 

surface similarity theory (Louis 1979). The Chen and Cotton (1983) radiation scheme 

accounts for longwave and shortwave radiative transfer, including the effects of liquid 

water and ice--the model updates radiative cont ibutions to atmospheric and surface 

soil temperatures every 15 minutes. Note, however, that both MCSs are nocturnal, 

and therefore should not be sensitive to the shortwave radiation scheme. The Level 

2.5w convective parameterization scheme (Weissbluth and Cotton 1993) is used, but 

only in the initial stages of each simulation. All of the results used to construct the 

M CS parameterization scheme are from times when the model uses no convective 

parameterization scheme on any grid (i.e., the convection is explicitly simulated). 

3.3 EMEX9 simulation 

3. 3.1 Observations 

EMEX9 occurred during an active period of the 1987 Australian monsoon, where 

"active" means that the mean 850 mb westerly wind in the region 110° - 140 ° E, 5°-
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15° S exceeded 8 ms-1 (Webster and Houze 1991). In fact, EMEX9 occurred during 

the most active phase of the 1987 monsoon-850 mb westerly winds over the EMEX9 

region were on the order of 25 ms-1 (Fig. 3.2). The prevailing synoptic feature at 

the time of EMEX9 was a deep westerly monsoon trough extending from 500 mb 

to the surface which oriented itself across northern Australia and into New Guinea. 

The interaction of this synoptic-scale monsoon trough circulation with a mesoscale 

land breeze circulation provided a primary lifting mechanism for EMEX9. Fig. 3.3 

shows the streamlines at 850, 500, and 200 mb at the model startup time-1200 UTC 

2 February. A composite sounding of the EMEX9 environment, assembled using all 

available aircraft and synoptic data, has a CAPE of 1484 Jkg-1 and a bulk Richardson 

number of 51, typical of multicellular convection (Alexander and Young 1992). 

Infrared satellite images from 1530 UTC (0200 1ST) 2 February 1987 through 

0230 UTC (1300 1ST) show the evolution of EMEX9 (Fig. 3.4). In its early stages, 

at 1530 UTC, EMEX9 was located just north of the Top End Peninsula, or near the 

center of the image in Fig. 3.4a. By 1730 UTC (0400 1ST), as EMEX9 propagated 

into the open ocean, the MCS was fully developed, as suggested by the broad area 

of cold cloud top temperatures in Fig. 3.4b. The 2030 UTC (0700 1ST) image (Fig. 

3.4c) shows that EMEX9 merged with another cluster that had formed in the Gulf of 

Carpentaria. This cluster-cluster interaction occurs several hours after the simulation 

has ended and is not investigated here. By 0230 UTC (1300 1ST) , EMEX9 slowly 

decayed as it approached the southern coast of New Guinea (Fig 3.4e). Over EMEX9's 

~ 12 hour lifetime, the MCS propagated northeastward along the monsoon trough at 
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12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 'O 28 29 30 31 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
EMEX 1 2 3 4' 5 6 7 I 9 10 

""I•--- ACTIVE 1--+1-1 f-lNACTIVE.-• .... l••---ACTIVE 2---• I f-ACTIVE 3 

Fig. 3.2: Area mean values of the zonal wind component over the region 110°E to 

140°E, 5°S to 15°S. The notation EMEX 1, 2, ... 10 refers to the ten EMEX aircraft 

missions. Starting date is 10 January 1987. Note that the low-level westerlies on 2-3 

February during EMEX9 were among the strongest observed during the EMEX time 

period. From Webster and Houze (1991). 
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(a) 

EMEX9 

2 February 1987 Grid #1 

p = 1000 mb t = 1200 UTC 
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(b) 

EMEX9 

2 February 1987 Grid #1 

p = 850 mb t = 1200 UTC 
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(c) 

EMEX9 
2 February 1987 Grid #1 

p = 500 mb t = 1200 UTC 
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(d) 

EMEX9 

2 February 1987 Grid #1 

p = 200 mb t = 1200 UTC 

Fig. 3.3: Streamlines at (a) 1000 mb , (b)' 850 mb , (c) 500 mb , and (d) 200 mb at 

1200 UTC 2 February 1987. 
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roughly 12 ms-1 . 

The NOAA P-3, NCAR Electra, and CSIRO F-27 aircraft penetrated EMEX9 

between 2100 UTC 2 February and 0100 UTC 3 February. The P-3's lower-fuselage 

Doppler radar observed two separate convective lines-an initial line oriented in a 

west-northwest to east-southeast direction which was more than 300 km long, and 

a northwest to southeast oriented convective line which was about 250 km long. 

Fig. 3.5 shows a plan view radar image of the initial line. The P-3 radar observed 

two types of embedded convection associated with EMEX9-upright and rearward 

sloping (Webster and Houze 1991). Both types extended to about 14.5 km and had a 

horizontal scale of about 40 km. The vertical air motions within convective elements 

may be estimated using Doppler-detected vertical velocities-above the 0°C level, 

one should add about 1-2 ms-1 to the radar-detected velocities to account for snow 

particle fallspeeds; below 5 km, one should add 5-8 ms-1 to account for the raindrop 

fallspeeds . Vertical motions in the upright convection were weak ( on the order of 1-2 

ms-1 ) and were confined to upper levels (Fig. 3.6). Vertical motions in the slanted 

convection were much stronger with maximum updraft strengths on the order of 7-9 

ms-1 at about 10 km (Fig. 3.7). Radar observations of EMEX9's stratiform region 

indicated a more uniform precipitation field and a bright band near the freezing level. 

Stratiform cloud base was observed to be at 4.8 km with a top at about 15 km. 

Mean vertical motion in the stratiform region was upward above the freezing level 

and downward below the freezing level. All of these features have previously been 

observed extensively in the stratiform regions of tropical MCSs (e.g., Houze 1977, 
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(b) (e) 

( C) 

Fig. 3.4: GMS infrared satellite images at ( a) 1530 UTC 2 February 1987, (b) 1730 

UTC 2 February 1987, ( c) 2030 UTC 2 February 1987, ( d) 2330 UTC 2 February 

1987, and (e) 0230 UTC 3 February 1987 over the EMEX region. 
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Houze 1982). 

3.3.2 Initialization 

The model is initialized with a special dataset prepared by Australia's Bureau 

of Meteorology (BOM) for the EMEX time period. The BOM analysis includes 

observations from (1) the normal network of sounding and surface stations , (2) a spe-

cial network of sounding and surface stations which was established during EMEX, 

and (3) temperature and wind data retrieved from satellite and aircraft data. This 

dataset provides the horizontal wind components , temperature, and relative humid-

ity at 1.25° latitude/longitude intervals and at 11 pressure levels. The model uses 

topographic data which has a horizontal spacing of 10 minutes latitude/longitude on 

all grids. Over the ocean, horizontally variable sea-surface temperatures for February 

1987 from a 2° x 2° latitude/longitude NMC Climate Analysis Center dataset are 

used. A constant soil moisture is specified over land areas. A constant vegetation 

type of mixed woodland is specified over land areas, in accordance with the land cover 

map of Wilson and Henderson-Sellers (1985) . 

3.3.3 Setup 

The model 's horizontal grid spacing is 24 km on Grid #1, 6 km on Grid #2, and 1.5 

km on Grid #3 (Fig. 3.8) . All grids have 35 vertical levels , stretched from a spacing of 

100 m near the surface to 1000 mat the model top ( ~ 22 km) . The Rayleigh friction 

absorbing layer is in the top 5 model levels. The long timesteps are 24, 8, and 4 seconds 

for Grids #1 , #2, and #3 , respectively, with short timesteps half this long. The 

simulation is started at 1200 UTC (2230 LST over Grid #3) 2 February 1987. During 
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(b) 

ges 

10' S 

138°E 

Fig. 3.5: Time composite of radar reflectivity ( dBZ) from the lower-fuselage radar 

aboard the P3 over the time intervals (a) 2040-2201 UTC, and (b) 2302-2350 UTC 2 

February 1987. Flight trac of the P3 is shown in white. From Webster and Houze 

(1991) . 
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Fig. 3.6: Distance-height section of vertically pointing data from the P3 tail radar for 

leg A in Fig. 3.5. ( a) Radar reflectivity ( dBZ) and (b) Doppler vertical velocity of the 

precipitation particles (ms-1: solid contours +1 , +3; dashed contour -4). Contours 

are shown only above the altitude of 0°C. The Doppler range delay zones above 

and below the aircraft are contained within the heavy horizontal lines in (b) . From 

Webster and Houze (1991). 
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Fig. 3. 7: Distance-height section of vertically pointing data from the P3 tail radar 

for leg B in Fig. 3.5. (a) Radar reflectivity ( dBZ) and (b) Doppler vertical velocity of 

the precipitation particles [ms-1: solid contours + 1, +3, +5, and +7; dashed contour 

-4 (above melting level only), -10; filled areas < -12 ms-1] . The Doppler range delay 

zones above and below the aircraft are contained within the heavy horizontal lines in 

(b). From Webster and Houze (1991). 
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the first hour of the simulation, only the coarsest grid is used. At that point , the two 

finer grids are activated. The Level 2.5w convective parameterization scheme is used 

on all grids until 1330 UTC (90 minutes into the simulation); thereafter, it is not used 

at all. Using a convective parameterization scheme on all grids (including the finest , 

cloud-resolving grid) is unusual-it can be thought of as an objective hot bubble .. 

The model results during these 30 minutes that the convective parameterization is 

used on all grids are not meaningful for the purposes of this study. The EMEX9 MCS 

is explicitly simulated for 4.5 hours, between 1330 and 1800 UTC-analysis files are 

written to disk every 15 minutes (1330 UTC, 1345 UTC, ... ). Fig. 3.9 summarizes 

the key features of the EMEX9 simulation. 

3.3.4 Results 

The simulated EMEX9 is triggered by strong low-level convergence of two flows-

the mesoscale land breeze circulation and th~ strong synoptic-scale circulation. The 

simulated land breeze circulation extends from the surface to about 2 km. This con-

vergence is illustrat ed in Fig. 3.10, which shows wind vectors and values of horizontal 

divergence at 1000 mb at 1400 UTC on Grid #2. The robust northerly onshore flow 

( which has veered from the northwester lies observed 2 hours earlier) collides with a 

very weak near-shoreline flow along a line which nearly parallels the coast. Clearly, 

the land-sea contrast plays a major role in triggering the initial convection. 

Vertical velocity fields on the fine grid show the horizontal structure of the convec-

tive elements within EMEX9. Fig. 3.11 shows the 500 mb vertical velocity on Grid 

#3 at 1500, 1600, 1700, and 1800 UTC. At 1500 UTC, convective cells are arranged 
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EMEX9 Grids 

Grid # 1: 6.= 24 lap. Grid #2: 6.= 6 km Grid #3: 6.= 1.5 km 
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Fig. 3.8: Grid setup for the EMEX9 simulation. The horizontal grid spacing is 24 

km, 6 km, and 1.5 km on Grids #1 , # 2, and #3 1 respectively. 
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EMEX9 setup 

Grid box sizes 

Grid #1 

Grid #2 

Grid #3 

24km 
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1.5 km 

Vertical grid 

•35 levels 

• Stretched from 1 00m 
spacing at the surface to 
1000 m at model top 
(about 22 km). 

Grid 

#1 
#2 
#3 

Activation of grids, cumulus parameterization 

1200 
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I 
1600 1700 1800 UTC 
0230 0330 . 0430 LST 

Fig. 3.9: Summary of the model setup for the EMEX9 simulation. 
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EMEX9 

2 February 1987 
From -.2200E-02 To .1 200E-02 

Divergence (s-1 ) 

p = 1000 mb t = 1400 UTC 

Grid #2 
By .2000E-03 

Fig. 3.10: Wind vectors and horizontal divergence at 1000 mb on Grid #2 at 1400 

UTC 2 February. 

in a WNW-ESE oriented line, with 500 mb vertical velocities ranging from -9 to +21 

ms-1 . Over the next 3 hours, the whole mass of convection propagates toward the 

northeast at 10-15 ms-1 along the monsoon trough toward the south coast of New 

Guinea. The generally linear WNW to ESE orientation of the convective elements 

becomes less well-defined as time goes on. The range of vertical velocities remains 

about the same through the entire 3-hour period, although increasingly broader areas 

of weakly positive vertical velocities become apparent as the stratiform region evolves. 
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(d) 

EMEX9 

2 February 1987 
From -.4000E+0l To .2600E+02 

p = 500 mb t = 1800 UTC 

Grid #3 
By . l000E+0l 

Fig. 3.11: Vertical velocity at 500 mb on Grid #3 at (a) 1500 UTC, (b) 1600 UTC, 

( c) 1700 UTC, and ( d) 1800 UTC 2 February. 
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Three-dimensional plots provide another perspective of the simulated EMEX9 

convection. Fig. 3.12 shows the 0.5 gkg-1 surface of conde~sate mixing ratio on Grid 

#3 at 1500, 1600, and 1700 UTC. At 1500 UTC a leading anvil stretches from east 

to west across the grid, with convective towers trailing behind. By 1600 UTC the 

stratiform anvil extends both ahead of and behind the convection, and blankets all 

of Grid #3. 

Fig. 3.13 shows vertical cross-sections of the convection along a north-south line 

bisecting Grid #3 at 1800 UTC. The condensate cross-section shows that the deep 

convection penetrates to the top of the troposphere with a stratiform cloud extending 

both ahead of and behind the convection with a distinct base at ~ 5 km. A "bright-

band" is evident as well, especially behind the convective line. The vertical velocity 

cross section shows convective drafts which have maximum magnitudes at varying 

altitudes , with an especially large concentration of drafts at altitudes between 10 and 

13 km. These upper-level updrafts and downdrafts appear similar in structure to those 

shown in the Doppler observations in Fig. 3.7. Here, draft magnitudes vary between 

-5 and +9 ms-1 although more extreme values can be found elsewhere (e.g., Fig. 

3.11 ). The meridional wind cross section shows inflow to the storm from the north 

between the surface and ~ 2 km. This northerly momentum is apparently carried 

up in convective updrafts and deposited at the top of the troposphere, where strong 

northerlies also appear. The cross-section of perturbation Exner function ( where 

the perturbations are from a Grid #3 mean at each altitude) shows that the upper-

tropospheric northerlies also are consistent with a north-to-south directed meridional 
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EMEX9 model results 

0.5 g/kg condensate surface on Grid #3. 
Perspective is from the northeast. 

1500 UTC 2 February 

1600 UTC 2 February 
I 

.... 

1700 UTC 2 February 

I 

Fig. 3.12: The 0.5 gkg-1 condensate surface on Grid #3 at 1500 UTC, 1600 UTC, 

and 1700 UTC. The vertical line on the southwest corner of the grid extends from 

the surface to 20 km. Perspective is from the northeast . 

63 



component of the perturbation pressure gradient force above 10 km in the vicinity of 

the convection. Below 10 km, the meridional component of the perturbation pressure 

gradient force is directed from south to north in the vicinity of the convection. 

Examination of precipitation rates on Grid #3 indicates that we have captured 

EMEX9 from its incipient stage until maturity. The total precipitation rate on Grid 

#3 steadily increases from 6 x 106 kgs-1 to 3.9 x 107 kgs-1 between 1400 and 1800 

UTC (Fig. 3.14). In Chapter 4, the partitioning of this precipitation between the 

convective and stratiform regions is discussed. 

3.4 PRE-STORM 23-24 June 1985 simulation 

3.4- 1 Observations 

The PRE-STORM 23-24 June MCS formed under classic synoptic conditions. At 

1200 UTC 23 June a cold front trailed from a deep surface low near Hudson Bay, 

with the front becoming stationary across the central U.S. By 0000 UTC 24 June 

t he Nebraska surface low had deepened a bit with a dryline extending south from 

it into western Kansas. A stationary front snaked its way southeastward into the 

low and east-northeastward out of the low (Fig. 3.15) . At this time, low-level air 

south of t he front was hot and moist, with surface temperatures as high as 39° C 

and surface dewpoints as high as 24° C. Meanwhile, at 850 mb a strong southerly 

jet (maximum wind speeds > 15 ms-1 ) over the southern Plains states provided a 

continuing supply of warm, moist air (Fig. 3.16). The 500 mb height field contained 

a broad, rather weak ridge over the continental U.S., with a shortwave trough passing 

through the ridge over the central plains (Fig. 3.17). The 850 mb warm temperature 

64 



(a) 

EMEX9 

2 February 1987 Grid #3 
From .0000E+00 To .1200E- 01 By .5000E-03 

20.0 on ___j\J\o~( ____.____ 
0~ ...:::-0-·~ --~ \_t 

15.0 

--- 10.0 a 
N 

C, 

- 100.00 - 80.00 - 60.00 -40.00 - 20.00 .00 
y (km) 

Condensate mixing ratio 

x =-240.75 km t = 1800 UTC 

65 



(b) 

EMEX9 

2 February 1987 Grid #3 
From -.5000E+01 To .9000E+01 By .1000E+01 

·o 
20.0 - . C? ·o . 

A ' ,, • ' ) 
V / \,' '. 

15.0 

N 10.0 

5 .0 C> 
;· 

-100.00 -80.00 -60.00 -40.00 -20.00 .00 
y (km) 

x =-240.75 km t = 1800 UTC 

66 



(c) 

----s 

20.0 

15.0 

EMEX9 

2 February 1987 
From - .1600E+02 To .3800E+02 By .2000E+0l 

.._... 10. 0 f\...J::~-=-::.-=--:::.==-
N 

a.oo~--
5 .0 • CJ 

-100.00 -80.00 -60.00 -40.00 -20.00 
y (km) 

x =-240.75 km t = 1800 UTC 

67 

Grid #3 

.00 



(cl) 

EMEX9 
2 February 1987 Grid #3 
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Fig. 3.13: Vertical cross-section along a north-south line bisecting Grid #3 at 1800 

UTC 2 February 1987 for (a) condensate mixing ratio, (b) vertical velocity, ( c) merid-

ional velocity, ( d) perturbation Exner function. 
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Fig. 3.14: Total precipitation rate on Grid #3 between 1400 UTC and 1800 UTC. 
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advection and the 500 mb shortwave teamed up to provide the primary forcing for 

the PRE-STORM 23-24 June MCS. 

Convective cells first formed around 1900 UTC 23 June along the dryline and 

front. Convective cells in northern Kansas and southern Nebraska moved toward the 

east-southeast; those in central and southern Kansas moved toward the south. By 

0000 UTC 24 June, convection in the northeastern part of the area had consolidated 

into a large M CS in eastern Nebraska and Iowa along and to the south of the front 

( courtesy of an old outflow boundary). Another area of thunderstorms was located 

over west-central Kansas along the dryline, and eventually blossomed into a smaller 

MCS. The infrared satellite images in Fig. 3.18 show the smaller MCS over western 

Kansas, and the larger one over northern Missouri and southern Iowa. The fine grid 

zeroes in on the latter MCS. 

3.4-2 Initialization 

The model initial fields were obtained by compositing several different data sources. 

The large-scale background features were obtained from European Center for Medium-

Range Weather Forecasting (ECMWF) analyses , which provide the horizontal wind 

components, temperature, and relative humidity at 2.5° latitude/longitude inter-

vals and at 1000, 850, 700, 500, 300, 200, and 100 mb. To resolve finer scale fea-

tures, additional rawinsonde and surface observations from the National Weather 

Service/Federal Aviation Administration operational station network and the PRE-

STORM station network supplemented the ECMWF data. At the lower boundary 

the model uses topographic data which has a horizontal spacing of 10 minutes lati-
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(a) 

(b) 

Fig. 3.15: (a) Sea level pressure (millibars minus 1000) and surface frontal analysis 

at 0000 UTC 24 June 1985. Outflow boundaries are indicated by a dash-dot-dot 

pattern, while wind shift lines are indicated by a dash-dot pattern. The shaded 

line highlights the region with dewpoint temperatures greater than 18°C. (b) Surface 

frontal analysis with shaded regions indicating infrared cloud top temperatures less 

than -32°C. Surface weather observat ions are also shown. From Stensrud and Maddox 
(1988). 
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Fig. 3.16: Analysis of 850 mb height, temperature, and dewpoint temperature at 

0000 UTC 24 June 1985. Winds are in knots (full barb equals 10 knots). Height 

contours (solid) are in de~ameters, while temperatures are contoured ( dashed) at 4°C 

intervals. Regions in which dewpoint temperatures exceed 10°C and 15°C are shown. 

From Stensrud and Maddox; ( 1988). 
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Fig. 3.17: Analysis of 500 mb height , temperature, and absolute vorticity fields at 

0000 UTC 24 June 1985. Winds, height contours, and temperature contours are as 

in Fig. 3.16. Absolute vorticity ( x 105 s-1 ) comours (short-dashed) are generated by 

objective analysis, with areas of positive vorticity advection shaded. The N denotes 

a minimum in absolute vorticity. The thick dashed line indicates the position of a 

short-wave trough. From Stensrud and Maddox (1988). 
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(a) (b) 

Fig. 3.18: Infrared satellite images of the 23-24 June PRE-STORM MCS at (a) 0200 

UTC and (b) 0430 UTC 24 June 1985 .. 
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tude/longitude on Grid #1 and 30 seconds latitude/longitude on the other grids. A 

vegetation-type data set from NCAR with 11 primary vegetation types at a 5 minute 

latitude/longitude resolution is interpolated onto the model grids and then converted 

to the vegetation classification used in the model ( the model recognizes 18 vegetation 

types). In addition, horizontally variable soil moisture is based on the soil moisture . 

analysis in the USDA publication, Weekly Weather and Crop Bulletin (WWCB). The 

WWCB soil moisture index data were manually transferred to a latitude/longitude 

gridded data set at 1 ° horizontal spacing. This data set was then filtered and inter-

polated onto the model grid where it was converted into a soil moisture percentage. 

3.4.3 Setup 

The startup time is 1200 UTC (0600 1ST over the fine grid) 23 June 1985. The 

simulation actually uses two grid setups. Prior to 0000 UTC, the model uses three 

grids, with horizontal grid spacings of 75 km, 25 km, and 8.333 km (Fig. 3.19). After 

0000 UTC, a cloud-resolving grid is added (2.083 km) while the coarse 75 km grid 

is eliminated (lack of computer memory made ·t impossible to use all four grids). 

Thus, after 0000 UTC, the model 's horizontal grid spacing on the three grids is 25 . 

km, 8.333 km, and 2.083 km. Hereaf er, these grids are called Grids #1 , #2, and #3 , 

respect ively (Fig. 3.20). There are 32 vertical levels , stretched from a spacing of 175 

m near the surface to 1000 m at the model top (~ 21 km). During the first 9 hours 

of the simulation, only the 75 km and 25 km grids are used. The 8.333 km grid is 

activated at 2100 UTC and the 2.083 km grid is activated at 0000 UTC. Between 1900 

and 0000 UTC, the LeveL2.5w convective parameterization scheme is used on the 25 
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km and 8.333 km grids; thereafter, it is not used at all. Thus, the PRE-STORM 23-24 

June 1985 MCS is explicitly simulated (no convective parameterization) between 0000 

and 0400 UTC, with analysis files saved every 15 minutes (0000 UTC, 0015 UTC, 

... ). The setup of the PRE-STORM simulation is summarized in Figs. 3.21 and 3.22. 

3.4-4 Results 

Before looking at the structure of the MCS on the cloud-resolving grid, we will 

examine the evolution of the synoptic fields and parameterized convection during the 

first 12 hours of the simulation, between 1200 UTC 23 June and 0000 UTC 24 June. 

Fig. 3.23 shows the surface field of equivalent potential temperature and horizontal 

winds at 1900 UTC, when the deep convective parameterization was first turned 

on. There is a tongue of high Be extending from southwest to northeast , with a Be 

maximum of 356 K near Omaha, Nebraska. The simulated surface stationary front 

straddles the warm side of an intense Be gradient and is situated within a zone of 

strong convergence. The simulated surface low is located along the Nebraska-Kansas 

border in good agreement with the 2100 UTC analysis of Johnson et al. (1989) (Fig. 

3.24). However, the 1800 UTC National Meteorological Center analysis (not shown) 

places the low near North Platte, Nebraska-slightly to the north and west of the 

simulated location. 

Simulated convection first occurred at 2000 UTC 23 June in east-central Iowa 

along the simulated cold front. Late morning surface reports from this region noted 

that heavy rain, damaging winds, and ping-pong ball-sized hail occurred over this 

area. As the simulated convective system drifted eastward, more moist soil in eastern 
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Fig. 3.19: Grid setup for the PRE-STORM simulation before 0000 UTC 24 June 

1985. The horizontal grid spacing is 75 km, 25 km, and 8.333 km on Grids #1 , #2, 

and #3, respectively. 
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23-24 June PRE-STORM grids after OZ 
Grid 1: /!,.= 25 km 

Fig. 3.20: Grid setup for the PRE-STORM simulation after 0000 UTC 24 June 1985. 

The horizontal grid spacing is 25 km, 8.333 km, and 2.083 km on Grids #1, #2, and 

#3, respectively. 
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PRE-STORM 23-24 June model setup (before 0000 UTC). 

Grid box sizes 

Grid #1 
Grid #2 
Grid #3 

75km 
25km 
8.333 km 

Vertical grid 

•32 levels. 

• Stretched from 175 m 
spacing at the surface to 
1000 m at model top 
(about 21 km). 

Grid 

#1 
#2 
#3 

Activation of grids, cumulus parameterization 

1200 
0600 

1800 
1200 

I 
0000 UTC 
1800 LST 

Fig. 3.21: Summary of the model setup for the PRE-STORM 23-24 June simulation 

before 0000 UTC 24 June. 
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PRE-STORM 23-24 June model setup (after 0000 UTC). 

Grid box sizes 

Grid #1 

Grid #2 

Grid #3 

25km 

8.33 km 

2.08 km 

Vertical grid 

•32 levels. 

• Stretched from 175 m 
spacing at the surface to 
1000 m at model top 
(about 21 km). 

Grid 
#1 
#2 
#3 

Activation of grids, cumulus parameterization 

No cumulus parameterization. 

0000 
1800 

0200 
2000 

0400 UTC 
2200 LST 

Fig. 3.22: Summary of the model setup for the PRE-STORM 23-24 June simulation 

after 0000 UTC 24 June. 
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Fig. 3.23: Wind vectors and contours of equivalent potential temperature at the 

surface at 1900 UTC 23 June 1985. The contour level for Oe is 2 K and the longest 

wind vector represents a speed of 8 ms- 1 . The position of the surface low is indicated 

by a bold "L" . From Olsson (1995) . 
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Fig. 3.24: Surface analysis for 2100 UTC 23 June 1985. Isobars are in units of Hg 

(e.g., 90=29.90 in Hg). For wind speed, one full barb= 5 ms-1, one half barb= 2.5 

ms-1 . From Johnson et al. (1989). 

82 



Iowa resulted in depressed surface sensible heat fluxes and ambient CAPE, causing 

the parameterized convection to subside. By 2030 UTC, the parameterized convection 

over this region had largely finished, although resolved precipitation continued to fall 

for the next several hours as the simulated clouds drifted eastward along the surface 

front. 

Shortly after 2000 UTC 23 June, new convection associated with subsequent MCS 

development developed just to the south of the surface front along a line extending 

from the eastern-half of the Iowa-Missouri border westward into southeast Nebraska. 

Extremely hot , muggy surface air, high CAPEs, and sufficiently strong resolved verti-
. 

cal velocities at cloud base ( ~ 4 cms-1) ripened conditions for convection across this 

region. In southeast Nebraska, at 2000 UTC, for example, the simulated surface tern-

perature and dewpoint temperatures were an oppressive 35°C and 22°C, respectively 

( compared to observed values of 36°C and 22°C). A stable layer between 810 and 760 

mb here created a "lid" which permitted CAPE to build up to 3700 Jkg-1 . Several 

tornadoes , damaging winds , and racquetball-sized hail were reported over this area 

between 2100 UTC and 0200 UTC 24 June. The simulated east-west convective line 

continued to intensify between 2030 UTC and 2200 UTC and propagated southward 

as new convective bands formed along the low-level convergence zone where the out-

flow from the old convection met the low-level jet in northeast Kansas and southeast 

Nebraska. During this time, simulated rainfall rates in south-central Iowa exceeded 

5 cmh-1 , in good agreement with observations. Storm reports in this region indicate 

over 12 cm of rainfall in Madison, Clark, and Warren counties of Iowa in the late 
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afternoon. By 0000 UTC 24 June, the parameterized convection on the 8.333 km 

grid was concentrated in two general areas-southeast Nebraska/northeast Kansas 

and south-central Iowa/north-central Missouri (Fig. 3.25). 

Figs. 3.26a and 3.26b shows the 850 mb wind vectors, height , and dewpoint 

temperature at 0000 UTC, and may be compared to Fig. 3.16. Although there are 

slight differences in the features shown in Figs. 3.26 and 3.16 ( e.g., the orientation 

of the 850 mb moist tongue), generally the agreement is good. Comparison of the 

simulated 500 mb height and wind field at 0000 UTC 24 June (Fig. 3.27) with 

the observed field (Fig. 3.17) also shows good agreement, although the simulated 
. 

shortwave trough axis is slightly to the east of the observed one. 

Because the convection shown in Fig. 3.25 was propagating southward, it was 

decided to place the cloud-resolving grid in north-central Missouri ·and let the con-

vection move into the grid. Now we will focus on the details of the convection on 

this cloud-resolving grid between 0100 and 0400 UTC. During this time, in agree-

ment with observations, the simulated convection propagated southward at about 15 

ms-1 . Comparison of simulated convection with contemporaneous radar observations 

shows generally good agreement between the simulation and observations, although 

the simulated convection does not extend quite as far west as the actual convection 

(Fig. 3.28) . The vertical velocity pattern at 500 mb over Grid #3 between 0100 

and 0400 UTC shows the convection entering the grid at 0100 UTC and steadily 

propagating southward (Fig. 3.29). The convective elements maintain their generally 

east-west orientation over the entire period. As for EMEX9, broad areas of weak 
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Fig. 3.25: Simulated convective precipitation rate and horizontal wind vectors at the 

lowest model level on Grid #2 at 0000 UTC 24 June. 

85 



(a) 

PRE-STORM 
23-24 June 1985 
From .1440E+04 To .1620E+04 

Height (rn) 

p = 850 mb t = 0 UTC 
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Grid #1 
By .3000E+02 

-~+02 
IWllllUll 'fECTQll 



(b) 

PRE-STORM 
23-24 June 1985 
From .0000E+00 To .1500E+02 

Dewpoint (°C) 

p = 850 mb t = 0 UTC 

Grid #1 
By .5000E+0l 

Fig. 3.26: Simulated 850 mb (a) wind vectors and height , and (b) dewpoint temper-

ature on Grid #1 at 0000 UTC 24 June. 
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PRE-STORM 
23-24 June 1985 
From .5640E+04 To .5940E+04 

Height (m) 

p = 500 mb t = O UTC 

Grid #1 
By .6000E+02 

.seai:+02 
lldDM( ffCT0II 

Fig. 3.27: Simulated 500 rnb wind vectors and height field on Grid #1 at 0000 UTC 

24 June. 
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positive vertical velocities trail the convective elements. 

Three-dimensional plots provide another perspective of the simulated PRE-STORM 

convection. Fig. 3.30 shows the 0.5 gkg-1 surface of condensate mixing ratio on Grid 

#3 at 0130, 0230, and 0330 UTC. Although deep convection is confined to the north-

ern part of the grid at 0130 UTC a thin leading anvil stretches southward across most 

of the grid. By 0330 UTC the deep convection is in the southern portion of the grid 

and a stratiform cloud with a middle-level cloud base extends all the way back to the 

north edge of the grid. 

Fig. 3.31 shows vertical cross-sections of the convection along a north-south line 

bisecting Grid #3 at 0200 UTC. The condensate cross-section shows that the deep 

convection penetrates to the top of the troposphere with a stratiform cloud extending 

both ahead of and behind the convection. The vertical velocity cross section shows 

convective drafts which have maximum magnitudes at varying altitudes between 4 

and 12 km. The upper-level updrafts and downdrafts between 8 and 12 km appear 

similar to those simulated for EMEX9. Here, draft magnitudes vary between -8 and 

+10 ms-1 although more extreme values can be found elsewhere (e.g., Fig. 3.29). The 

meridional wind cross section shows a front-to-rear slantwise ascending flow branch 

which appears to carry southerly momentum up to levels between 8 and 15 km. ~trong 

northerlies appear at the surface behind of the leading edge of convection and in the 

upper troposphere ahead of the convection. The cross-section of perturbation Exner 

function ( where the perturbations are from a Grid #3 mean at each altitude) shows 

that the upper-tropospheric northerlies are consistent with a north-to-south directed 
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PRE-STORM 23-24 June model results 

Simulated precipitation 
rate (contours 10 mm/h). 

0330 UTC 24 June 

Observed precipitation 
(VIP levels 1, 3, and 5). 

Fig. 3.28: Simulated surface precipitation rate (contours are 10 mmh-1 ) on Grid #2 

at 0130 UTC, 0230 UTC, and 0330 UTC 24 June 1985 compared with contemporane-

ous WSR-57 observed radar echoes (contours are VIP levels 1, 3, and 5, corresponding 

to approximately 30, 40,' and 50 dBZ respectively). 
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(d) 

PRE-STORM 
23-24 June 1985 
From - .S000E+0l To .1800E+02 

p = 500 mb t = 400 UTC 

Grid #3 
By .2000E+0l 

Fig. 3.29: Vertical velocity at 500 mb on Grid #3 at ( a) 0100 UTC, (b) 0200 UTC, 

(c) 0300 UTC, and (d) 0400 UTC. 
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PRE-STORM 23-24 June model results 

0.5 g/kg condensate surface on Grid #3. 
Perspective is from the southeast. 

0130 UTC 24 June 

South East 

0230 UTC 24 June 

0330 UTC 24 June 

Fig. 3.30: The 0.5 gkg-1 condensate surface on Grid #3 at 0130 UTC, 0230 UTC, 

and 0330 UTC 24 June. The vertical line on the southwest corner of the grid extends 

from the surface to 20 km. Perspective is from the southeast. 
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meridional component of the perturbation pressure gradient force above 8 km in the 

vicinity of the convection. Below 8 km, the meridional component of the perturbation 

pressure gradient force is directed from south to north across the convective line ( with 

flanking areas of north-to-south acceleration). A surface mesohigh is located between 

y=222 km and y=232 km with a wake low extending behind it. 

Examination of precipitation rates on Grid #3 shows that we have captured the 

23-24 June MCS as it grows to its mature stage. The total precipitation rate on Grid 

#3 steadily increases from ~ 1.5 x 107 kgs-1 to ~ 6.5 x 107 kgs-1 between 0100 

and 0200 UTC before dropping off to~ 3x 107 kgs-1 at 0300 UTC (Fig. 3.32). The 

precipitation rate remains relatively constant from then until 0400 UTC. In Chapter 

4, the partitioning of this precipitation between the convective and stratiform regions 

is discussed. 
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(d) 
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Fig. 3.31: Vertical cross-section along a north-south line bisecting Grid #3 at 0200 

UTC 24 June 1985 for (a) condensate mixing ratio, (b) vertical velocity, (c) meridional 

velocity, ( d) perturbation Exner function . 
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Fig. 3.32: Total precipitation rate on Grid ·#3 between 0100 UTC and 0400 UTC. 
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Chapter 4 

SCHEME CONSTRUCTION 

4.1 Conditional sampling strategy 

Chapter 2 discussed the philosophy of how the explicit parameterizations discussed 

m Chapter 3 will be used to build an MCS parameterization scheme. Obtaining 

vertical profiles of the phase transformation processes and other needed quantities in 

mesoscale updrafts and mesoscale downdrafts regions requires conditionally sampling 

these regions in the stratiform regions of the cloud-resolving grids of the synthetic 

dataset. To be considered a part of a mesoscale updraft or mesoscale downdraft , 

a point must reside within the stratiform region. In the past , objective criteria for 

separating the convective and stratiform regions have been based on the horizontal 

distribution of maximum cloud draft strength below the melting level (e.g. , Xu 1995) 

or on the horizontal distribution of surface precipitation rate ( e.g., Churchill and 

Houze 1984, Tao et al. 1993). 

In the Tao et al. (1993) separation technique, model grid columns exhibiting a 

surface precipitation rate twice as large as the average value taken over the surround-

ing grid columns are identified as convective cells. For each core grid column, all 

adjacent grid columns are also taken to be convective. In addition, any grid column 

with a rain rate in excess of 25 mmh-1 is considered as convective regardless of the 
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above criteria, and any grid column with no surface precipitation is considered con-

vective if the maximum updraft exceeds 5 ms-1 . All other precipitating grid columns 

are considered to be stratiform. 

The Xu (1995) separation technique is primarily based on lwmaxl, the maximum 

draft strength below the melting level. Here, a convective core must satisfy at least 

one of the following three criteria: ( 1) lwmax I is twice as large as the average over four 

adjacent grid columns, (2) lwmaxl is greater than 3 ms-1 , or (3) the precipitation rate 

exceeds 25 mmh-1 . As in the Tao et al. (1993) method, for each core grid column, 

all adjacent grid columns are also taken to be convect ive. The stratiform region then 

consists of all remaining grid columns in which the total liquid water path exceeds 

0.2 kgm-2• This differs from the Tao et al. (1993) method, in that here, it is possible 

for nonprecipitating grid columns to be included in the stratiform region. 

For the purposes of this study, the convective-stratiform separation technique 

used by Tao et al. (1993) is more preferable beca se here, it is not necessary to 

conditionally sample nonprecipitating grid columns which may nevertheless contain 

the "anvil" cloud. Another component of the parameterization scheme, described 

in Nebuda (1995), accounts for the feedback of these nonprecipitating anvils on the 

large-scales. Nonetheless, the two techniques yield very similar results for the MCSs 

simulated here. Fig. 4.1 , for instance, shows a comparison of the Tao et al. (1993) 

and Xu (1995) convective-stratiform partitioning techniques for the fine grid of the 

EMEX9 simulation at 1800 UTC. Although the Xu (1995) criteria do identify a 

slightly greater number of convective grid points, the spatial distributions of the 
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convective and stratiform regions are about the same. The Xu (1995) criteria identify 

a number of outlying points as being convective in regions which would not ordinarily 

be subjectively identified as such. 

Fig. 4.2 shows the time evolution of the number of grid points in the convective 

and stratiform regions of the EMEX9 and PRE-STORM MCS simulations. In both 

simulations, the number of grid points in the stratiform region far exceeds the number 

of grid points in the convective region. For EMEX9 (Fig. 4.2a), the stratiform region 

grows rapidly between 1400 and 1600 UTC and then remains about the same size 

from then until 1800 UTC. The EMEX9 convective region grows steadily in size 
. 

throughout the simulation. For PRE-STORM (Fig. 4.2b ), the stratiform region 

grows until 0215 UTC before gradually shrinking. The PRE-STORM convective 

region behaves similarly except that it achieves its maximum area 15 minutes earlier. 

Fig. 4.3 shows the time evolution of the precipitation rate in the convective and 

stratiform regions of the EMEX9 and PRE-STORM MCS simulations. For EMEX9 

(Fig. 4.3a), the precipitation falling from the stratiform region gradually increases, 

and overtakes the convective precipitation at 1715 UTC. The convective precipitation 

remains steady between 1600 and 1800 UTC. For PRE-STORM (Fig. 4.3b ), the 

stratiform precipitation exceeds the convective precipitation only at 0300 UTC. 

After two-dimensionally separating the MCS into convective and stratiform re-

gions, the mesoscale updrafts and mesoscale downdrafts are isolated within the strat-

iform region. The aims here are one, to ensure that the mesoscale updrafts or down-

drafts are spatially coherent, and two, to allow the mesoscale updrafts and downdrafts 
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(a) 

(b) 

Fig. 4.1: Spatial distribution of the convective and stratiforrn regions on Grid #3 of 

the EMEX9 simulation at 1800 UTC usi g the (a) Tao et al. (1993) and (b) Xu (1995) 

partitioning criteria. Convective grid points are denoted by a black "C". Stratiforrn 

grid points are denoted by a grey "S" . The 500 rnb vertical velocity field on Grid #3 

at 1800 UTC is shown in Fig. 3.lld. 
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Fig. 4.2: Time evolution of the number of grid points in the convective and stratiform 

regions of the (a) EMEX9 and (b) PRE-STORM 23-24 June MCS simulations. 
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to have some vertical structure. In light of these requirements, the conditional sam-

pling is done on a gridpoint-by-gridpoint basis (not a column-by-column basis as 

above) . A stratiform region grid point is considered to be within a mesoscale updraft 

if (1) there is condensate present, (2) the vertical velocity is upward, (3) conditions (1) 

and (2) are satisfied at all adjacent grid points, and (4) the grid point is located above 

the 0°C level. A stratiform region grid point is considered to be within a mesoscale 

downdraft if (1) the vertical velocity is downward, (2) condition (1) is satisfied at all 

adjacent grid points , (3) the grid point is located below the 0°C level. Although the 

simulations show that some mesoscale updrafts occur below the freezing level and 

that some mesoscale downdrafts occur above the freezing level, conditional sampling 

of these drafts reveals that their net heating and drying rates are small; they are 

neglected here. Vertical profiles of physical processes in these conditionally-sampled 

mesoscale updrafts and downdrafts will be used to determine the shapes of vertical 

profiles of various physical processes as well as relationships between various com-

ponents of an MCS's water budget. To build the MCS parameterization, EMEX9 

simulation data are examined for 1700-1800 UTC and the PRE-STORM simulation 

data for 0300-0400 UTC. 

4.2 Shape and depth of parameterized curves 

The conditionally-sampled data are used, in part, to provide insight into the 

shape and depth of the vertical profiles of various parameterized physical processes. 

To a first approximation, all of the curves are symmetric with a sinusoidal form . 

Occasionally, however, the departure from symmetry may be significant . For instance, 
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the vertical profiles of freezing rates in the conditionally-sampled mesoscale updrafts 

of each M CS indicate that the peak freezing rate is located much closer to the bottom 

of the mesoscale updraft than t o the top of the mesoscale updraft (see Fig. 4.6) . To 

describe the precise shape of a curve, each curve is given a shape parameter. The 

shape parameter may range between O and 1, with a value of O indicating a vertical 

profile which has a maximum value at its bottom side, a value of 1 indicating a vertical 

profile which has a maximum value at its top side, and a value of 0.5 indicating 

a vertical profile which is perfectly symmetric. A depth parameter completes the 

description of the vertical profile. The depth parameter also may range between 0 

and 1, with a value of O indicating that the profile has no depth and a value of 1 

indicating that the profile extends fully through the extent of the mesoscale updraft 

or downdraft . All profiles for parameterized mesoscale downdrafts have a top at the 

top of the mesoscale downdraft ; all profiles for parameterized mesoscale updrafts have 

a base at the base of the mesoscale updraft. 

Consider then, a vertical profile of a process q with shape parameter S and depth 

parameter D, which is placed within a mesoscale updraft which extends from pressure 

level P zm (bottom of the mesoscale updra t) to pressure level Pztm ( top of the mesoscale 

updraft). The vertical profile of q extends from Pbq (bottom of curve q) to ppq (top 

of curve q), where Pbq and Ptq are 

P bq = Pzm ( 4.1) 

and 
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Ptq = Pzm - D(Pzm - Pztm), 

respectively. Then, if the quantity x varies from O at p=ptq to 1 at p=pbq as 

p-ptq 
x= ' Pbq - Ptq 

the normalized value of q at pressure p is 

for x::;: Sand 

for X > S. 

. . 7r X 
q(p) = sin(--) 

2S 

q(p) = sin[2(l S) (x + 1 - 2S)) 

(4.2) 

(4.3) 

( 4.4) 

( 4.5) 

The vertical profile of each phase transformation process is assigned a shape and 

depth parameter. The conditionally-sampled data provide guidance as to appropriate 

values. In practice, of course, one would not know exactly which values to use for 

these parameters-the numbers given in the following sections simply represent a 

reasonable range. The sensitivity of the parameterization to the prescribed values of 

these shape and depth parameters is examined in Chapter 5. 
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4.3 Phase transformation rates 

The bulk microphysics scheme used in the two MCS simulations is discussed in 

detail by Flatau et al. (1989). Here, we are particularly interested in conversions be-

tween the microphysical categories ( cloud water, rain,_ ristine crystals, snow, graupel , 

and aggregates) . Parameterized conversion processes include collection, vapor deposi- . 

tion/evaporation, melting, and ice nucleation (sorption/deposition, phoretic contact , 

and splintering). 

4-3.1 Deposition and condensation in mesoscale updrafts 

Section 2.2.3 discusses how the magnitude of the vertically-integrated vapor de-

position plus condensation in the mesoscale updraft is parameterized. To complete 

the parameterization it is necessary to know (1) the ratio of the vertically-integrated 

condensation to the vertically-integrated deposition, and (2) the shapes of the vertical 

profiles of deposition and condensation individually. 

Fig. 4.4 shows the ratio of vertically-integrated co densation to vertically-integrated 

deposition ( f ~=:~:)in the conditionally-sampled mesoscale updrafts for each MCS 

simulation. The values of } ~=:~: range from about 0.1 to 0.3 f?r EMEX9 and 0.8 to 

2.6 for PRE-STORM. Thus, the parameter varies significantly between simulations. 

Still , within the extreme· values given here, the results of the parameterization are 

not particularly sensitive to the value of this parameter. 

Fig. 4.5 shows a time-height plot of the deposition rate in the conditionally-

sampled mesoscale updrafts for the EMEX9 (1700-1800 UTC) and PRE-STORM 

(0300-0400 UTC) simul~tions. Based on the character of the vertical profiles in Fig. 
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4.4, the parameterized vertical profile of deposition rate in the mesoscale updraft is 

assumed to have a shape parameter of 0.85 for EMEX and 0.50 for PRE-STORM 

and a depth parameter of 0.80 for both EMEX and PRE-STORM. 

Fig. 4.6 shows a time-height plot of the condensation rate in the conditionally-

sampled mesoscale updrafts for the EMEX9 (1700-1800 UTC) and PRE-STORM 

(0300-0400 UTC) simulations. Based on the character of the vertical profiles in Fig. 

4.4, the parameterized vertical profile of condensation rate in the mesoscale updraft 

is assumed to have a depth parameter of 0.40 for EMEX and 0. 70 for PRE-STORM 

and a shape parameter of 0.85 for both EMEX and PRE-STORM. 

Deposition and condensation in mesoscale downdrafts are not included in the 

parameterization, as conditional sampling shows each quantity to be very small. For 

PRE-STORM, in fact , the deposition and condensation in mesoscale downdrafts is 

essentially zero. For EMEX9, the values are a little larger, but still negligible. For 

instance, for the 1700-1800 UTC mean profile, the peak value of heating due to 

condensation in mesoscale downdrafts is 0.04 Kd-1 compared to a peak value of 0.60 

Kd- 1 for heating due to condensation in mesoscale updrafts, while the peak value of 

heating due to deposition in mesoscale downdrafts is 0.05 Kd-1 compared to a peak 

value of 0.50 Kd-1 in mesoscale updrafts . 

4-3.2 Freezing in mesoscale updrafts 

The magnitude of freezing in the parameterized mesoscale updraft is determined 

as discussed in Section 2:2.4. The shape of the freezing profile is determined through 

conditional sampling of 'the explicit MCS simulations. Fig. 4. 7 shows a time-height 
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plot of the freezing rate for the EMEX9 and PRE-STORM simulations. Based on 

these vertical profiles, the shape parameter has a value of 0. 75 for EMEX and 0.65 

for PRE-STORM; the depth parameter is 0.6 for EMEX and 0.5 for PRE-STORM. 

Freezing, of course, only serves to modify the shape of the parameterized vertical 

profile of and will have no effect on the parameterized vertical profile of ¥t. Freezing · 

in mesoscale downdrafts is not parameterized. In the explicit simulations, conversions 

from liquid to ice beneath the freezing level were, in fact, allowed when unmelted 

ice particles collected liquid particles (see Flatau et al. 1989). In each simulation, 

however, the magnitude of freezing through this process is negligible compared to 

freezing in conditionally-samp1ed mesoscale updrafts. 

4-3.3 Sublimation in mesoscale updrafts 

Sublimation in mesoscale downdrafts is a very small quantity compared to, say, 

deposition in mesoscale updrafts ( e.g., compare Figs. 4.9 and 4.5) and can therefore 

probably be excluded from a parameterization. However , it was considered in Leary 

and Houze (1980) and Donner (1993), and therefore will be included here for com-

pleteness. As Leary and Houze (1980) point out , physically, this process can occur 

along the edge of a stratiform cloud as ice is evaporated into the larger scale enviro-

ment (see their Fig. 2, for instance). The magnitude of sublimation is determined as 

discussed in Section 2.2.5. As discussed in Chapter 2, the budget of condensed water 

in the mesoscale region of an MCS may be described by 

( 4.6) 
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where Rm is the mesoscale rainfall, Eme is the sublimation in mesoscale updrafts , Emd 

is the sublimation plus evaporation in mesoscale downdrafts, Cmu. is the deposition 

plus condensation in mesoscale updrafts, and CA is the condensate transferred from 

the convective region into the mesoscale region. The first term on the right side of 

( 4.6) is determined as described in section 2.2.3; the second term on the right side of 

( 4.6) is provided by the convective parameterization. To complete the water budget , 

we need the ratios among t he three terms on the left side of (4.6) . Equation (4.6) 

may be rewritten as 

a+ b+c= 1, (4.7) 

where 

( 4.8) 

(4.9) 

and 

l rPg E dp 
9 JO me 

( 4.10) 

Thus, the magnitude of vertically-integrated sublimation in mesoscale updrafts 1s 

given by 
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(4.11) 

where c is a constant whose value may be approximated by evaluating the terms in 

equation ( 4.10) in conditionally-sampled mesoscale updrafts and downdrafts in the 

explicit MCS simulations. Fig. 4.8 shows the value of a, b, and c in the EMEX 

(1700-1800 UTC) and PRE-STORM (0300-0400 UTC) simulations. For EMEX, a 

ranges between 0.91 and 0.93, b ranges between 0.05 and 0.06, and c ranges between 

0.02 and 0.03. For PRE-STORM, a ranges between 0.80 and 0.92, b ranges between 

0.07 and 0.14, and c ranges between 0.02 and 0.05. Table 4.1 lists values of a, 

b, and c determined by other investigators for various MCSs in the midlatitudes 

and tropics. The studies summarized in Table 4.1 use widely varying techniques to 

evaluate these quantities and therefore directly comparing one to another may be 

dubious. Methodology aside, it is expected that there will also be physical differences 

in these quantities from one MCS to the next which will be particularly dependent 

on which stage of the MCS's life cycle is sampled. 

Once the magnitude of vertically-integrated sublimation m the parameterized 

mesoscale updraft is determined, all that remains is to determine how to vertically 

distribute this sublimation vertically. Fig. 4.9 shows a time-height plot of the depo-

sition rate for the EMEX9 and PRE-STORM simulations. Based on these profiles, 

both EMEX9's and PRE-STORM's mesoscale updraft sublimation profiles have a 

shape parameter of 0.80 and a depth parameter of 0.80. 
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Case LH-A LH-B LH-C GH-I GH-II CH RJ GJ E9 PS 

a 0.91 0.50 0.50 0.64 0.64 0.52 0.61 0.54 · 0.92 0.87 
. 

b 0.09 0.10 0.10 0.16 0.16 0.16 0.11 0.20 0.06 0.10 

C 0.00 0.40 0.40 0.20 0.27 0.38 0.28 0.27 0.02 0.13 

Table 4.1: Values of MCS water budget parameters a, b, and c for cases A, B, and C 

of Leary and Houze (1980; LH) , cases I and II of Gamache and Houze (1983; GH) , 

Chong and Hauser (1989; CH) , Roux and_ Ju (1990; RJ), Gallus and Johnson (1991; 

GH), EMEX9 (1700-1800 UTC mean; E9), and PRE-STORM 23-24 June (0300-0400 

UTC mean; PS) . 
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4-3_4 Sublimation and evaporation in mesoscale downdrafts 

The magnitude of the vertical integral of sublimation plus evaporation in mesoscale 

downdrafts is given by 

(4.12) 

where c is as defined in (4.10). To determine how to partition this quantity into 

vertically-integrated sublimation and vertically-integrated evaporation individually, 

we look at the ratio between these quantities in the conditionally-sampled downdrafts 

of the explicit simulations. Fig. 4.10 shows the ratio of the vertically-integrated evap-

oration in conditionally-sampled mesoscale downdrafts to the vertically-integrated 

sublimation in conditionally-sampled mesoscale downdrafts for both EMEX9 and 

PRE-STORM. In each case, the vertically-integrated evaporation rate far exceeds 

the vertically integrated sublimation rate with the ratio ranging from 10 to 16 for 

EMEX9 and from 3 to 11 for PRE-STORM. 

Fig. 4.10 shows a time-height plot of the evaporation rate in the conditionally-

sampled mesoscale downdrafts for the EMEX9 (1700-1800 UTC) and PRE-STORM 

(0300-0400 UTC) simulations. Based on the character of the vertical profiles in Fig. 

4.11 , the vertical profile of eyaporation rate in the pc..rameterized mesoscale downdraft 

is assumed to have a shape parameter of 0.25 for EMEX and 0.85 for PRE-STORM. 

The depth parameter is 1.0 for each case. 

Fig. 4.12 shows a time-height plot of the sublimation rate in the conditionally-

sampled mesoscale downdrafts for the EMEX9 (1700-1800 UTC) and PRE-STORM 

131 



(a) 

.., 
8 

[/) 

'--. 

" .., 
8 

r:i:l 
'--. 

EMEX9 
1700-1800 UTC, Grid #3 

20 . 

18. 

16. 

14. 

12. 

10. 

8. 

6 . 

4 . 

2 . 

0 . 
1700 

"" 

1730 
Time (UTC) 

132 

, 

/ 
/ 

V 

1800 



(b) 

s 
[/) 
I....., 

" s 
r:c:i 
I....., 

PRE-STORM 23-24 June 
0300-0400 UTC, Grid #3 

20 . 

18. 

16. 

14. 

12. 
-

10. 

8 . 

6. 

4. 

2 . 

0 . 
0300 

- - i'-. 

'\ 

0330 
Time (UTC) 

/ 
/ 

V 

0400 
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(0300-0400 UTC) simulations. The vertical profiles in Fig. 4.11 yield a shape pa-

rameter of 0.50 for EMEX and 0.65 for PRE-STORM for sublimation in the pa-

rameterized mesoscale downdraft . The depth parameter is 0.20 for both EMEX and 

PRE-STORM. 

4.3.5 Melting 

The magnitude of the vertically-integrated melting in mesoscale downdrafts 1s 

computed as discussed in Section 2.2.7. That is, the melting depends on the mag-

nitude of the parameter a, as defined in equation ( 4.8). Melting profiles for the 

conditionally-sampled mesoscale downdrafts of each MCS are shown in Fig. 4.13. 

These profiles of melting in conditionally-sampled mesoscale downdrafts yield a depth 

parameter of 0.60 for EMEX and 0.80 for PRE-STORM and yield a shape parameter 

of 0.45 for EMEX and 0.40 for PRE-STORM. Flatau et al. (1989) acknowledge that 

it is possible for the microphysics parameterization to produce melting at sub-zero 

ambient temperatures if there is an error in the calculated thermodynamic budget of 

the ice particle. In the MCS simulations, the magnitude of such melting is negligible 

and therefore melting in parameterized mesoscale updrafts is not considered. 

4.4 Eddy flux convergences 

The mesoscale eddy flux convergences of entropy (- ;Pw'O') and water vapor 

( ;P w' q') are the final terms needed to parameterize mesoscale heating and drying, 

respectively. There have been conflicting assessments as to the significance of these 

terms. Cheng and Yanai (1989), for instance, argued that the convergence of eddy 

fluxes can be neglected in stratiform regions compared to condensation and evapo-
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138 



(a) 

,,......_ 
..0 

20 

30 

40 

EMEX9 
Mesoscale downdrafts 
Melting heating (Kd-1) 

S 50 -._.., 

0... 

60 

70 

BO 

90 

1700 1730 1800 

Time (UTC) 

139 

0.000 

- .093 

- .187 

-.280 

- .374 

- .487 

-.581 

- .654 

- .748 

- .641 

- .935 

-1.02 

-1.12 

-1.21 

- 1.30 

-1.40 

-1.49 

-1.59 

-1.68 

-1.77 

-1.87 

-1.96 

-2..015 

-2.15 

-2.24 

-2.43 



(b) 

10 

20 

30 

40 

,......_ 
..c 
S 50 

'--' 

60 

70 

80 

90 

PRE-STORM 23-24 June 
Mesoscale downdrafts 
Melting heating (Kd-1) 

0330 

Time (UTC) 
0400 

0.000 

-.058 

- .117 

-.176 

- .235 

-.294 

- .353 

- .412 

-.470 

-.529 

-.588 

- .647 

-.706 

- .766 

-.824 

.. -.883 

-.941 

-1.00 

-1 .06 

-1.11 

-1.17 

-1.23 

-1.35 

·.· -1.41 

-1.47 

-1.53 
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ration. The analyses of Gallus and Johnson (1991) and Johnson and Young (1983) 

support this argument for MCSs in the midlatitudes (PRE-STORM 10-11 June squall 

line) and tropics (December 1978 Winter Monsoon Experiment systems), respectively. 

Houze (1982) evaluated terms in the heat budget of an idealized tropical cloud clus-

ter and surmised that in the mesoscale updraft, the heating resulting from eddy flux 

convergence of entropy had a maximum magnitude one-fifth that of the heating re-

sulting from condensation. In the mesoscale downdraft, the heating resulting from 

eddy flux convergence of entropy had a maximum magnitude only one-eighth of that 

resulting from melting and evaporation. On the other hand, Tao et al. (1993), in two-.... ... 

dimensional modeling studies·of a tropical MCS (EMEX9) and a midlatitude MCS 

(PRE-STORM 10-11 June) evaluated t he magnitude of the eddy moisture flux con-

vergence in the stratiform region and found this term to be a significant component 

of the water budget of each MCS. For example, in their EMEX9 simulation, the max-

imum magnitude of apparent heating du~ to the eddy flux convergence of moisture 

in the mesoscale updraft (0.1 Kh-1 ) was one-fifth the maximum magnitude of the 

heating due the eddy flux convergence of moisture (0.5 Kh-1 ) in the mesoscale up-

draft . In their EMEX9 mesoscale downdraft, the maximum magnitude of the heating 

due to the eddy flux convergence of moisture (0.2 Kh-1 ) was about half the maxi-

mum magnitude of the total heating due to the eddy flux convergence of moisture 

(0.4 Kh-1 ). Xu's (1995) cumulus ensemble model simulations also demonstrated that 

the eddy flux convergences of heat and moisture can contribute significantly to the 

heat and moisture budgets of the stratiform region. Fig. 4.14, for instance, com-

pares the magnitude of the phase change component of his stratiform heat budget to 
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the magnitudes of the stratiform eddy flux convergences of heat and moisture. The 

heating resulting from eddy flux of moisture appears to be particularly important, 

reaching maximum magnitudes of over 2 Kd-1 , compared to about 6 Kd-1 for the 

phase change terms. 

For the present simulations, the vertical profile of the eddy flux entropy con-

vergence show features analogous to those in Fig. 4.14. A time series of heating 

resulting from the eddy flux convergence of entropy for conditionally-sampled up-

drafts and downdrafts in EMEX9 (Fig. 4.15a) shows that the important features of 

the profile are heating at the top of the troposphere and cooling of similar magnitude 

just beneath there. In the lower troposphere, particularly after 0345 UTC, there is 

a layer of cooling sandwiched between two layers of heating, as in Xu (1995). The 

PRE-STORM 0300-0400 UTC mean of the vertical profile of heating due to eddy 

flux convergence of entropy (Fig. 4.15b) shows similar features to EMEX9 and Xu 

(1995). In both cases, the magnitude of heating from the eddy flux convergence term 

is relatively small in comparison to that by the phase change terms, except perhaps 

in the upper troposphere where the phase change terms are small. The magnitude of 

the eddy heat flux convergences presented here are comparable to those found by Xu 

(1995). For EMEX9, the heating ranges from approximately-0.60 to +0.75 Kd-1 ; for 

PRE-STORM, the heating ranges from -1.40 to +0.75 Kd-1 . 

The vertical profiles of the eddy moisture convergence in the conditionally-sampled 

regions also show features similar to those in Fig. 4.13. For EMEX9 (Fig. 4.16a) the 

mesoscale updrafts effect upper tropospheric moistening and midtropospheric drying. 

142 



(a) 
15 
14 

12 

-10 
E 
-a 

-r 6 
:i::: 

4 

0 
0 J 

(b) 1~ 
14 

12 

-10 
E 
-8 

-r 6 
:i::: 

4 

2 

0 
0 J 

(c) 15 
14 

12 

-10 
E 
-a 

0 
0 J 

6 

6 

9 

9 

12 15 -18 
Time (H) 

-----, 

12 15 
Time (H) 

,, 
\ . , ____ -... 

18 

21 24 

21 24 

----------------------------~ ... ,-, ,- -2.0------, --------,, 
., 1 , \ \ 

, ' ', __ , ! : ___ ,, ',--o--- _#, ... _::::::-----_,, ,"- .... __ _ 

6 9 12 15 1a 21 
Time (H) 

27 

. 27 

27 

Fig. 4.14: Time evolution ot t he ensemble mean of the (a) the apparent heat source 

due to the phase change component of stratiform heat/moisture budget ( contour 

interval 1 Kd-1 ), (b) the apparent heat source due to the stratiform eddy heat flux 

convergence (contour interval 0.5 Kd-1 ) , and (c) the apparent moisture sink due to 

the stratiform eddy moisture flux convergence ( contour interval 1 Kd-1 ). From Xu 

(1995). 143 



(a) 

0.. 

80 

90 

EMEX9 
Mesoscale updrafts and downdrafts 
8 conv. heating (Kd-1) 

0330 

Time (UTC) 

144 

.7380 

.6881 

.8382 

.5883 

.5384 

.4885 

."387 

.3888 

.3389 

.2890 

.2391 

.1892 

.1393 

.0893 

.0395 

- .010 

- .060 

- .110 

- .180 

-.210 

-.259 

- .309 

- .359 

- .-409 

- .459 

- .509 

- .559 

0400 



(b) 

,..--.. 
..0 s ..__.,, 
a.. 

90 

PRE-STORM 23-24 June 
Mesoscale updrafts and downdrafts 
e conv. heating (Kd-1) 

0300 0330 

Time (UTC) 
0400 

.730 

.650 

.569. 

.489 

.408 

.328 

.247 

.167 

.087 

.006 

- .073 

-.164 

- .234 

- .316 

- .395 

-.476 

- .556 

-.636 

- .717 

- .7'i17 

-.878 

- .958 

-1.20 

-1.28 

-1.36 

Fig. 4.15: Time evolution of the vertical profiles of the heating resulting from the 

eddy flux convergence of entropy for the conditionally-sampled stratiform region of 

(a) EMEX9 (1700-1800 UTC), and (b) PRE-STORM 23-24 June (0300-0400 UTC). 

Dashed lines indicate negative contour values. 

145 



In mesoscale downdrafts, the strongest feature is drying below 950 mb, which reaches 

a magnitude of about 0. 75 gkg-1d-1 . For PRE-STORM (Fig. 4.16b ), the features are 

similar. Mesoscale updrafts effect 'upper tropospheric moistening and midtropospheric 

drying. In mesoscale downdrafts, moistening also overlies drying, with evidence of a 

secondary drying layer around 850 mb, as seen in Fig. 4.14. 

The mesoscale eddy flux convergence of a variable x ( where here x is either f) or 

q) is parameterized as specified in equatjon (2.6), except ai is replaced by am, the 

parameterized fractional coverage of the stratiform region. That is, 

8w'x' __ amw:nx~ 
8p - 1 - am (4.13) 

Thus, to parameterize eddy flux convergence profiles the shapes and magnitudes 

of vertical profiles of w', f)', and q' are specified according to the results of conditiional 

sampling of mesoscale updrafts and downdrafts. The shape and depth parameters 

and maximum magnitudes of these profiles are summarized in Tables 4.2-4.4. 

Fractional coverage of the stratiform region is parameterized based on observa-

tional evidence, following Leary and Houze (1980) and Donner (1993), who both 

assumed that the stratiform region 's fractional area is 5 times that of the convective 

region fractional area. This ratio of stratiform fractional area to convective fractional 

area is based on observations and is meant to represent a storm lifetime mean value. 

One could argue whether this ratio should actually be 3, 5, 7, or whatever-with 

all the other approximations and uncertainties in the parameterization of eddy flux 
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w' Depth par. Shape par. Max. value (ms-1 ) 

EMEX9 meso. updrafts 1.0 0.20 0.30 

EMEX9 meso. downdrafts 1.0 0.20 -0.20 

PRE-STORM meso. updrafts 1.0 0.50 1.40 

PRE-STORM meso. downdrafts 1.0 0.20 -0.30 

Table 4.2: Values, of shape parameter, depth parameter, and maximum magnitudes 

of w' in conditionally-sampled mesoscale updrafts and downdrafts of the EMEX9 and 

PRE-STORM 23-24 June sim•ulations. 

0' Depth par. Shape par. Max. value (K) 

EMEX9 meso. updrafts 1.0 0.20 0.30 

EMEX9 meso. downdrafts 1.0 0.50 0.60 

PRE-STORM meso. updrafts 1.0 0.50 0.05 

PRE-STORM meso. downdrafts 1.0 0.50 -0.10 

Table 4.3: Values of shape parameter, depth parameter, and maximum magnit udes 

of 0' in conditionally-sampled mesoscale updrafts and downdrafts of the EMEX9 and 

PRE-STORM 23-24 June simulations. 
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q' Depth par. Shape par. Max. value (gkg-1 ) 

EMEX9 meso. updrafts 1.0 0.40 0.07 

EMEX9 meso. downdrafts LO 0.30 -0.07 

PRE-STORM meso. updrafts 1.0 0.80 0.50 

PRE-STORM meso. downdrafts 1.0 0.80 -0.50 

Table 4.4: Values of shape parameter, depth parameter, and maximum magnitudes 

of q' in conditionally-sampled mesoscale updrafts and downdrafts of the EMEX9 and 

PRE-STORM 23-24 June simulations. 

convergences, however, 5 seems as reasonable a number as any. For the simulated 

EMEX9 MCS the 1700-1800 UTC mean value of this ratio is 4.1; for the simulated 

PRE-STORM MCS the 0300-0400 mean value of the ratio is 2.5. 

Because the Arakawa-Schubert scheme does not predict cumulus fractional area, 

this is parameterized following Weissbluth and Cotton (1993) . Here, cumulus updraft 

fractional coverage is parameterized based on observational evidence of the diameter 

of the updraft core and its associated environment ( which is assumed to comprise 

weaker updrafts as well as any compensating subsidence around the cloud) . The 

area of the core and its associat ed environment ( TJ) is stratified accprding to a bulk 

Richardson number (Weisman and Klemp 1982). The Richardson number, Ri , de-

pends on the convective available potential energy and the mean shear in the lower 

troposphere: 
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. g J fJu,{0dz 
Ri= k Ok • 1(=1-- rB m pU dz - =1-- r .s m pU dz)2 

2 pAzJO pAzJO 

So the maximum fractional updraft core coverage is represented by 

where 

- 2 X 1010 [ 2] 
TJ- Ri m . 

(4.14) 

( 4.15) 

(4.16) 

The area of the updraft core itself, is parameterized assuming an inverse relation-

ship between cloud radius (rup) and Ri , following Cotton and Anthes (1989) : 

5 X 103 

rup = l R ' [m]. og i 
( 4.17) 

Another fairly simple parameterization of cumulus and stratiform cloud fract ional 

coverage is presented by Tiedtke (1993), who develops prognostic equations for the 

fractional coverage of each cloud type. The fractional area of cumulus clouds and 

associated anvil cloudiness is parameterized as being proportional to the detrainment 

of mass from cumulus updrafts . The fractional area of stratiform clouds ( assumed 

to be those formed by non-convective processes) depends on how much of the cloud-

free area exceeds saturation in a time step, which in turn depends on the moisture 

distribution in the cloud-free area and how fast saturation is approached. A similar 
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parameterization for fractional area could be implemented into the present scheme in 

the future. 

Now, having described the construction of the parameterization scheme, in Chap-

ter 5 we turn to evaluation of the scheme. 
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5.1 EMEX9 simulation 

5.1.1 Thermodynamic 

Chapter 5 

SCHEl\.fE EVALUATION 

The scheme described in Chapter 3 requires an input sounding of pressure, tem-

perature, moisture, and winds, and then provides as output the vertical profiles of 

the mesoscale heating rate (shown here as Kd-1 ), the mesoscale drying rate (shown 

as gkgd-1 ), and the momentum forcing (shown as ms-2). The scheme will be tested 

by comparing its output with the diagnosed heating and drying resulting from phase 

transformations and eddy flux convergences in conditionally-sampled mesoscale up-

drafts and downdrafts . For EMEX9, the input sounding will be the mean Grid #2 

sounding at a given time. 

As discussed in Chapter 4, the scheme has been built using conditionally-sampled 

data from Grid #3 data of the EMEX simulation from 1700-1800 UTC. The scheme, 

therefore, would be expected to perform very well during this time if we specify the 

scheme's free parameters based on guidance given by the EMEX9 simulation. Fig. 

5.1, then, shows a test of the scheme with an input sounding from 1700 UTC (tests 

from all times between 1400 and 1800 UTC are shown later in this section). Fig. 

5.2 shows the resulting vertical profiles of the diagnosed and parameterized mesoscale 
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heating and drying rates at 1700 _UTC. The mesoscale heating and drying rates have 

the familiar profiles: positive above the freezing level and negative below the freezing 

level. The maximum heating rate in the parameterized mesoscale updraft is about 8 

Kd-1 ; the maximum cooling rate in the parameterized mesoscale downdraft is about 

3 Kd-1 . The maximum drying rate in the parameterized mesoscale updraft is 2 · 

gkgd-1; the maximum moistening rate in the parameterized mesoscale downdraft is 

0.5 gkgd-1 . By comparison, the maximum parameterized convective heating rate is 

55 Kd-1 and the maximum parameterized convective drying rate is 36 gkgd-1 at this 

time ( not shown). Agreement between the diagnosed and parameterized heating and 

drying rate profiles is generally very good, although the maximum heating is slightly 

underpredicted in the parameterized mesoscale updraft and the maximum cooling 

is slightly overpredicted in the parameterized mesoscale downdraft. Examination 

of the individual terms reveals that the main source of error in the updraft is the 

parameterized freezing rate, which reaches a maximum value of only 1 Kd-1 in the 

mesoscale updraft as compared to the diagnosed value of~ 3.5 Kd-1 . However, there 

are no systematic errors in parameterized freezing rates-at some times the agreement 

is nearly perfect; at other times freezing is overpredicted. 

It is acknowledged that all of the parameters discussed in Chapter 4 vary from 

one MCS to the next, and even during the life cycle of a particular MCS. These 

parameters include the depth and shape parameters for the vertical profiles of all phase 

transformations , the values of water budget parameters a, b, and c given in Table 4.1 , 

and the ratios of ( 1) the vertically-integrated evaporation to the vertically-integrated 
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EMEX9 1700 UTC 

Fig. 5.1: Mean Grid #2 sounding for the EMEX9 simulation at 1700 UTC. 
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EMEX9 simulation at 1700 UTC. 
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sublimation in mesoscale downdrafts and (2) the vertically-integrated condensation 

to the vertically-integrated deposition in mesoscale updrafts. 

Because the values of all the parameters discussed in Chapter 4 were chosen by ex-

aming EMEX9 model output from 1700-1800 UTC, a more rigorous test of the scheme 

is to use input data from times other than 1700-1800 UTC (a still more rigorous test 

is discussed in section 5.2.1). Figs. 5.3 and 5.4 show a comparison of diagnosed and 

parameterized heating and drying rates 1 respectively, for 1400-1800 UTC. These re-

sults show that the parameterization performs well for the entire four hour period. 

In particular, the parameterization is able to reproduce the maximum values of heat-
. 

ing and drying diagnosed at 1400, 1700, and 1745 UTC. The only systematic errors 

which appear in Figs. 5.3 and 5.4 are slightly overestimated cooling and moistening 

in mesoscale downdrafts . Although the magnitude of the errors is quite small ( ~ 0.5 

Kd-1 too much cooling and ~ 0.1-0.2 gkg-1d-1 too much moistening), these errors 

appear over a layer about 200 mb deep in the mesoscale downdraft ( see Fig. 5.2, for 

instance). 

5.1.2 Momentum 

The input momentum sounding to the parameterization is also the mean Grid 

#2 sounding. The parameterization is tested with and without the convective-scale 

horizontal pressure gradient force. Wu and Yanai (1994) show that the pressure 

gradient force can be important if the convection is linear. In that case, the pressure 

gradient force can impact the line-normal component of the momentum budget. The 

results of the parameterization are then compared with the diagnosed momentum 
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Fig. 5.3: The (a) diagnosed and (b) parameterized heating rates for the EMEX9 

simulation between 1400 and 1800 UTC. 
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budget residual, F, which represents the acceleration of the mean flow due to the 

eddy correlation terms. Following Wu and Yanai (1994), the momentum budget 

equation for the mean flow may be written as 

av av - - a-F = - + v • 'vv + w- + 'v</J + fk xv= -'v' · v'v' - -v'w', (5.1) 

where v is the horizontal velocity, w is the vertical p velocity, <p the geopotential, and 

f the Coriolis parameter. An overbar den.otes resolvable (or mean) components and 

a prime expresses unresolvable ( o eddy) components. The two terms on the right-

hand side of (5.1) may be co1:1puted for the MCS simulations to obtain a value for 

t he momentum budget residual F. The momentum budget residual will be computed 

for Grid #2, with the perturbation quantities computed as perturbations from Grid 

#2 means. 

As discussed in Chapter 2, the momentum budget residual resulting from convec-

tive drafts far exceeds that resulting from mesoscale drafts. For example, for Grid 

#3 of the EMEX9 simulation for 1700-1800 UTC, t he maximum magnitude of the 

zonal momentum budget residual for mesoscale drafts at any level is ~ 0.10 x 10- 3 

ms-2 compared to a maximum magnitude·of ~ 0.60 x 10-3 ms-2 for convective drafts 

(Fig. 5.5) . Note, however, that there is still a significant portion of the momentum 

budget residual that is unexplained by either convective drafts or the mesoscale flow 

branches. This residual is especially large above 300 mb. A similar result holds for 

the PRE-STORM simulation. Thus, it appears that circulations separate from either 

convective drafts or rnesoscale flow branches, such as gravity waves , are responsible 
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for significant momentum accelerations in M CSs. Previous studies have shown the 

importance of convectively-triggered gravity waves to the redistribution of heat and 

moisture ( e.g. , Bretherton and Smolarkiewicz 1989); it appears they same may be 

true for momentum. 

The momentum of all predicted convective subensembles is needed to parameter-

ize horizontal momentum tendencies , as shown in equation (2.12). Each component of 

momentum is computed by applying equations (2.17) and (2.18) to each subensemble. 

Fig. 5.6 shows the resulting cloud momentum for all of the predicted subensemble 

updrafts computed by the parameterization at 1700 UTC along with the zonal and 
. 

meridional components of the observed environmental wind. The deepest subensem-

bles nearly maintain the cloud base momentum through their depth whereas the 

shallower subensembles approach the environmental momentum. 

The momentum parameterization may be run with or without the pressure gra-

client force acceleration term (see Section 2.3). First, the results are shown for no 

pressure gradient force acceleration (i.e., entrainment-detrainment only). For this 

case, Fig. 5. 7 shows the parameterized momentum acceleration and the diagnosed 

momentum budget residual at 1700 UTC. The parameterization predicts virtually no 

momentum acceleration below 500 mb. In the cloud model used here, detrainment 

occurs only at cloud top, and the shallowest cloud predicted by the cloud model has 

a cloud top at 540 mb. As a result , the cloud-top detrainment term is zero below 

540 mb. Although the term that accounts for the subsidence of environmental air 

which compensates convective mass flux is not zero below 500 mb, it is nonetheless 
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Fig. 5.6: Vertical profiles of environmental wind (solid) and the cloud momentum of 

all subensembles ( dashed) as predicted by the momentum parameterization at 1700 

UTC for (a) zonal momentum and (b) meridional momentum. 
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an order of magnitude smaller than any of the terms in the upper troposphere. The 

diagnosed momentum budget residuals below 500 mb suggest that the momentum 

parameterization has performed poorly here. Above 500 mb, however, the momen-

tum parameterization performs much more satisfactorily. The parameterized zonal 

wind decelerates between 500 and 250 mb and accelerates between 250 and 200 mb. 

The parameterized meridional wind accelerates between 400 and 300 mb and deceler-

ates between 300 and 200 mb. All of these features are reproduced in the diagnosed 

budget residuals. The maximum magnitudes of the wind accelerations depicted in 

Fig. 5.6 are ~ 10-3 ms-2, or about 100 ms-1d-1 . 

Convection in the EMEX9 MCS initially maintains a quasi-linear structure (see 

Fig. 3.11) , suggesting that including the pressure-gradient acceleration term in the 

momentum parameterization may improve the results . This is not the case, however. 

Although, as shown in Fig. 3.13, there is a strong front-to-rear directed pressure 

gradient force across the convective line in the upper troposphere, its spatial scale is 

small enough that it is nearly cancelled out by two flanking regions of rear-to-front 

directed pressure gradient accelerations. A vertical profile of the Grid #2 mean line-

normal pressure gradient force at liOO UTC shows it to be very small ( ~ 2 x 10-4 

ms- 2) compared to the observed line-normal momentum budget residual on Grid #2 

(Fig. 5.8a) . In fact, at 1800 UTC, when the convect ion has essentially lost its lin-

ear orientation, the Grid #2 mean line-normal pressure gradient force is nearly zero 

through almost all of the t roposphere (Fig. 5.8b ). Figs. 3.13 and 5.8b both indicate 

that the simulated M CS fails to develop a dipole pressure perturbation field on a 
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Fig. 5.7: Vertical profiles of (a) the parameterized zonal and meridional momentum 

acceleration and (b) the diagnosed momentum budget residual of zonal and merid-

ional momentum at 1700 UTC. 
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spatial scale larger than the analysis grid (Grid #2). Thus, for EMEX9, including 

the convective-scale pressure gradient acceleration term in the momentum parame-

terization yields spurious accelerations in the upper troposphere. The results above 

suggest that in a situation in which the perturbation pressure field associated with 

an M CS is of a small enough scale compared to a GCM grid box, the pressure gra-

dient force directed across the system could be effectively cancelled out in the mean 

by a corresponding region of oppositely-directed pressure gradient force. In practice, 

then, the pressure gradient acceleration term should be parameterized with caution. 

Still, in some cases (e.g., the PRE-STORM 23-24 June MCS, as described below) , 

including the pressure gradient term does improve the results of the momentum pa-

rameterization. The differing behavior of the two simulated MCSs in this regard can 

be interpreted in the context of their spatial scale relative to the Rossby radius of 

deformation ( see discussion in Section 6.1). 

5.2 PRE-STORM simulation 

5.2.1 Thermodynamic 

For PRE-STORM, as for EMEX9, the input sounding for each time will be the 

mean Grid #2 sounding. The scheme has been built using conditionally-sampled data 

from Grid #3 data of the PRE-STORM simulation from 0300-0400 UTC. We first 

test the scheme with an input sounding from 0400 UTC (Fig. 5.9). Fig. 5.10 shows 

the resulting vertical profiles of the parameterized mesoscale heating and drying rates 

at 0400 UTC. The agreement between the parameterized and diagnosed profiles is 

generally good. In the mesoscale updraft , the parameterized heating and drying are 
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itive line-tangential pressure gradient force represents acceleration from left-to-right 

as seen from ahead of the line. 
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both slightly underpredict~d. This error results primarily from the deposition rate be-

ing underpredicted. In the mesoscale downdraft, the cooling is slightly overpredicted 

and the moistening is displaced too high. Both of the latter errors result primarily 

from an overestimation of the melting rate in the mesoscale downdraft. 

The parameterized mesoscale heating and drying tendencies for the PRE-STORM 

simulation account for a smaller fraction of the total heating and drying tendencies 

than for EMEX9. The maximum heating rate in the parameterized mesoscale updraft 

is about 10 Kd-1; the maximum cooling rate in the parameterized mesoscale down-

draft is about 3.8 Kd-1 . The maximum drying rate in the parameterized mesoscale 
. 

updraft is 5.0 gkgd-1 ; the maximum moistening rate in the parameterized mesoscale 

downdraft is 1.0 gkgd-1 . By comparison, the maximum parameterized convective 

heating rate is 165 Kd-1 and the maximum parameterized convective drying rate 

is 34 gkgd-1 at this time (not shown). Thus, although the absolute magnitudes of 

the mesoscale heating and drying are about the same for EMEX9 and PRE-STORM, 

their magnitudes relative to the convective heating and drying are greater for EMEX9. 

These results are consistent with those of Wu (1993) . He found for instance, that for 

six PRE-STORM observation times ,- the maximum magnitude of mesoscale heating 

was about 17 Kd-1 compared to a maximum magnitude of convective heating of 

about 125 Kd- 1 (his Figs. 21-23). For six GATE observation times , on the other 

hand, Wu (1993) found a maximum mesoscale heating rate of 4 Kd-1 versus a maxi-

mum convective heating rate of 15 Kd-1 . 

As for EMEX9, the scheme is also tested for times prior to the hour for which the 
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PRE-STORM 23-24 June 04-00 UTC 

Fig. 5.9: Mean Grid #2 sounding for the PRE-STORM 24-24 June simulation at 

0400 UTC. 
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Fig. 5.10: The parameterized and diagnosed (a) heating and (b) drying rates for the 

PRE-STORM 23-24 June simulation at 0400 UTC. 

178 



parameters described in Chapter 4 were determined. Fig. 5.11 shows the diagnosed 

and parameterized heating rates for the PRE-STORM simulation for between 0100 

and 0400 UTC. Fig. 5.12 shows the diagnosed and parameterized drying rates for the 

PRE-STORM simulation for between 0100 and 0400 UTC. Compared to EMEX9, 

the parameterized heating and drying rates show relatively little variation with time. 

As discussed above, the values of all parameters determined through conditional 

sampling would be expected to vary among different MCSs, and throughout the 

life cycle of a single MCS. So far we have seen how sensitive the scheme is to the 

variation of these parameters through an MCS's life cycle. What happens if we 

now completely change these parameters, but still maintain "reasonable" values? To 

answer this question, we will run the parameterization using (1) the PRE-STORM 

soundings for 0100 to 0400 UTC, and (2) the EMEX9 parameters ( all water budget 

parameters, depth and shape parameters for phase transformations). This could 

be viewed as a "worst case" scenario, and there is certainly no question that the 

parameters have been derived using an independent dataset. The parameterized 

heating and drying tendencies for t his situation are compared to the PRE-STORM 

diagnosed heating and drying in Fig. 5.13, for 0400 UTC, and in Figs . 5.14 and 5.15 

for 0100-0400 UTC. Naturally, the results are not as accurate as before, but are at 

least reasonable. At 0400 UTC, the maximum paramet erized heating in the mesoscale 

updraft is underestimated by ~ 4 Kd-1 , with the maximum value displaced about 

100 mb too low. The maximum parameterized heating in the mesoscale downdraft 

at 0400 UTC is overestimated by about a factor of two. For the 0400 UTC drying 
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Fig. 5.11: The (a) diagnosed and (b) parameterized heating rates for the PRE-

STO RM simulation between 0100 and 0400 UTC. 
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profiles, the nature of the errors is similar, with errors of 1-2 gkgd-1 in the mesoscale 

updraft, and < 0.5 gkgd-1 in the mesoscale downdraft. 

5.2.2 Momentum 

Again, the parameterization is fed a Grid #2 mean sounding. First, we examine 

the results for the case in which the term accounting for the effect of convective-

scale pressure gradient force is not included. Fig. 5.16 shows the vertical profiles 

of the environmental momentum along with the momentum of each of the predicted 

subensembles at 0400 UTC in this case. · Again, the deepest subensembles maintain 

their cloud-base momentum values whereas the shallower subensembles approach the 

environmental momentum as they rise toward their respective cloud tops. 

The 0400 UTC parameterized zonal and meridional momentum acceleration is 

compared with the 0400 UTC diagnosed momentum budget residual on Grid #2 in 

Fig. 5.17. The meridional (i .e., nearly line-tangential) component of the momentum is 

parameterized quite well, with the following features correctly predicted: deceleration 

between 100 and 200 mb, acceleration bet.ween 200 and 300 mb, deceleration between 

300 and 450 mb, and acceleration between 450 and 850 mb. For the line-normal 

component of momentum, the parameterization does not perform as well , especially 

above 300 mb. The momentum parameterization does not ( and cannot ) predict any 

momentum acceleration or deceleration below cloud base, and therefore here it does 

not capture the features of the momentum budget residual. 

Unlike for EMEX9, for PRE-STORM the performance of the momentum param-

eterization improves when the convective-scale pressure gradient acceleration term is 
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Fig. 5.13: The parameterized and diagnosed (a) heating and (b) drying rates for the 

PRE-STORM 23-24 June simulation at 0400 UTC. 
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Fig. 5.14: The (a) diagnosed and (b) parameterized heating rates for the PRE-

STORM simulation between 0100 and 0400 UTC, where PRE-STORM parameters 

are replaced with the EMEX9 parameters (see text). 
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Fig. 5.15: The (a) diagnosed and (b) parameterized drying rates for the PRE-STORM 

simulation between 0100 and 0400 UTC, where PRE-STORM parameters are replaced 

with the EMEX9 parameters (see text). 
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Fig. 5.16: Vertical profiles of environmental wind (solid) and the cloud momentum of 

all subensembles ( dashed) as predicted by the momentum parameterization at 0400 

UTC for (a) zonal momentum and (b) meridional momentum. 

192 



(a) 

,.-... 
,.0 s -......, 

P-. 

200 

300 

400 

500 

600 

700 

800 

900 

PRE-STORM 23-24 June 
0400 UTC, Parameterized 

I 
I 

I 

\ 
I 

\ 
\ 

' ' \ 
I 

/ 

, 

Zonal 
Meridional 

1000'------'------l..--...J....--J.._----....I.---------' 

- .50E-02 - .30E-02 - . l OE-02 .!OE-02 .30E-02 .50E-02 

Momentum acceleration (ms- 2 ) 

193 



(b) 

,,-.... 
.n 

PRE-STORM 23-24 June 
0400 UTC, Diagnosed 

Zonal 
Meridional 

100 ~----~----...---...--...,....-----.-----~ 

200 

300 

400 

5 500 
0... 

600 

700 
/ 

/ 
/ 

/ 
800 / 

/ 
/ 

< 
\ 

900 ' 
1000'------_.__ ____ _.___---' __ ....._ ____ ~----~ 

-.50E-02 - .30E-02 -.lOE-02 .lOE-02 .30E-02 .50E-02 

Momentum budget residual (ms-2 ) 

Fig. 5.17: Vertical profiles of (a) the parameterized zonal and meridional momentum 
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considered. In order to include this term in the parameterization, we must specify a 

line orientation as well as· values of 'Yk and ,1 (see Section 2.3). Examination of the 

vertical velocity fields throughout the simulations indicates a predominant WNW-

ESE line orientation throughout the simulation. Specifying appropriate values of 'Yk 

and 11 is a bit more difficult, as it requires assumptions about the line-normal, line- -

tangential, and vertical "scale-lengths" of the convective updrafts. Examination of 

the vertical velocity fields suggest that for the PRE-STORM 23-24 June MCS, rea-

sonable values ·for each of these quantities are 20 km, 200 km, and 20 km, for the 

line-normal, line-tangential, and vertical scale-lengths, respectively. If we take the 

x-direction to be parallel to fhe line and the y-direction to be normal to the line, 

these assumptions yield a value of 'Yk of 0.02 and a value of ,1 of 2.0. Again, these 

parameters simply enable the momentum parameterization to "feel" the observed 

spatial orientation of the convective updrafts. 

We now apply the momentum parameterization as above, except now including 

the term involving the convective-scale horizontal pressure gradient force along with 

the aforementioned values of line-orientation, 'Yk , and ,1. Because the value of 11 is 

so small , the parameterized line-tangential momentum of the convective subensem-

bles (Fig. 5.19a) is essentially the same as with the entrainment-detrainment model 

(Fig. 5.18a). However, the parameterized line-normal momentum of the convective 

subensembles (Fig. 5.19b) behaves quite differently than before (Fig. 5.18b ). In 

particular, below 500 mb , the line-normal momentum of the convective subensembles 

is directed in a rear-to-front direction rather than a front-to-rear direction, whereas 
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above 500 mb, the line-normal momentum of the convective subensembles has a larger 

front-to-rear component that before. Both of these differences are effected by a pa-

rameterized horizontal convective-scale pressure gradient force which results from 

inferring lower perturbation pressure on the downshear side of convective updrafts . 

Including the horizontal convective-scale pressure gradient force in the parame-

terization improves the predicted acceleration of the line-normal component of mo-

mentum. Fig. 5.20 shows the parameterized acceleration of the line-normal and 

line-tangential momentum components at 0400 UTC along with the diagnosed mo-

mentum budget residual for each of these components at 0400 UTC for this case. For 
. 

comparison purposes, Fig. 5.21 shows the parameterized and diagnosed line-normal 

and line-tangential momentum accelerations for the entrainment-detrainment model 

only. With the inclusion of the horizontal convective-scale pressure gradient force, the 

parameterization correctly predicts the front-to-rear momentum acceleration between 

300 and 100 mb. The prediction of the line-tangential momentum remains essent ially 

unchanged. The improved performance of the momentum parameterization with the 

inclusion of the horizontal pressure gradient force terms seems reasonable in light of 

the simulated Grid #2 mean line-normal pressure gradient force (Fig. 5.22). For the 

PRE-STORM MCS, there is a significant mean pressure jump across the system from 

front-to-rear, especially in the upper troposphere. This plot also suggests why the 

parameterization with convective-scale horizontal pressure gradient force still failed 

in the middle troposphere. The parameterization predicted that the pressure gradi-

ent force would effect a rear-to-front acceleration in the layer between ~ 310 and ~ 
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Fig. 5.18: Vertical profiles of environmental wind (solid) and the cloud momentum 

of all subensembles ( dashed) as predicted by the momentum parameterization at 

0400 UTC for (a) line-tangential momentum and (b) line-normal momentum when 

the momentum parameterization is applied using the entrainment-detrainment terms 

only. 
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Fig. 5.19: Vertical profiles of environmental wind (solid) and the cloud momentum 

of all subensembles (dashed) as predicted by the momentum parameterization at 

0400 UTC for (a) line-tangential momentum and (b) line-normal momentum when 

the momentum parameterization is applied using the entrainment-detrainment terms 

along with the term which accounts for the momentum acceleration by the horizontal 

convective-scale pressure gradient force. 
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480 mb at 0400 UTC; this rear-to-front pressure gradient force acceleration was not 

diagnosed in the Grid #2 mean model results. The parameterization did correctly 

predict a front-to-rear acceleration elsewhere in the troposphere, however. 
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Fig. 5.20: Vertical profiles of (a) the parameterized line-tangential and line-normal 

momentum acceleration and (b) the momentum budget residual of line-tangential and 

line-normal momentum at 0400 UTC for when the momentum parameterization is 

applied using the entrainment-detrainment terms along with the term which accounts 

for the momentum acceleration by the horizontal convective-scale pressure gradient 

force. 
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Fig. 5.21: Vertical profiles of the parameterized line-tangential and line-normal mo-

mentum acceleration at 0400 UTC for when the momentum parameterization is ap-

plied using the entrainment-detrainment terms only. 
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Fig. 5.22: Vertical profiles of the Grid #2 mean line-normal and line-tangential 

pressure gradient force at (a) 0300 UTC and (b) 0400 UTC. A positive line-normal 

pressure gradient force represents acceleration from front-to-rear. A positive line-

tangential pressure gradient force represents acceleration from left-to-right as seen 

from ahead of the line. 
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6.1 Summary 

Chapter 6 

CONCLUSIONS 

A framework has been described for parameterizing the mesoscale flow branches of 

M CSs in models with resolution too coarse to resolve these flow branches. The ther-

modynamic part of the parameterization is analogous to the formulation of Donner 

(1993), with improvements of a more sophisticated convective driver (the Arakawa-

Schubert convective scheme with convective downdrafts) and inclusion of the vertical 

distribution of various physical processes obtained through conditional sampling of 

two cloud-resolving MCS simulations. The Wu and Yanai (1994) convective mo-

mentum parameterization has also been inclu 1 ed as a separate component of the 

parameterization scheme. The mesoscale parameterization is tied to a version of the 

Arakawa-Schubert convective parameterization scheme which is modified to employ 

a prognostic closure, as describ,ed by Randall and Pan (1993). The parameterized 

Arakawa-Schubert cumulus convection provides condensed water, ice, and water vapor 

which drives the parameterizatio for the large-scale effects of mesoscale circulations 

associated with the convection. 

The mesoscale thermodynamic parameterizatio is developed with the idea that 

determining thermodynamic forcing of the large scale depends on knowing the vertically-
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integrated values and the vertical distributions of the following quantities: (1) depo-

sition and condensation in mesoscale updrafts, (2) freezing in mesoscale updrafts, 

(3) sublimation in mesoscale updrafts , ( 4) sublimation and evaporation in mesoscale 

downdrafts, (5) melting in mesoscale downdrafts, and (6) mesoscale eddy fluxes of 

entropy and water vapor. The relative magnitudes of these quantities are constrained 

by assumptions made about the relationships between various quantities in an MCS 's 

water budget deduced from three-dimensional cloud-resolving MCS simulations 

The MCS simulations presented here include one of a tropical MCS observed dur-

ing the 1987 Australian monsoon season (EMEX9), and one of a midlatitude MCS 

observed during a 1985 field experiment in the central Plains of the U.S. (PRE-

STORM 23-24 June). For both simulations, the grid spacing on the finest grid is fine 

enough (1500 m for EMEX9, 2083 m for PRE-STORM) that no convective parame-

terization scheme is required. In each case, the finest grid covers an area on the order 

of tens of thousands square kilometers ( ~ 18,000 km2 for EMEX9, ~ 17,300 km2 

for PRE-STORM) . Each simulation is run for several hours using all grids and no 

convective parameterization ( 4.5 hours for EMEX9, 3.5 hours for PRE-STORM 23-24 

June) . Each simulation yields a data set that can only be described as monstrous ( 40 

variables every 15 minutes on 454,860 grid points for EMEX9 and on 543,136 grid 

points for PRE-STORM). In both cases, the model simulates organized convection 

and an adjacent stratiform region which closely resemble the observed system. The 

analysis of these data then focuses on conditional sampling of the stratiform region 

of each system. 
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The conditional sampling of the fine grid data of each MCS simulation attempts 

to identify mesoscale updrafts and mesoscale downdrafts within the stratiform re-

gion of each system. Convective/stratiform partitioning criteria are those used by 

Tao et al. (1993) , which are based primarily on surface precipitation rate. These 

criteria require the stratiform region to be rain· ng, · which eliminates columns con-

taining nonprecipitating anvil clouds. After two-dimensionally separating the MCS 

into convective and stratiform regions, mesoscale updrafts and mesoscale downdrafts 

are isolated within the stratiform region. Here, the conditional sampling is done on a 

gridpoint-by-gridpoint basis (not column-by-column) t o allow the updrafts and down-

drafts to have vertical structure or slant. Spatial coherence of mesoscale drafts is also 

required , however, with the core grid point and all contiguous grid points required 

to have vertical velocity of the same sign to be considered a mesoscale draft . Once 

these mesoscale updraft and downdrafts are identified, vertical profiles of physical 

processes in these conditionally-sampled mesoscale updrafts and downdrafts are used 

to determine the shapes of vertical profiles of various physical processes as well as 

relationships between various components of an MCS's water budget . 

The scheme is then tested by comparing the heating and drying tendencies pro-

duced by feeding it mean soundings from the simulations with tendencies diagnosed 

from the conditional sampling of the simulations. As designed, the scheme is of 

course going to be sensitive to values of the parameters deduced from the conditional 

sampling. These parameters include: 

( 1) the depth and shape parameters for the vertical profiles of all phase transform a-
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tions, 

(2) the ratios among the vertically-integrated values of 

(a) the sublimation in mesoscale updrafts, 

(b) the evaporation plus sublimation in mesoscale downdrafts , and 

( c) the mesoscale precipitation, and 

(3) the ratios of 

(a) the vertically-integrated evaporation to the vertically-integrated sublimation 

in mesoscale downdrafts and 

(b) the vertically-integrated condensation to the vertically integrated deposition 

in mesoscale updrafts. 

All of the quantities listed above are determined using one hour of fine grid data 

from each simulation. However, the parameterization is tested on four hours of data 

for the EMEX9 simulation and t hree hours of data for the PRE-STORM simulation. 

Agreement between parameterized and diagnosed heating and drying tendencies is 

very good for both cases. As an additional test of the sensitivity of the scheme to 

specified values of the quantities listed above, we use the EMEX9 values of these 

parameters for a parameterization of PRE-STORM tendencies. As expected, the 

parameterization does not do quite as good a job of reproducing the exact shapes of 

the tendency profiles, but the agreement is at least reasonable. In practice, it would 

be difficult to decide on appropriate values of these "tunable" parameters. The values 

presented here, along with those presented elsewhere in published literature, suggest 
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a reasonable range for each parameter, however. 

The convective momentum parameterization is tested in much the same way as 

is the thermodynamic parameterization. That is, the output of the parameterized 

momentum tendencies computed by feeding the scheme grid mean soundings are 

compared with the diagnosed momentum budget residuals on the fine grid of each 

simulation. For each MCS, an effort is made to see whether including the convective-

scale pressure gradient force term improves the performance of the momentum pa-

rameterization. This pressure gradient term might be expected to be particularly 

important for mesoscale convective systems whose convection is arranged linearly. It 

is found that for EMEX9, taking this pressure gradient term into account does not 

improve the results of the momentum parameterization. On the other hand, for the 

PRE-STORM 23-24 June MCS, including this term does improve the results. It is 

hypothesized that the fundamental difference between the two simulations is that 

the simulated EMEX9 M CS does not develop a broad-scale organized pressure per-

urbation field whereas the PRE-STORM MCS does. Intuitively, this makes sense, 

as the EMEX9 convection evolves from almost perfect linearity to a more scattered 

mesoscale organization as the simul~tion proceeds whereas the PRE-STORM 23-24 

June MCS maintains its linearity. This intuition is supported by an analysis of the 

vertical profile of the line-normal component of the pressure gradient force on Grid 

#2 of each simulation. For EMEX9, this quantity starts out small and eventually 

becomes nearly zero throughout most of the troposphere. For PRE-STORM, a cross-

line pressure gradient force maintains its magnitude for the entire simulation. It seems 
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reasonable that the two simulated M CSs should differ in their degree of balance, as 

their scale relative to the local Rossby radius of deformation is quite different. Cot-

ton et al. (1989) discussed the importance of an MCS's scale relative to the Rossby 

radius . . The PRE-STORM 23-24 June MCS, as a midlatitude system, is much more 

likely to evolve into a balanced MCS as convective heating projects its energy into 

the balanced fl.ow. 

In light of these results, it is suggested that the parameterization of the accelera-

tion of large-scale momentum by the convective-scale pressure gradient force should 

be handled with caution. It certainly seems possible that there wiUbe occasions when, 

even for linear convection, the spatial scale of the pressure perturbation field will be 

small enough that there will be plenty of room for corresponding areas of oppositely-

directed pressure gradient acceleration in the same grid box. Thus, even if we are 

confident that we can determine line-orientation, do we really want to parameterize 

its effects? 

6.2 Unresolved issues 

6.2.1 Activation of scheme 

A key issue which has not been addressed in this study is how the mesoscale pa-

rameterization scheme should be activated. Although, the Arakawa-Schubert scheme 

can tell us whether deep convection is expected, it does not tell us whether it will be 

organized on the mesoscale or not. This problem is the subject of ongoing research 

by another member of the CSU cloud dynamic group, Hongli Jiang, and is discussed 

briefly here. 
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The means by which convection becomes organized are complex-there are many 

ways it can happen. Convection, by its very nature, tends to promote new convec-

tion around it . For instance, convection that is initially "randomly" scattered may 

organize itself, as moisture detrained from initial convective cells creates an environ-

ment around the cells which promotes additional cell development (e.g., · Randall and · 

Huffman 1980; Simpson et al. 1980). The theory advanced by Nicholls et al. (1991) 

and Mapes (1993) describes another way convection may organize itself. Here, an 

MCS-like heat source promotes, through inviscid gravity wave dynamics , upward dis-

placements at low levels in a mesoscale region surrounding the heat source. Another 

theory suggests that a main organizing mechanism of convection in M CSs is that the 

pool of cold downdraft air at the surface triggers new convective cells (e.g., Mapes 

and Houze 1992). 

In the absence of vorticity sources and sinks, shear is typically detrimental to 

organized convection (e.g. , Asai 1964). Otherwise, however, the opposite may be true. 

Two- and three-dimensional modeling studies suggest that environmental wind shear 

critically governs if and how organized convection evolves. For instance, Rotunno et 

al. (1988) presented numerical simulations which showed that there is an optimal 

condition for producing uplift at a gust front (the front leading the cold pool). They 

showed that this optimal condition occurs when the import of vorticity associated with 

low-level environmental shear balances the circulation induced by the cold outflow. 

Weisman (1992) elucidated on the Rotunno et al. theory, describing how organized 

convection evolves systematically in response to the development and intensification 
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of a convectively generated cold pool (Fig. 6.1). Early on, the convective cells lean 

downshear in response to the environmental shear. As the cold pool strengthens, 

the cells become more upright. Finally, the convection tilts upshear in response to 

negative horizontal vorticity generated at the cold pool's leading edge. During this 

upshear-tilting phase, the stratiform region and rear-to-front descending flow branch 

gradually evolve. The time period over which the whole sequence unfolds ( and if, 

indeed, it does) depends on both the strength of the cold pool and the strength of 

the low-level ambient wind shear. 

The degree to which convection is organized also appears to depend on the ther-

modynamic structure of the environment. Cheng (1989) showed, for instance, that 

the degree of mesoscale convective organization for GATE MCSs was closely related 

to a thermodynamically diagnosed updraft tilting angle. Cheng diagnosed the tilting 

angle by using a cumulus ensemble model which considered the vertical momentum 

and rainwater budgets of cumulus updrafts. For GATE convection, horizontal distri-

butions of this tilting angle exhibited local maxima in areas of organized convection. 

The distributions were more uniform, however, when only scattered convection was 

present. The tilting angle's importance is tied to its role in the updraft rainwater 

budget. Cheng's cumulus ensemble model considers that convective-scale downdrafts 

are dynamical phenomena resulting from rainwater falling through the subsaturated 

cloud environment. Because the rainwater originates in the updraft , the amount of 

tilt of the updraft will dictate how much rainwater can separate from the updraft-

tilted updrafts can successfully unload their rainwater whereas upright updrafts may 
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Fig. 6.1 : Three stages in the evolution of a convective system. The system tilt evolves 

through a (a) downshear, (b) vertical, and ( c) upshear orientation over time. From 

Weisman (1992). 
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suffer a perilous fate as water loading kills their buoyancy. Thus, the thermodynam-

ically diagnosed tilting angle is essentially the mean angle required for a statistically 

steady updraft subensemble to maintain its buoyancy against water loading. 

The role of tilting angle and low-level shear in maintaining organized convection 

are closely coupled. Consider why for a moment. A larger tilting angle typically 

yields a larger downdraft mass flux relative to the updraft mass flux. The larger 

downdraft mass flux maintains a more robust cold pool. And, as discussed above, 

it is the interaction of the vorticity of the cold pool and that of low-level flow that 

creates conditions ripe for organized convection. So the updraft tilt and low-level 
. 

shear work in concert with one another, with organized convection generally needing 

both. Cheng and Yanai (1989), for example, evaluated both the low-level shear 

(S = jv(700mb) -v(950mb )I) and the updraft tilting angle for deep clouds for about 

three weeks during GATE. The two quantities are remarkably correlated with maxima 

in vertical wind shear generally lagging those in diagnosed tilting angle (Fig. 6.2), 

and the diagnosed tilting angle typically increasing simultaneously with the mass flux 

of deep clouds associated with squall clusters. 

Ideally, an MCS parameterization could consider both the environmental low-level 

shear and the updraft tilting angle, with MCSs likely to be triggered where the former 

is sufficiently large and the latter exhibit local maxima. Obtaining the low-level shear 

is trivial: the host model provides it. Obtaining the updraft tilting angle requires 

a sophisticated updraft/downdraft model such as the one described by Cheng and 

Yanai (1989). 
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Fig. 6.2: Time series of the diagnosed updraft tilting angle ( upper; degrees) and the 

vertical wind shear between 700 and 950 mb (lower; ms-1 ) at the center of the GATE 

network form 0000 UTC 31 Augus 1974 (Time index 9) to 0000 UTC 18 September 

1974 (Time index 153). From Cheng and Yanai (1989). 
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In practice, a simple way to activate the mesoscale component of the scheme 

could be to track a quantity dubbed "mesoscale kinetic energy" (MKE) by another 

member of our research group, Scot Rafkin. Actually, the term MKE has been used 

previously in the context of mesoscale circulations which develop in response to land 

surface heteorogeneities (Avissar and Chen 1993). The .MKE is an extension of the 

concept of cumulus kinetic energy (CKE) discussed by Lord and Arakawa (1980) and 

Randall and Pan (1993) , among others. An equation for subgrid-scale MKE can be 

developed in a way analogous to Randall and Pan's equation for subgrid-scale CKE 

( as A vissar and Chen have done). The mesoscale parameterization could then either 

be turned on or off if the MKE exceeds a certain threshold or could have its tendencies 

modulated by the magnitude of the MKE. This is consistent with the concept that 

an MCS represents a more balanced form of convection (Olsson 1995) . That is , a 

signature of a balanced MCS would be the amount of kinetic energy residing in the 

mesoscale flow branches. 

The MKE would have two fundamental sources/sinks. The first would be a 

source/sink from CKE and the second would be an internal source/sink due to the 

parameterized mesoscale circulation itself. The direct pathway between CKE and 

MKE is simply based on our observations and intuition that the mesoscale region 

is driven by convection. The CKE could evolve upscale to produce MKE or could 

evolve downscale to destroy MKE. The internal source of MKE could be a function 

of the mesoscale heating itself, among other things; the internal sink of MKE would 

probably be tied to a simple dissipation term like the one in the Randall and Pan 
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CKE equation. The appropriate way to parameterize each term in an equation for 

MKE is a difficult question and is a subject of ongoing research in our group. 

6.2.2 Convection: Linear or not'? 

If it is determined that the mesoscale portion of the scheme should be activated, 

an additional question whose answer would be useful to the momentum scheme is 

whether the convection will be arranged in a line. Wu and Yanai 's parameterization 

shows that momentum forcing resulting from accelerations by the convective-scale 

horizontal pressure gradient force depends on the arrangement of convection, thus 

the values of ik and ,1 should be adjusted accordingly. Can large-scale variables be 

used to determine whether convection will be linear? Observations indicate that, 

more often than not, organized convection is oriented in lines. But not always. For 

instance, Houze et al. (1990) estimated that between and ¾ of the MCSs they 

studied were organized in linear convective bands during some part of their life cycle. 

How, then , do large-scale properties tell us whether we'll get a line or not? 

In the previous section, it is suggested that to get MCSs, the low-level shear needs 

to exceed a critical threshold . Observational evidence indicates that to get linear_ 

rather than nonlinear convection, the low-level wind profile is also important. How-

ever, it is not so much the magnitude of the shear that's important as it is the presence 

of a low-level jet (as we'll see, the two are not identical). Consider, for instance, obser-

vations from GATE. Houze and Betts (1981) noticed two main regimes of mesoscale 

organization in GATE-so-called squall and nonsquall clusters. Squall clusters are 

characterized by fast-moving convective lines trailed by large areas of stratiform pre-
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cipitation. Nonsquall clusters, on the other hand, have more chaotically placed con-

vective elements (still accompanied by large areas of stratiform precipitation) and 

typically move slower than squalls. Frank (1978) investigated the question of which 

large-scale factors modulate the type of mesoscale organization (squall or nonsquall) . 

He found that the vertical wind shear in the lower troposphere was the distinguishing 

difference in the environments-squall cluster environments had about twice as much 

easterly shear between the surface and 650 mb than did nonsquall environments (13 

ms-1 as compared to 6 ms-1 ). This shear threshold essentially identifies the presence 

of an easterly jet over the east Atlantic. Barnes and Sieckman (1984) also noted that 

squall clusters in GATE were closely related to the appearance of a low-level easterly 

jet near 650 mb whereas nonsquall clust ers there were not . 

Houze et al. (1990) examined the mesoscale structure of MCSs over Oklahoma 

and again showed that the low-level jet 's strength was critical in determining whether 

convection was linear or not. How.ever, their observations also made it clear that 

looking at t he speed shear between two given levels ( say, the surface and 500 mb) 

is not sufficient . This can be understood by realizing that a jet can be confined 

completely in-between two arbitrary levels. Houze et al. considered MCSs to be 

"classifiable" if they st rongly resembled the leading-line/trailing stratiform struct ure 

and "unclassifiable" if the convection was chaotically organized. After examining 

environment al soundings, Houze et al. concluded that as MCSs progressed from 

being unclassifiable to classifiable the hodograph curvature below 500 mb increased 

significantly. Through the same layer, however, the magnitude of the speed shear 
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actually decreased. The sharp hodograph curvature associated with linear convection 

was associated with the Great Plains southerly low-level jet, suggesting that a stronger 

low-level jet promotes the organization of convective cells into a line. 

Wu and Yanai (1994) also show the importance of a low-level jet in determining 

whether convection will be linear. Because they only consider low-level ~pe~d shear, 

however, one must scrutinize their plots carefully to see this . Their scatter diagrams 

of the cloud work function (essentially the convective available potential energy) and 

the low-level vertical shear for SESAME, PRE-STORM, and GATE show that large 

low-level vertical shear of the horizontal wind is a key environmental factor separating 

squall lines and squall clusters from MCCs and nonsquall clusters (Fig. 6.3). However, 

looking carefully at the PRE:STORM and SESAME plots (both experiments were 

in the south-central U.S), you can see that many of the weakest speed shear cases 

are actually squall lines rather than MCCs. The southerly jet could still have been 

strong for these weak shear cases-we don't know for sure though. The GATE plot , 

on the other hand, shows an almost perfect speed shear cutoff between squall lines and 

chaotic convection. These plots also show that mesoscale organization is apparently 

not very sensitive to the convective available potential energy. 

Numerical results support observations that a curved low-level hodograph (i .e. , 

low-level jet) supports linear convection. Balaji and Clark (1988) and Hauf and 

Clark (1989), for instance, simulated the initiation and growth of deep convection 

in a disturbed boundary layer using differing shear profiles. For a curved hodo-

graph, veering 90° through the low-level mixed layer and exhibiting speed shear alone 
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Fig. 6.3: Scatter diagrams of the cloud work function (A) of deep clouds versus 

the low-level vertical wind shear for grid points in the convective region during (a) 

SESAME, (b) PRE-STORM, and (c) GATE. The low-level vertical wind shear is 

defined by lv(900mb) - v(700mb)I in SESAME, lv(900mb) - v(750mb) I in PRE-

STORM, and lv(950mb) - v(700mb) I in GATE. "M" represents an MCC or a non-

squall cloud cluster; "s" represents a squall line or squall cloud cluster. From Wu and 

Yanai (1994). 
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above the inversion, the resulting convection was oriented in bands parallel to t he 

mid-tropospheric- shear vector. On t he other hand, simulations with a straight-line 

hodograph (i.e., appreciable speed shear but no low-level jet) produced chaotically 

arranged convection. 

All of the observations and numerical simulations above suggest that the single 

most important criterion to examine in order to determine whether MCS convection 

is linear or not is whether a low-level jet is present. The curvature (or length) of the 

large-scale hodograph in, say, the lowest 300 mb should exceed a certain value before 

linear convection is allowed. If linear convection is allowed, the final problem is to 

determine what its orientation (e.g., north-south , east-west, or whatever) is likely to 

be. Observations suggest that squall lines are typically aligned nearly normal to a 

vertical shear vector pointing from the base to core of the low-level jet (e.g., Betts et al. 

1976, Barnes and Sieckman 1984, Roux 1988, Keenan and Carbone 1992). Sometimes , 

however, convective lines are instead observed to be oriented parallel to a midlevel 

shear vector ( e.g. Barnes and Sieckman 's "slow" convective lines) as in the Clark 

numerical simulations discussed above. Alexander and Young (1992) demonstrated, 

that at least for EMEX convection, whether convective lines are oriented normal to 

the low-level shear or parallel to the midlevel s ear depends on the magnitude of the 

low-level environmental shear. Seven of ten EMEX convective lines were oriented 

normal to the low-level shear vector-for each of these seven lines the magnitude of 

this shear exceeded 5 ms-1 . For the three exceptions, the magnitude of the shear 

from the base to the core of the jet was less than 5 ms-1-these lines were oriented 
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parallel to the midlevel shear vector. 

In summary, the primary issues that future research should focus on include (1) 

development of crtieria for deciding when to activate the mesoscale part of the param-

eterization, (2) development of criteria for determining if and how the environmental 

momentum is accelerated by the pressure gradient acceleration, and (3) further eval-

uation of the mesoscale parameterization with an ensemble of independent cases. 
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