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ABSTRACT

Robots have been expected to achieve persistent autonomy for a long time, in which robots are required to safely operate in unknown environments for extended lengths of time while without human interventions. Reinforcement learning holds the promise for persistent autonomy because it can adapt to dynamic and unstructured environments by automatically learning optimal policies from the interactions between robots and environments. However, failures can be unavoidable in the learning process as reinforcement learning can learn the outcome of an action only by executing the action itself. These failures can cause damages to robots or environments in practical applications and hence hinder persistent autonomy. In general, human interventions are usually needed to avoid or resolve the learning failures, but they can be unavailable in practical applications such as space exploration, search and rescue, and underground or underwater construction. Based on a multi-level architecture for persistent autonomy, this dissertation proposes new self-reflective, experiential strategies and methods, aiming at achieving safe adaptations to different environments with minimum human interventions. At the strategic level, while understanding learning is not always necessary and beneficial, this dissertation adds a high-level sophistication of whether and when to learn to reduce failures during learning. At the tactical level, this dissertation proposes a new self-recoverable reinforcement learning algorithm that consists of a multi-state recovery strategy and a failure-prevention strategy. The multi-state recovery strategy improves the learning’s own capability of handling already occurred failures and the failure-prevention strategy learns from failures that are usually ignored and abandoned before to generate a more effective strategy of preventing future similar failures. At the operational level, this dissertation proposes a new multi-objective-optimization-based auto-tuning method to adjust control parameters for robustly achieving the upper-level learning behaviors.
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CHAPTER 1
INTRODUCTION

1.1 Persistent Autonomy

Autonomous robots generally perform well when carrying out well-defined tasks in well-known environments. This reliable performance is achieved because all the tasks and environments can be exactly pre-programmed with appropriate parameters [1][2] without uncertainties. There are various applications such as stabilizing at a location [3], following designed trajectories [4], or moving around objects of interest [5].

However, the true autonomy (persistent autonomy) [6] requires more than the above well-defined contexts of robot configurations, tasks, and environments because practical operations may need to place different robots in new environments to finish a new task. The new robot configurations and task descriptions may not be precisely specified or known, and/or the new environments may not be encountered previously. When state of the art autonomous robots recognize they are in such situations beyond their sensing or reasoning abilities, they easily get stuck and typically seek human operator assistance. This often imposes unwanted operational constraints that are against the idea of autonomy and the initial motivation of using robots.

In order to realize the persistent autonomy, robots are required to have greater flexibilities in the way of sensing, reasoning, and acting to safely operate in unknown environments for extended lengths of time while without human interventions. As shown in Figure 1.1, the architecture of persistent autonomy generally includes four following levels.

The highest level is the strategic level, which adds a level of sophistication to the simple switching of low-level behaviors in the traditional autonomy architecture. From the general system’s perspective, this sophistication makes reasonable and global decisions by considering
more complex criteria such as general task semantic vagueness, the stability, risks, and energy consumptions of different low-level behaviors, and the conflicts between low-levels.

The tactical level generally includes traditional robot motion planning and path planning with using machine learning or optimal control techniques. While following the global-view instructions from the strategic level, this level uniquely addresses the system adaptability and safety within the scope of the learning or control algorithms themselves. In other words, this level aims to improve the system adaptability and safety by improving an algorithm itself rather than through choosing alternative better algorithms.

The operational level generally designs for robots robust controllers that can reliably follow a given trajectory from the tactical level. Various traditional control problems, such as the robustness, control stability, and the tuning of control parameters, are expected to be solved in this level.

The lowest level is the execution level, in which the robot hardware (e.g. actuators) physically execute the commands from the upper levels.

1.2 Inherent Difficulties in Persistent Autonomy

The persistent autonomy is a challenging problem due to the difficulties in (1) uncertain and complex robot configurations and (2) dynamic and unstructured environment.

1) Uncertain and Complex Robot Configurations: It is common for robot models to be inaccurate due to system uncertainties and simplification assumptions. For example, the aerodynamics is ignored in most dynamic modeling of quadrotors, which does not matter because many quadrotor applications are executed with low speed. However, if the quadrotor is supposed to move aggressively with a fast speed [7], the aerodynamics has a significant influence on the quadrotor dynamics. If still not considered, the quadrotor tends to crash. Also, robot models could be complicated due to strong coupling effects and high nonlinearities. For instance, the quadrotor
is an underactuated nonlinear system with strong coupling effects between the position and attitude [8]. Both the model uncertainties and complexities inherently increase the difficulty in robot control so that robots are too easily unstable to maintain persistent autonomy.

(2) Dynamic and Unstructured Environments: Most real-world environments are dynamic and unstructured due to an increased level of uncertainties and disturbances, such as undocumented maintenances, moving obstacles, reaction forces between robots and environments, and so on. In such environments, tasks tend to have more flexibilities and perhaps vagueness in descriptions. Robots may have longer periods of time without direct sensor feedback from environment interactions. In general, robots can only have a partially known, or even totally unknown, prior knowledge about these environments. The missing of useful information about environments makes it difficult or even impossible for robots to make correct and timely decisions. Without such decisions, robots easily fail tasks or get damaged, which obviously hinders the realization of persistent autonomy.

1.3 Limitations of State-of-the-Art Techniques in Persistent Autonomy

As persistent autonomy demands higher requirements on the system’s safety, adaptability, robustness, and efficiency at the same time, traditional autonomy architectures [9][10] that usually focus on solving a specific problem are no longer applicable. Instead, a multi-level architecture like the popular four-level computational architecture [6] that can achieve multiple goals is needed. However, this architecture is not compatible with the fast-developed robot learning technique. Given that robot learning has already shown great successes and potentials in adapting to various environments, even unknown environments, it could be necessary to embed robot learning in the current persistent autonomy architecture to achieve a true persistent autonomy. A main challenge of such an integration is that robot learning usually requires numerous trainings but not all of them
are safe. The unsafe trainings can lead to unacceptable consequences such as the crash of robots. Thus, it is urgent to develop safe robot learning algorithms that can be easily used in the current persistent autonomy architecture to comprehensively enhance the performance. Because this dissertation focuses on reinforcement learning based persistent autonomy, the open problems are specifically as follows:

(a) At the strategic level, no high-level, sophisticated mechanism has been reported to address the failures related to reinforcement learning. Here, the “high-level” means addressing the failure problem from a broader perspective such as the whole system’s perspective rather than the learning algorithm’s own perspective. For example, although some safe reinforcement learning algorithms can improve the learning safety, it could be easier and more efficient to do this by deciding whether or when to learn. In some dynamic environments with small changes, the previously learned policy may work for a long time. Keeping this policy may completely avoid learning failures while safe reinforcement learning methods cannot actually guarantee no failures during their learning phases. Although some meta-learning methods [11][12] have been recently proposed for reinforcement learning to enhance the capability to decide which policy to be used in different situations, they were actually designed to further improve the efficiency of reinforcement learning rather than specifically focusing on the learning safety. In fact, the meta-learning may even increase the failures during the learning because frequently switching policies may have more chances to make the system unstable. Thus, a high-level, safety-centered mechanism is imperative for reinforcement learning to be used for persistent autonomy.

(b) At the tactical level, two fundamental tendencies have been reported to deal with the safety and/or risks during the reinforcement learning and/or deployment process. The first one consists of transforming the traditional optimization criteria that maximizes the expectation of the return to
more comprehensive criteria respecting learning safety such as the worst-case criterion [13][14],
the risk-sensitive criterion [15][16], the constrained optimization criterion [17][18], and other
optimization criteria in financial engineering [19][20]. Since exploratory actions could have
serious consequences, the second tendency improved the safety with modifying the exploration
process in two ways: (1) through the incorporation of external knowledge such as providing initial
knowledge [21], deriving a policy from a finite set of demonstrations [22][23], and providing teach
advice [24][25][26], and (2) through the use of a risk-directed exploration metric [27][28].
However, the first method may be too strict to rule out some good solutions that actually do not
cause failures. The criterion may also be specifically designed and hence cannot be flexible to
different learning situations. When the situation changes, re-designing a new criterion is necessary
and it usually needs human interventions. Similarly, in the second method, extensive human
interventions are also required to obtain useful external knowledge for different situations. More
importantly, both methods can only prevent failures but has no idea about how to address the
already occurred failures.

Because learning failures usually exist in the form of system failures, many failure recovery
methods [29][30][31] can be used in robots to handle these already occurred failures. However,
these methods are actually external to reinforcement learning algorithms, which can only fix a
failure whenever it occurs but cannot analyze why it occurs in reinforcement learning. Thus, it is
possible for reinforcement learning to repeat these failures in the future. This may waste
considerable resources in robots especially when the repeat is frequent. Furthermore, the recovery
plan could conflict with reinforcement learning itself so that it is totally useless. Thus, it is
necessary to integrate failure recovery into reinforcement learning’s own framework to essentially
enhance reinforcement learning’s own capability to address failures.
To this end, novel safe reinforcement learning algorithms that can automatically recover from learning failures and effectively reduce learning failures with flexibilities on different situations are needed, but there are rare such algorithms at present.

(c) At the operational level, many current controllers need exhaustive manual tunings of control parameters to achieve desirable performances in different situations because one set of control parameters is usually suitable for a specific situation. Taking the simple but popular proportional-integral-derivative (PID) controller for example, various tuning methods have been developed, including Ziegler-Nichols method [32], Tyreus-Luyben method [33], C-H-R method [34], Cohen and Coon method [35], Fertik method [36], Ciancone-Marline method [37], Internal Model Control (IMC) method [38], minimum error criteria method [39], and so on. All these methods can achieve satisfied tuning results, but a major problem of these methods is that the tuning process must be done by human operators or experts with a considerable length of time. One way to avoid the controller tuning is to design more advanced and complicated controllers (e.g., model predictive control) in which the control parameters rarely have to be changed once determined. Because this method uses its own robustness to handle uncertainties, it may still need human interventions when the uncertainty is beyond its maximum robustness. Since human interventions are not expected in persistent autonomy, auto-tuning methods become necessary.

A systematic way to perform automatic tuning is utilizing an optimization method to find the optimal parameters. During the past years, the single-objective optimization has been widely researched and applied to the tuning problem [40][41][42][43][44][45]. However, this method is limited to simple systems with linear or linearized models. Another problem is that a single objective may not meet practical expectations because robots could be required to simultaneously satisfy two or more possibly conflicting control goals such as a minimal overshoot and a shortest
stabilization time. Considering these two limitations, a more advanced multi-objective-optimization-based auto-tuning method is necessary for the operational level of persistent autonomy. However, such techniques are still under development in current persistent autonomy.

1.4 Dissertation Goals

Motivated by the problems above, this dissertation aims to endow robots with smarter and safer adaptabilities to different robot configurations, tasks, and environments, helping robots move towards to the true persistent autonomy. In general, inspired by human’s self-reflection, we propose new strategies and methods for different levels of persistent autonomy as shown in Figure 1.1. Humans usually repeat a self-reflection process in their daily life with keeping asking themselves: Should I change? When should I change? How should I change? Similarly, the self-reflection in persistent autonomy evaluates the necessity of changing lower-level behaviors, the timing of changing lower-level behaviors from the whole system’s perspective with considering both theoretical and practical constrains, and how to robustly change to desired behaviors. Based on current behavior performances, it decides whether and when to trigger learning for adjustments at the strategic level. At the tactical level, it aims to efficiently and safely find an optimal behavior using learning. At the operational level, it decides how to robustly adjust low-level operations to achieve the higher-level behaviors. More specifically,

(i) At the strategic level, two new, sophisticated reasoning approach, named “self-reflective learning” and “value of learning” are developed for robots to make reasonable strategies from the whole system’s perspective. As the tactical level mainly investigates reinforcement learning in this dissertation, this level can be regarded as a “learn to learn”. It believes that learning is not always necessary and beneficial for practical robot systems because learning also has costs such as learning can lead to system failures. While the self-reflective learning method and value of learning
method both aim to reduce the learning failures, the self-reflective learning method is mainly through the utilization of heuristic safety knowledge and the value of learning method is differently through a more complicated analysis of learning gains and learning costs with respect to a self-learned environment model. The details can be seen in Chapter 2 and Chapter 3, respectively.

(ii) At the tactical level, a new self-recoverable reinforcement learning algorithm is proposed to enhance the reinforcement learning’s capability of dealing with failures. This new algorithm consists of two individual strategies: a multi-state recovery strategy and a failure-prevention strategy.

The multi-state recovery strategy focuses on how to recover from the already occurred non-fatal failures, avoiding the failure-induced manual resets to the initial state. The recovery is achieved by allowing robots to go back to previous safe states according to a replay of previous experience. More importantly, it further investigates which previous state is the best to recover back to from the current failure state for future efficient learning. The failure-prevention strategy focuses on how to prevent failures from happening in the learning phase. Unlike traditional methods that are inflexible and still need human interventions, this strategy avoids failures by self-learning safety constraints from its own past experiences, especially the failure experiences. The details can be seen in Chapter 4.

(iii) At the operational level, a new multi-objective-optimization-based auto-tuning method for control parameters is proposed to robustly achieve higher-level behaviors. It uses multi-objective optimization to automatically tune control parameters of a conventional proportional-integral-derivative (PID) controller. By setting the integrated time square error and control rate as two objectives, NSGA (Non-Dominated Sorting in Genetic Algorithms)-II algorithm, an
evolutionary algorithm, is used to find an optimal PID control parameter set. The details can be seen in Chapter 5.

Figure 1.1 Hierarchical persistent autonomy architecture

1.5 References


CHAPTER 2

SELF-REFLECTIVE LEARNING STRATEGY FOR PERSISTENT AUTONOMY OF AERIAL MANIPULATORS

A paper accepted for publication on ASME Dynamic Systems and Control Conference 2019

Xu Zhou², Jiucai Zhang³, and Xiaoli Zhang⁴

2.1 Abstract

Autonomous aerial manipulators have great potentials to assist humans or even fully automate manual labor-intensive tasks such as aerial cleaning, aerial transportation, infrastructure repair, and agricultural inspection and sampling. Reinforcement learning holds the promise of enabling persistent autonomy of aerial manipulators because it can adapt to different situations by automatically learning optimal policies from the interactions between the aerial manipulator and environments. However, the learning process itself could experience failures that can practically endanger the safety of aerial manipulators and hence hinder persistent autonomy. In order to solve this problem, we propose for the aerial manipulator a self-reflective learning strategy that can smartly and safely finding optimal policies for different new situations. This self-reflective manner consists of three steps: identifying the appearance of new situations, re-seeking the optimal policy with reinforcement learning, and evaluating the termination of self-reflection. Numerical simulations demonstrate, compared with conventional learning-based autonomy, our strategy can significantly reduce failures while still can finish the given task.

---

¹ Reprinted with permission from ASME Dynamic Systems and Control Conference 2019. © ASME.
² Primary researcher and author, graduate student, Department of Mechanical Engineering, Colorado School of Mines, 1610 Illinois Street, Golden, Colorado, 80401, USA.
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2.2 Introduction

Autonomous aerial manipulators have great potentials to assist humans through manipulations in dangerous or remote locations, and to automate manual labor-intensive tasks such as aerial cleaning, aerial transportation, infrastructure construction and repair, and agricultural inspection and sampling. Due to the varieties of the system configurations, tasks, and environments, it is challenging for aerial manipulators to achieve persistent autonomy which requires aerial manipulators to safely operate in dynamic or unstructured environments for extended lengths of time with minimal human interventions.

Reinforcement learning [1] holds the promise for persistent autonomy of aerial manipulators because it can adapt to different situations by automatically learning optimal policies from the interactions between the aerial manipulator and environments. However, failures can be unavoidable during the learning process because reinforcement learning can only learn the outcome of an action by executing the action itself. These failures can lead to serious safety issues in practical systems such as the crash of aerial manipulators, which is not acceptable in persistent autonomy, especially for safety-critical systems. Although human interventions could address some failures, they are also not desirable in persistent autonomy. Thus, it is ideal to avoid these failures during the practical deployment of reinforcement learning on persistent autonomy.

While some safe reinforcement learning algorithms [2] could reduce failures by adding safety concerns into the optimization criteria or restricting to safe exploratory actions, they were still restricted within the scope of reinforcement learning itself. In other words, they assumed that they were always in the learning/training process to find a new optimal policy for a new situation. However, in persistent autonomy, the old policy may still work or even remain optimal when the situation changes to a new one. In this case, activating learning to re-find the optimal policy is
actually unnecessary and unbeneificial because re-learning can bring more failures. Hence, it is safer to not activate learning and use current policy to finish the task. Similarly, even if the learning is activated, it could be sometimes enough for reinforcement learning to only find a sub-optimal policy with fewer failures as long as this policy can finish the task. From this high-level perspective focusing on the system safety, the practical deployment of reinforcement learning on persistent autonomy actually raises a fundamental but unanswered question: when to start learning a new policy and when to terminate the learning?

While this question is difficult to robots, humans can well solve this problem with their self-reflection capability [3][4]. More specifically, humans prefer doing nothing and remaining current behaviors if they are satisfied with the outcomes of their decisions or actions. If not satisfied, however, humans are highly likely to start changing behaviors and continue exploring new, alternative actions until the outcomes satisfy them again. Inspired by this self-reflection process, we present a novel self-reflective learning strategy for the aerial manipulator to smartly and safely operate in different situations. This strategy includes three steps. The first step is self-determining if the aerial manipulator is encountering a new situation by evaluating the necessity degree to change the control policy. If the necessity degree value is low, the strategy keeps its current policy because no new situation is identified. Once a new situation is detected, in the second step, the strategy makes new explorations about the new situation by using reinforcement learning. The maximum number of iterations is determined by the necessity degree value. The third step is deciding when to stop self-reflection. The termination criteria are related to task performances. With these three steps, the output policy is considered as safer for the new situation.

We consider our main contributions as: (1) Develop a new cognitive learning strategy with a self-reflective architecture for the aerial manipulator to step towards persistent autonomy. While
still maintaining the capability to finish a given task, this strategy focuses on improving the system safety by smartly deciding the timing of activating and terminating learning. (2) Demonstrate our strategy can experience substantially fewer failures when finishing a given task with simulations. The results also show that learning can be sometimes unbeneficial and unnecessary for a practical system to finish a given task when situation changes.

2.3 Related Work

In general, any unmanned aerial vehicle (UAV) equipped with any degree-of-freedom (DOF) robotic arm can be regarded as an aerial manipulator. For simplicity, this work investigates the quadrotor equipped with a 3-DOF robotic arm (the quadrotor-arm system) as a specific example due to its popularity in aerial manipulators. However, our strategy can be also used in other aerial manipulators or robots because it does not rely on specific robot dynamics.

While several methods [5][6] have been reported for the quadrotor-arm system to autonomously finish a task, they were limited to a well-defined situation without changes. If the situation such as the task or environment changes, their performances may reduce greatly. Reinforcement learning has shown great adaptabilities to different unknown situations in robotics [1], but it has not been really investigated in the aerial manipulator, which could be difficult due to the aerial manipulator’s high complexity and nonlinearity. More importantly, failures in the learning process can result in serious consequences on the aerial manipulator like the crash.

With regard to safety and/or risks during the learning and/or deployment process, two fundamental tendencies of safe reinforcement learning methods [2] have been reported. The first one consists of transforming the traditional optimization criteria that maximizes the expectation of the return to more comprehensive criteria respecting learning safety such as the worst-case criterion [2], the risk-sensitive criterion [7], the constrained optimization criterion [8], and other
optimization criteria in financial engineering [9]. Since exploratory actions could have serious consequences, the second tendency improved the safety with modifying the exploration process in two ways: (1) through the incorporation of external knowledge such as providing initial knowledge [10], deriving a policy from a finite set of demonstrations [11], and providing teach advice [12], and (2) through the use of a risk-directed exploration metric [13]. However, these methods restricted themselves within the training process of reinforcement learning. In contrast, our strategy reduces failures from a more general system’s perspective with understanding learning can be unnecessary and unbeneﬁcial and deciding when to activate or terminate learning to avoid such unbeneﬁcial learnings.

2.4 Self-Reflective Learning Strategy

As shown in Figure 2.1, the self-reflective control strategy includes three important steps. The first step is to determine if a new situation is identiﬁed and the necessity of adaptation to the new situation. The identiﬁcation criteria are usually related to the system’s maximum capability and situation change degree. If no new situation is detected, the self-reflective strategy believes the current policy is functional and no more action is needed. However, when a new situation is detected, the self-reflective strategy uses reinforcement learning technique to re-seek an optimal policy. New policies are tried with approximate value iteration (AVI) reinforcement learning method [14]. The maximum number of trials or iterations is proportional to the value of the necessity degree value to have more chances to ﬁnd an optimal policy. During this process, the self-reflection can be terminated if a termination criterion is met, which is usually the satisfaction of new policy’s performance.
2.4.1 New Situation Determination

This step is to identify if there is a new situation that has not been met before. The basic idea is to compute a necessity degree value $\alpha$ based on the aerial manipulator system’s maximum capability and situation change degree. As we use the quadrotor-arm system for example, the criteria can include the limit of the quadrotor’s attitudes as well as the change of the quadrotor’s CoG (center of gravity) and end-effector’s position. The limit of quadrotor’s attitudes represents the maximum capability of the quadrotor-arm system to remain stable. The CoG change and position change indirectly reflect situation changes as different situations result in different variations of quadrotor’s CoG and end-effect’s position. If either of the two parameters is out of a reasonable range, indicating that the system behavior is strange and unexpected, then the current situation should be changed to a new one. The necessity degree value $\alpha$, which is between 0 and 1, is calculated based on the deviation of the criteria from reasonable ranges. A threshold $\alpha_{th}$ is defined to determine if a new task is encountered and its value can be empirically defined for
different manipulators. If $\alpha > \alpha_{th}$, then a self-reflection process is needed. Otherwise, the original policy is still considered as functional. Mathematically, $\alpha$ can be formulized as

$$\alpha = \text{sigmoid}(a_1(\phi - \phi_e) + a_2(\theta - \theta_e) + a_3(\Delta C_Q - \Delta C_{Q_e}) + a_4 \frac{\Delta E_e}{\Delta E}), \quad (2.1)$$

where $\phi$ and $\theta$ indicates the quadrotor’s roll and pitch angles, $\Delta C_Q$ is the change of quadrotor’s CoG, $\Delta E$ is the end-effector’s position change, $a_i$ are the coefficients to adjust each term’s importance, and all variables with subscript $e$ are the critical values the system should obey. For example, $\phi_e = 60$ degrees means the quadrotor’s roll angle is not supposed to exceed 60 degrees, otherwise the system is considered unstable. $\Delta E_e = 0.01m$ indicates the end-effector is supposed to move effectively with at least a 0.01m change. Each criterion is normalized first, and their sum is then transferred into $[0,1]$ with a logistic sigmoid function (i.e., $f(x) = \frac{1}{1+e^{-x}}$). The reason choosing this sigmoid function is that any measurements close to the unsafe criteria in (2.1) can make $\alpha$ approach 1 quickly, which means a new situation is more likely to appear. This can help detecting an unusual or new situation effectively.

2.4.2 Self-Reflective Adjustment

We formulate the quadrotor-arm self-reflective adjustment process as a Markov Decision Process (MDP), specified by the 5-tuple $(S, A, \{P_{sa}\}, r, \gamma)$. Let $S$ be the set of system states, where each state is a vector containing the positions, poses, and corresponding velocities. Let $A$ be the set of actions the system can take from any state, where an action is a set of inputs including forces and torques. $\{P_{sa}\}$ describes the unknown state transition probabilities, capturing the dynamics of the system. Specifically, $P_{sa}(s')$ is the probability of transitioning to state $s' \in S$, given current state $s \in S$ and applied action $a \in A$. The reward function is defined as $r : S \rightarrow \mathbb{R}$, representing
the cost and reward structure of the state space. Let \( \gamma \) be a discount factor on rewards, chosen to be 0.99 in this case.

The appropriate action to take at a given state can be defined in terms of a fixed policy \( \pi \), where \( a = \pi(s) \). The total expected payoff (or value) of a given state can be defined as

\[
V^\pi(s) = \mathbb{E}[r(s_0) + \gamma r(s_1) + \gamma^2 r(s_2) + \cdots | s_0 = s, \pi].
\]  

Equation (2.2) can formulate in the so-called Bellman Equations [1]

\[
V^\pi(s) = r(s) + \gamma \sum s' \in S P_{s \pi}(s') V^\pi(s').
\]  

The optimal value function can then be defined as

\[
V^*(s) = r(s) + \gamma \max_{a \in A} \sum s' \in S P_{s \pi}(s') V^*(s').
\]  

Value iteration is a commonly used RL technique where the optimal value function is iteratively found and used to compute an optimal policy [1]. The optimal policy can be obtained as

\[
\pi^*(s) = \arg\max_{a \in A} \sum s' \in S P_{s \pi}(s') V^*(s').
\]  

However, the tabular representation of the value function is impractical or infeasible when the state and action spaces are large or continuous. Instead, we consider using approximate value iteration (AVI) method [14] to solve the above MDP problem. With this method, the value function is approximated with a linearly parameterized feature vector \( F(s) \), which is specifically chosen for this problem including the quadrotor’s displacement and its velocity magnitude, arm’s end-effector displacement and its velocity magnitude. Mathematically, \( F(s) \) can be expressed as

\[
F(s) = [\|p\|^2 \|\dot{p}\|^2 \|p_e\|^2 \|\dot{p}_e\|^2]^T.
\]  

The reward function is designed to penalize the distance from the goal state for both the quadrotor and arm. The quadrotor’s altitude is also penalized to provide a bounding box so that the whole system is enforced to stay above the ground. The form is \( r(s) = [\beta_1 \beta_2 \beta_3] [r_1(s) \ r_2(s) \ r_3(s)]^T \), where
\[ r_1(s) = -\|p\|^2 \]
\[ r_2(s) = -\|p_e\|^2 \]
\[ r_3(s) = \begin{cases} 
-10000, & z < 0.3 \\
0, & z \geq 0.3 
\end{cases} \]

Because AVI is an iterative process, it only ends when the maximum iterative number (or maximum episode) is reached or the value function (2.3) is converged. The selection of maximum episode is important because it is better to be large enough to allow the value function to be converged. However, it cannot be too large if considering the practical availability. More specifically, when reinforcement learning cannot converge to an optimal policy for some new situations within the defined maximum episodes, increasing the maximum episode generally means a longer time, which may be not allowed in some situations. For example, a large maximum episode can give the aerial manipulator an ability to finish a new task in 15 minutes, but the task is required to be finished in 10 minutes. The sensitive 10-minutes requirement can make the selection of a large maximum episode meaningless. A convenient way to adjust the maximum episode can be based on an empirical constant and the necessity degree value \( \alpha \) as in (2.6).

\[
\text{episode}_{\text{new}}^{\text{max}} = \begin{cases} 
\text{episode}_{\text{max}}^{\text{init}} \times (1 + b \alpha), & \text{if } \alpha \geq \alpha_{\text{th}} \\
\text{episode}_{\text{max}}^{\text{init}}, & \text{if } \alpha < \alpha_{\text{th}} 
\end{cases}
\]  

(2.6)

where \( \text{episode}_{\text{max}}^{\text{init}} \) is empirically set to be 10000, which corresponds to about 17 minutes using a PC with Intel i7-4790 dual Core CPU and 8G RAM. If there is no self-reflection (i.e., \( \alpha < \alpha_{\text{th}} \)), no maximum episode is needed due to no need of re-learning. However, we still assign a value (\( \text{episode}_{\text{max}}^{\text{init}} \)) for this situation just in case the system accidently learns a policy again when no self-reflection is needed. The coefficient \( b \) before \( \alpha \) expands the maximum episode corresponding to the new level of situations. If \( \alpha \) is close to 1, it means the current situation is very unlikely to be met before and hence the system may need a totally different policy. A new situation usually needs
more trials, which means the convergence may be slower because more samples need to be collected to get the new situation well known. \( \alpha = 1 \) could increase the maximum episode to \((1+b)\) of the empirical constant and we can still use a larger \( b \) to increase the maximum episode, which can be suitable for highly complex tasks that need a long time to learn out an optimal policy. In general, \( \alpha_{th} \) mainly determines if re-finding control policy is needed. \( b \) and \( \alpha \) decides how large the maximum episode will be.

### 2.4.3 Self-Evaluation for Termination

When MDP outputs a new policy, we also need a self-evaluation module to decide whether the self-reflection should stop. In this paper, we define the stop criterion as

\[
TC = c_1 \left( \|p_e - p_{e,r}\|^2 + \|p - p_r\|^2 + \|\Omega - \Omega_r\|^2 \right) + c_2 \left( t_s - t_{s,r} \right)^2, \tag{2.7}
\]

where \( p_e \) is the end-effector’s position, \( p \) is the quadrotor’s position, \( \Omega \) is the quadrotor’s attitude, \( t_s \) is the stabilization time, and all corresponding variables with subscript \( r \) are the desired values. \( c_1 \) and \( c_2 \) are two coefficients balancing the focus between the accuracy and stabilization time of quadrotor-arm system. If \( c_1 \) is larger, then the system focuses more on the accuracy of finishing a task. Otherwise, the system’s stabilization time has a higher priority. It can be noticed that (2.7) and (2.1) have some overlapping terms such as \( \phi \) and \( \Omega \). However, there are two major differences. One is the inclusion of more criteria about task performances such as \( t_s \) in (2.7). The other one is the different meaning of the similar comparison terms in (2.1) and (2.7). The comparison terms in (2.1) mean the system’s maximum capability to keep stable, but those in (2.7) indicate a satisfactory performance of a given task. Equation (2.7) is generally stricter than (2.1). In addition, the termination criterion value \( TC \) has a value only if a new situation is considered, and the self-reflection can stop once \( TC \) is less than a threshold \( TC_{th} \). If there is no new situation detected, \( TC \) is intentionally set to 0. The selection of \( TC_{th} \) is based on specific requirements of different users.
For example, some users may only require the system not to crash, but some may need the system to perform the tasks with good performances like smaller deviation and shorter stabilization time.

In general, $TC_{th}$ should be smaller if the requirement is stricter. The use of $TC_{th}$ may scarify some task performances as the learned policy does not necessarily need to be theoretically optimal. Instead, as long as the new policy can meet the requirement of finishing a task, it can be considered as safely functional, which implicitly considers the system’s safety as an optimization criterion as well. Whatever $TC_{th}$ is, for any specific case, there is always a maximum $TC_{th}$, defined as $TC_{th,max}$. $TC_{th,max}$ represents the loosest termination criterion to keep a particular system stable, i.e., not crash. For a given system, $TC_{th,max}$ is fixed and only depends on the system. As long as $TC \leq TC_{th} \leq TC_{th,max}$, the learned control strategy can output an optimal control policy.

2.5 Validation Simulations

In this work, all simulations are completed in MATLAB/Simulink. The parameters of the quadrotor-arm system [5] are listed in Table 2.1. More modeling details about the quadrotor-arm system can be also seen in [5].

In order to validate the self-reflective strategy, the quadrotor-arm system is supposed to carry an object from position A ($\eta = [-45, 45, 45]$ (degrees)) to position B ($\eta = [0, 45, 45]$ (degrees)) as shown in Figure 2.2. According to the parameters in Table 2.1, the quadrotor is supposed to be stabilized at a certain location ($p_r = [0, 0, 0.3]$ (m), $\Omega_r = [0, 0, 0]$ (degree)). The object weight can be 0.1kg, 0.15kg, 0.2kg, 0.25kg, and 0.3kg. An MDP controller is designed for a 0.1kg object beforehand, then the other weights can be considered as new tasks, depending on the self-reflective strategy’s decision. Given the designed task, the parameters of the self-reflective strategy are listed in Table 2.2. $TC_{th,max}$ is assigned with 0.95 to remain the system stable. However, the task that is
considered to be successfully finished should also include the object movement from A to B, which is why we choose $T_{C_{th}}$ to be 0.7.

![Figure 2.2 Visualization of the object-carry task](image)

**Table 2.1 Quadrotor simulation parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{bx}$, $I_{by}$</td>
<td>1.24 kg · m²</td>
<td>Moment of inertia around quadrotor’s X, Y axis</td>
</tr>
<tr>
<td>$I_{bz}$</td>
<td>2.48 kg · m²</td>
<td>Moment of inertia around quadrotor’s Z axis</td>
</tr>
<tr>
<td>$m_b$</td>
<td>2 kg</td>
<td>Mass of quadrotor</td>
</tr>
<tr>
<td>$\gamma_t$</td>
<td>3.13*10^(-5)</td>
<td>Thrust factor</td>
</tr>
<tr>
<td>$\gamma_d$</td>
<td>7.5*10^(-7)</td>
<td>Drag factor</td>
</tr>
<tr>
<td>$l$</td>
<td>0.1 m</td>
<td>Distance between the rotor center and quadrotor center</td>
</tr>
<tr>
<td>$m_1$, $m_2$, $m_3$</td>
<td>0.1 kg</td>
<td>Mass of the first, second, and third link of the arm</td>
</tr>
<tr>
<td>$L_1$, $L_2$, $L_3$</td>
<td>0.1 m</td>
<td>Length of the arm’s first, second, and third link</td>
</tr>
<tr>
<td>$I_{x1}$, $I_{y1}$</td>
<td>0.0025 kg · m²</td>
<td>Moment of inertia around first link’s X, Y axis</td>
</tr>
<tr>
<td>$I_{z1}$</td>
<td>0.0075 kg · m²</td>
<td>Moment of inertia around first link’s Z axis</td>
</tr>
<tr>
<td>$I_{x2}$, $I_{y2}$</td>
<td>0.0025 kg · m²</td>
<td>Moment of inertia around second link’s X, Y axis</td>
</tr>
<tr>
<td>$I_{z2}$</td>
<td>0.0075 kg · m²</td>
<td>Moment of inertia around second link’s Z axis</td>
</tr>
<tr>
<td>$I_{x3}$, $I_{y3}$</td>
<td>0.0025 kg · m²</td>
<td>Moment of inertia around third link’s X, Y axis</td>
</tr>
<tr>
<td>$I_{z3}$</td>
<td>0.0075 kg · m²</td>
<td>Moment of inertia around third link’s Z axis</td>
</tr>
</tbody>
</table>
Table 2.2: Self-reflective control strategy parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1, a_2, a_3, a_4$</td>
<td>1</td>
</tr>
<tr>
<td>$b$</td>
<td>2</td>
</tr>
<tr>
<td>$c_1, c_2$</td>
<td>80, 20</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.99</td>
</tr>
<tr>
<td>$\beta_1, \beta_2, \beta_3$</td>
<td>10000, 800, 50</td>
</tr>
<tr>
<td>$\alpha_{th}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$TC_{th}$</td>
<td>0.7</td>
</tr>
<tr>
<td>$TC_{th, max}$</td>
<td>0.95</td>
</tr>
<tr>
<td>$\phi_e, \theta_e$</td>
<td>60 degrees</td>
</tr>
<tr>
<td>$\Delta C_{Q_e}$</td>
<td>0.15m</td>
</tr>
<tr>
<td>$\Delta E_e$</td>
<td>0.01m</td>
</tr>
<tr>
<td>$p_{er}$</td>
<td>[0.17, 0, 0.13] m</td>
</tr>
<tr>
<td>$p_r$</td>
<td>[0, 0, 0.3] m</td>
</tr>
<tr>
<td>$\Omega_r$</td>
<td>[0, 0, 0] degrees</td>
</tr>
<tr>
<td>$t_{sr}$</td>
<td>10 s</td>
</tr>
</tbody>
</table>

2.6 Results

2.6.1 New Situation Determination

The results of new situation determination for different weights are shown in Figure 2.3. The new situation determination values (reflection necessity degree values) for five different weights are 0.06, 0.20, 0.41, 0.84, and 1, respectively. The default threshold $\alpha_{th}$ (conservative threshold) is 0.5, so only two cases (0.25kg and 0.3kg) need self-reflections. However, if we decrease the threshold $\alpha_{th}$ to 0.3 (aggressive threshold), the 0.2kg case needs self-reflection as well. This is because a smaller $\alpha_{th}$ means more situations are considered as new situations, which indicates self-reflection is triggered easier (i.e., self-reflection is more needed). Instead of decreasing the threshold value $\alpha_{th}$, another way to trigger self-reflection easier is to adjust constraints on the designed parameters, $\phi_e, \theta_e, \Delta C_{Q_e}, \Delta E_e$, in (2.1) to be stricter. More specifically, $\phi_e, \theta_e$, and $\Delta C_{Q_e}$ should be smaller while $\Delta E_e$ should be larger to cause an easier trigger. The result of
reducing $\Delta C_{Q_e}$ from 0.15 to 0.05 can be found as the blue line in Figure 2.3. The necessity degree values of five weights are 0.09, 0.27, 0.55, 0.90, and 1, respectively. If using the default threshold 0.5, one more case (0.2kg) needs self-reflection if compared with the loose maximum quadrotor CoG change (red line with $\Delta C_{Q_e} = 0.15$). It is hence convenient to adjust when a new situation should be considered or a self-reflection is needed.

Figure 2.3 New situation determination for different object weights. For 0.1kg and 0.15kg, there is no need of self-reflection as they are similar to pre-trained situations. For 0.25kg and 0.3kg, self-reflection is needed in all different parameter settings as they are greatly different from pre-trained situations. For 0.2kg, the necessity degree value is less with loose constraints than that with strict constraints. If given the conservative threshold, only the case with strict constraints needs self-reflection. But given an aggressive threshold, both cases with strict and loose constraints, respectively, need self-reflection.

2.6.2 Self-Reflective Adjustment

The change of maximum episode for different object weights is shown in Figure 2.4. Both the 0.1kg and 0.15kg case do not need self-reflection, so their maximum episodes are intentionally set to be the empirical constant 10000 according to (2.6). For the 0.2kg case, selections of parameters...
to calculate $\alpha$ and $\alpha_{th}$ are both important. If using the same $\alpha_{th}$, a stricter selection of parameters in (2.1) needs to adjust its maximum episode because it needs self-reflection. Similarly, if keeping the selection of parameters the same, a small $\alpha_{th}$ needs to adjust its maximum episode too. For the 0.25kg case and 0.3kg case, they all need self-reflections and the maximum episodes of 0.3kg are all larger than 0.25kg because the necessity degree value $\alpha$ for 0.3kg is larger. In particular, the maximum episode of the 0.3kg case are all the same for four different combinations. This is because 0.3kg is too heavy for the quadrotor’s current controller to handle, so $\Delta E$ in (2.1) equals to 0 and hence $\alpha$ is 1 and all maximum episodes become 30000.

![Figure 2.4 Maximum episode for different object weights](image)

**Figure 2.4 Maximum episode for different object weights**

### 2.6.3 Self-Evaluation for Termination

Table 2.3 shows termination criterion values and episodes with respect to different parameters. If using the default parameters in Table 2.2, 0.1kg, 0.15kg and 0.2kg are not considered as new
situations. Thus, their termination values are 0 and episodes used to find the optimal control policy are 10000. On the contrary, the termination criterion value for 0.25kg and 0.3kg are 0.68 and 0.69, respectively. The corresponding episodes are 20336 and 28212. More episodes are needed for 0.3kg because this case deviates more from the original controller designed for 0.1 kg object than 0.25kg and is hence much more difficult for the system to handle.

$TC_{th}$ has an influence on the self-reflection results including final termination criterion value and episodes used for learning a new policy. Changing $p_r, \Omega_r, t_{sr}, c_1$ , and $c_2$ can also affect $TC$ and so self-reflection results can be different. Because of various combinations of the related parameters, we only change $c_1$ and $c_2$ for simple examples. Also, both changes are applied to 0.25kg and 0.3kg cases because these two cases are easily switched between task success and task failure. The new termination criterion values and episodes are displayed in Table 2.3 after re-doing the simulations with new parameters. Reducing $TC_{th}$ from 0.7 to 0.6 and keeping other parameters unchanged means the current task can be considered as successful only with better performances. With this new setting, the 0.25kg case can still work but the 0.3kg case fails because the termination criterion value can reach only 0.66 within 30000 episodes. The failure means no optimal policy can be found with the given episodes and stricter performance criteria. If increasing the maximum episode number, the 0.3kg case may work again. For an additional test, we change $c_1$ to 20 and $c_2$ to 80, which means the controller focuses more on stabilization time. Although we use the same $TC_{th}$ (0.7) as in Table 2.2, the termination criterial values are still different from $c_1=80$ and $c_2=20$. The 0.25kg case needs 4766 more episodes, and the 0.3kg case fails. This is reasonable because limited time is a stronger constraint than good accuracy for the designed task if using the conclusion from the original 0.3kg case that the accuracy can be satisfied if given unlimited time.
Table 2.3 Termination criterion value and episodes for different parameters

<table>
<thead>
<tr>
<th>Object weight (kg)</th>
<th>Parameters</th>
<th>$T_{C_{th,max}}$</th>
<th>$T_{C_{th}}$</th>
<th>Termination criterion value</th>
<th>Episodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$c_1=80, c_2=20$</td>
<td>0.95</td>
<td>0.7</td>
<td>0</td>
<td>10000</td>
</tr>
<tr>
<td>0.15</td>
<td>$c_1=80, c_2=20$</td>
<td>0.95</td>
<td>0.7</td>
<td>0</td>
<td>10000</td>
</tr>
<tr>
<td>0.2</td>
<td>$c_1=80, c_2=20$</td>
<td>0.95</td>
<td>0.7</td>
<td>0</td>
<td>10000</td>
</tr>
<tr>
<td>0.25</td>
<td>$c_1=80, c_2=20$</td>
<td>0.95</td>
<td>0.7</td>
<td>0.68</td>
<td>20336</td>
</tr>
<tr>
<td>0.3</td>
<td>$c_1=80, c_2=20$</td>
<td>0.95</td>
<td>0.7</td>
<td>0.69</td>
<td>28212</td>
</tr>
<tr>
<td>0.25</td>
<td>$c_1=80, c_2=20$</td>
<td>0.95</td>
<td>0.6</td>
<td>0.59</td>
<td>27482</td>
</tr>
<tr>
<td>0.3</td>
<td>$c_1=80, c_2=20$</td>
<td>0.95</td>
<td>0.6</td>
<td>0.66</td>
<td>30000</td>
</tr>
<tr>
<td>0.25</td>
<td>$c_1=20, c_2=80$</td>
<td>0.95</td>
<td>0.7</td>
<td>0.68</td>
<td>25102</td>
</tr>
<tr>
<td>0.3</td>
<td>$c_1=20, c_2=80$</td>
<td>0.95</td>
<td>0.7</td>
<td>0.74</td>
<td>30000</td>
</tr>
</tbody>
</table>

2.6.4 Task Performance

The task performances include both the quadrotor’s performance and the arm’s performance. For simplicity, only link 1’s movements are shown in Figure 2.5 because link 1 has the most obvious movement. From this figure, it can be seen the original policy is good for 0.1kg. For the 0.15kg and 0.2kg cases, the overshoots and stabilization time increase greatly. Especially for the 0.2kg case, it is close to the unstable status. The unstable 0.25kg case is considered as a new situation and then a self-reflection starts. Although the performance after self-reflection cannot catch 0.1kg’s performance, it is much better than 0.15kg and 0.2kg. Carrying a 0.3kg object also needs self-reflection but the performance is worse than that of 0.25kg. This indicates that the self-reflection has a maximum capability to deal with new situations. If the situation difference is out of a system’s maximum capability, the self-reflective strategy may not work. We keep increasing the object weight until the self-reflective strategy totally fails with settings in Table 2.2. The corresponding maximum object weight is 0.34kg, which means the aerial manipulator fails to move an object over 0.34kg from A to B with an expected accuracy and time, but it does not mean that the aerial manipulator crashes since $TC$ could still be smaller than $T_{C_{th,max}}$. 
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Figure 2.5 Link1’s movement for different object weights. The movements with 0.15kg and 0.2kg are still acceptable using the pre-trained strategy for 0.1kg. But the movement with 0.2kg is close to unstable due to the large overshoot and long setting time. Because self-reflection is applied for 0.25kg, the movement is stable again with a smaller overshoot and shorter setting time. The movement with 0.3kg becomes worse with using the strategy for 0.25kg but without self-reflection.

In order to present the self-reflection process, the task performance is quantified with integral time squared error (ITSE). ITSE is a comprehensive evaluation criterion because it covers the overshoot, stabilization time, rising time, and the like. In detail, the task performance is calculated using

\[
    \text{task performance} = \sum_{dof=1}^{9} 100/\int_{0}^{\infty} te_{dof}(t)^2 dt ,
\]

where 100 is the user-defined number to get the scale back into a reasonable range [0,1]. The summation is needed because ITSE can only apply to 1 DOF, and the aerial manipulator has 9 DOFs. The greater the ITSE value is, the better performance the system has. The task performances for different object weights can be seen in Figure 2.6. If not using the self-reflective strategy, the performance keeps decreasing as the object weight increases. According to (2.1), the performance drops from 0.1kg to 0.15kg and 0.15kg to 0.2kg are acceptable. But it is not acceptable with the drop from 0.2kg to 0.25kg, so this
is when self-reflection is needed. With applying self-reflection, the performance is increased back to the acceptable range. Since self-reflection is not kept used during the change from 0.25kg to 0.3kg, the performance drops again although it is still acceptable.

Figure 2.6 Task performances for different object weights. If self-reflection is not triggered, the task performance decreases as the object weight increases from 0.1kg to 0.2kg. Once self-reflection is needed and applied at 0.25kg due to an unacceptable performance drop, the task performance increases back to be acceptable. When addressing 0.3kg, the task performance drops again because self-reflection is determined to be not used.

### 2.6.5 Failure Costs and Computational Costs

Table 2.4 shows the failure costs and computational costs of two different methods: (a) always using reinforcement learning with the maximum episode to be 30000 and (b) self-reflective method with the default parameters in Table 2.2. Always using reinforcement learning means that reinforcement learning is always applied again for each time the situation changes. The definition of the failure is simplified as either $\phi$ or $\theta$ exceeds its limitation defined in Table 2.2, which can
be considered as a failure of physical instability. Also, a large deviation from the goal with \( r(s) < -10000 \) can be considered as a task failure. The computational cost is defined as the episodes used to converge to an optimal policy. The total numbers of failures and episodes using our method are much less than the corresponding numbers using always reinforcement learning. In most cases, our method has zero failures due to no need of re-learnings which are however necessary in always reinforcement learning. Even for the 0.25kg case that our method also re-learns, our method still has fewer failures and computational costs because the self-termination removes some unnecessary re-learnings. Given that both methods can finish the task, these re-learnings are actually unbeneificial because they result in more computational costs and failures.

<table>
<thead>
<tr>
<th>Object Weight Change</th>
<th>Methods</th>
<th>Number of Failures</th>
<th>Episodes for Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1kg to 0.15kg</td>
<td>Always reinforcement learning</td>
<td>3549</td>
<td>21448</td>
</tr>
<tr>
<td></td>
<td>Self-reflective method</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.15kg to 0.2kg</td>
<td>Always reinforcement learning</td>
<td>4356</td>
<td>25633</td>
</tr>
<tr>
<td></td>
<td>Self-reflective method</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.2kg to 0.25kg</td>
<td>Always reinforcement learning</td>
<td>5013</td>
<td>28702</td>
</tr>
<tr>
<td></td>
<td>Self-reflective method</td>
<td>3208</td>
<td>20336</td>
</tr>
<tr>
<td>0.25kg to 0.3kg</td>
<td>Always reinforcement learning</td>
<td>5482</td>
<td>30000</td>
</tr>
<tr>
<td></td>
<td>Self-reflective method</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**2.6.6 Experimental Approach Stability Analysis**

In order to experimentally analyze the stability of our method, we conduct one more simulation with the following scenario. After the self-reflective method adapts to the 0.25kg object, we test the five different object weights (0.1kg to 0.3kg) again on the newly learned policy. The corresponding reflection necessity degree values are 0.95, 0.48, 0.25, 0.05, 0.19, respectively. According to the default threshold \( \alpha_{th} = 0.5 \), only the 0.1kg object is seen as the new situation. This
simulation experimentally shows that our method can be stable in dealing with new situations. In addition, it is interesting to note that a same weight change in the weight decreasing process has a larger necessity degree value than that in the weight increasing process. For example, the necessity degree value with the weight change from 0.25kg to 0.2kg is 0.06 larger than that with the change from 0.25kg to 0.3kg. This may indicate the weight decreasing situations can be more likely to be considered as new situations than the weight increasing situations. One possible reason is that the policy designed for the old, heavy objects could be too strong for the new, light objects, resulting in larger deviations in (2.1).

2.7 Discussions

Although our strategy uses reinforcement learning as the second step to ensure the system’s adaptability to different situations, it more importantly improves the system’s safety during the adaptation, which is important for practical safety-critical systems and results in significant differences between our strategy and traditional reinforcement learning methods [15]. The learned policies of traditional reinforcement learning based methods usually do not work for a new situation unless with a re-learning process. It is possible to keep reinforcement learning all the time to adapt to new situations, but the safety of adaptions may be compromised because introducing more learnings may lead to more failures due to possibly unavoidable unsafe explorations and intolerably high computational costs. Similarly, it is sometimes not safe to find a theoretically optimal policy for a task because the extra learnings from a sub-optimal policy that can already finish a task but may sacrifice some task performances to the theoretically optimal policy may also introduce more failures. With considering the safety from the whole system’s perspective, our strategy can finish the task more safely by smartly avoiding the unnecessary and unbefitting learnings with using self-detection (step one) and self-termination (step three),
One limitation of our work is that our strategy cannot guarantee zero failures because it still needs reinforcement learning to learn a new policy if the situation has a significant change. Considering that safe reinforcement learning methods [2] can reduce failures in the learning process, our strategy may be further improved by complementarily using safe reinforcement learning methods in the second step. In addition, introducing safe reinforcement learning may also relax the self-termination criteria to find a policy that is both theoretically optimal and safe. The combination of our strategy and safe reinforcement learning could be a promising way to achieve the persistent autonomy.

Another limitation of our work is the use of heuristic criteria for the self-detection and self-termination. This can require specific engineering knowledge for different aerial manipulators, although the criteria once designed can be used for a long time for different tasks and environments. This could be improved by automatically formulating different criteria using intrinsically-motivated learning [16]. Furthermore, some criteria that can be used for many situations may be stored in a memory so that it can be convenient to directly use them when the system encounters a similar situation in the future.

2.8 Conclusion

In this paper, a novel self-reflective learning strategy is developed for aerial manipulators to pursue persistent autonomy with mainly solving the problem of a smart and safe adaptation to new situations. While using reinforcement learning to achieve good self-adaptations, our method, more importantly, improves the system safety during the adaptations by determining the timing of triggering and terminating learning to reduce unnecessary and unbeficial learnings. Numerical simulations using an aerial manipulator to carry different loads confirm the effectiveness of our method. In the future, we plan to apply our strategy in the physical aerial manipulator platform to
get further validations. We also expect to replace the heuristic self-reflective criteria with more sophisticated criteria that may be changed online.
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CHAPTER 3
VALUE OF LEARNING: WHEN TO LEARN AND WHEN NOT IN FAILURE-AWARE LEARNING-BASED AUTONOMY

To be submitted to *IEEE International Conference on Robotics and Automation (ICRA) 2020*

Xu Zhou⁵, Jiucai Zhang⁶, and Xiaoli Zhang⁷

3.1 Abstract

Reinforcement learning holds the promise for long-term autonomy because it can adapt to dynamic or unknown environments by automatically learning optimal policies from the interactions between robots and environments. However, the learning process itself could experience failures that are catastrophic to safety-critical systems. Thus, the practical deployment of reinforcement learning raises a fundamental but unanswered question: when to learn and when not to achieve a low failure risk in the long-term autonomy? An early learning could potentially increase failures due to unnecessary and unsafe explorations in the learning process; a late learning may not avoid a potential failure caused by a substantial performance drop. To determine the best timing of learning with minimal failures, we develop a Value of Learning (VOL) approach that maximizes the difference between the learning gains and learning costs. While the learning gains indicate the performance improvements with respect to time, the learning costs measure the learning-induced failure risks, which are related to the level of environment changes and exploration strategies within learning mechanisms. A real-world block stacking experiment
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verifies that our VOL approach can effectively reduce failures compared with “always learning” or “no learning”, which are two representative cases of the early or late learning.

3.2 Introduction

Reinforcement learning has been widely used for robot autonomy including decision making and task control in the past decades. By keeping learning from the interactions between a robot agent and its surrounding environment, reinforcement learning can autonomously find an optimal policy for a new environment such as exploring and finding an optimal trajectory in an unseen scenario. This capability of autonomously handling new tasks or environments has great potentials to enable long-term autonomy also named persistent autonomy, in which the robot can keep safe operations for a long time with minimal human interventions and self-adaptations to dynamic, uncertain environments.

However, the learning safety has been overlooked for a long time due to two possible reasons: (1) the testing robots are assumed not safety-critical or the working environment does not cause lethal damages to robots or to task contexts, and (2) some reinforcement learning algorithms can ensure robot safety by assuming complete safe state and environment knowledge at the training time. However, these assumptions are invalid in most practical applications. For example, as shown in Figure 3.1, the robot tries to stack blocks in the target position in a specific order, which is unknown to the robot beforehand. Although the four positions where the blocks can stay are fixed, which block in which position is also changing and unknown to the robot. Without these prior known knowledge, the reinforcement-learning-based robot needs to try all the possibilities to find out how to stack blocks. During the trials, however, the robot may experience inappropriate stacking sequences, which makes the blocks fall over and damaged after a certain number of times. Thus, in addition to possible benefits, learning can also have failure costs.
Figure 3.1 When should the robot learn in a dynamically changing environment? The robot needs to stack blocks in a prior unknown order by trial and error, but some trials may cause blocks to fall over and the blocks can be damaged after a certain number of times. Hence, in addition to the gains, the learning also has costs of experiencing failures. Both the learning gains and costs should be considered to decide when the robot should learn.

Given no reinforcement learning is failure-free, the practical deployment of reinforcement learning on safety-critical robots or tasks generally raises a fundamental but unanswered question: *When to learn a new policy and when not (i.e., just act with the current policy)?* If the current policy can still work with an acceptable performance, an early decision to learn a new policy may endanger the safety of robots or environments due to possible unsafe explorations during learning. In other words, the learning gain of improving the task performance is not significant; however, the learning cost of resulting in failures is high. When the performance keeps decreasing and the potential learning gains (performance improvements) become significantly greater than the learning costs, learning a new policy may be preferred. A late decision after such a timing may not be able to avoid a potential failure due to a substantial performance drop. Thus, it could be ideal...
for reinforcement learning to be activated when the net gain, the difference between learning gains and learning costs, is maximal.

In order to determine when a new round of reinforcement learning would be needed for a safer, longer autonomy, we develop a Value of Learning (VOL) approach which maximizes the learning net gain, i.e., the difference between the learning gains and learning costs. More specifically, we introduce and investigate two indicators: a learning gain indicator and a learning cost indicator. The learning gain indicator considers possible performance improvements while the learning cost indicator is related to the learning’s own exploration mechanisms and how the environment changes. Three learning strategies are proposed to combine the learning gain and cost together for a decision of whether or when to learn. Our main contributions are: (1) Develop a failure-aware learning approach that decides the best timing of learning for robot’s persistent autonomy. In addition to potential performance improvements, this approach also takes into account the potential failure risks induced by learning. Three different learning strategies including the optimistic, realistic, and pessimistic strategy are used to evaluate both the learning gain and the learning cost, and the influence of their combinations on the decision to learn. (2) Validate our approach with a real-world experiment of stacking blocks in a prior-unknown order. The block positions are also changeable so that a learned policy cannot work all the time. The results verify that our approach can effectively reduce failures and hence improves the operational safety of learning-based autonomy.

3.3 Related Work

Reinforcement learning has been used in a wide variety of autonomous problems, ranging from task allocation [1] and path planning [2] to manipulation control [3]. There are two general methods: model-based methods and model-free methods. Although model-based methods [4] are
generally known to be more sample-efficient, model-free methods [5] have been particularly popular due to their simplicity and favorable computational properties. In this paper, we adopt a more easily implemented model-free method to investigate the essential problem about when to learn in long-term autonomy. However, our work could also be generalized to model-based reinforcement learning methods because the exploration mechanism which we are interested in can be the same in different reinforcement learning methods.

One main challenge to achieve long-term autonomy is that the systems must be capable of dealing with dynamic changes such as environmental changes or the incremental variations in their own performance capabilities. This is difficult for reinforcement learning because the agent cannot stay informed about the status of all dynamic objects in the environment. A promising solution is to take dynamic changes into account when determining a policy. By explicitly detecting dynamic changes [6][7], methods such as using a temporal model [8], instantiated information [9], and experience replay [10] have been reported to achieve good results in robotic navigation. While these works have improved the adaptability of autonomous robots to dynamic changes, they overlooked the learning-induced failure risk during the practical deployment of reinforcement learning.

With regard to safety and/or risks during the learning and/or deployment process [11], two fundamental tendencies have been reported in past decades. The first one consists of transforming the traditional optimization criteria that maximizes the expectation of the return to more comprehensive criteria respecting learning safety. For example, the worst-case criterion used the maximum worst-case return to mitigate the effects of the variability which can result in risk or unsafe situations. By defining the risk as the variance of the return [12] or the probability of entering into an error state [13], the risk-sensitive criterion introduced a subjective measure like a
linear combination to balance the return and the risk. With one or more constraints, the constrained optimization criterion maximized the return while keeping other types of expected measures higher or lower than some given bound [14][15]. The use of other optimization criteria in financial engineering, such as value-at-risk (VaR) [16][17][18], or the density of the return [19][20], were also reported. Since exploratory actions could have serious consequences, the second tendency improved the safety with modifying the exploration process in two ways: (1) through the incorporation of external knowledge such as providing initial knowledge [21], deriving a policy from a finite set of demonstrations [22][23], and providing teach advice [24][25][26], and (2) through the use of a risk-directed exploration metric [27][28]. Although our work could share a similar aim of improving learning safety with these works, we provide a more general perspective for the safety in long-term autonomy. More specifically, our work focuses on improving the operational safety through deciding the necessity and timing of learning, instead of assuming that learning is always necessary in previous works.

3.4 Preliminaries

Our VOL approach could be generalizable to different value-based learning algorithms as long as they can fit the indicator definitions of learning gains and costs discussed later. For simplicity, we adopt a standard reinforcement learning algorithm, $\epsilon$-greedy Q learning [29], as our basic learning strategy. A reinforcement learning problem can be formulated as a Markov Decision Problem (MDP) [29], specified by the 5-tuple $(S, A, \{P_{sa}\}, r, \gamma)$. At each discrete time step $t \in \{0,1,2,3,...\}$ the robot is in a certain state $s_t \in S$. After the selection of an action, $a_t \in A$, the agent receives a reward signal from the environment, $r_{t+1} \in \mathbb{R}$, and passes into a successor state $s'$. The decision which action $a$ is chosen in a certain state is characterized by a policy $a = \pi(s)$, which could also be stochastic $\pi(a|s) = P_{sa}\{a_t = a|s_t = s\}$. The cumulative reward $R_t$ for any $\pi$ by
starting in state $s$ and selecting action $a$ can be denoted as $Q^\pi(s,a) = E_\pi(R_t|s_t = s, a_t = a) = E_\pi(\sum_{k=0}^{\infty} \gamma^k r_{t+k+1}|s_t = s, a_t = a)$, where $\gamma$ is a discount factor on rewards. A policy that maximizes the cumulative reward is denoted as $\pi^*$.

A single-state MDP with $n$ different actions is considered where each single action is associated with a stochastic reward distribution. After the selection of action $a_t$, the environment responds with the reward signal, $r_{t+1}$, by which the mean reward of action $a$ can be estimated by

$$Q_{t+1}(s_t, a_t) \leftarrow (1 - \alpha)Q_t(s_t, a_t) + \alpha(r_{t+1} + \gamma \max_a Q(s_{t+1}, a)),$$

where $\alpha$ is the learning rate deciding how much the system trusts the new information. With the $\epsilon$-greedy exploration strategy, the robot selects at each time step a random action with a fixed probability, $0 \leq \epsilon \leq 1$, instead of greedily selecting one of the learned optimal actions with respect to the Q-function:

$$\pi(s) = \begin{cases} \text{random action from } A & \text{if } \xi < \epsilon \\ \arg\max_{a \in A} Q(s_{t+1}, a) & \text{otherwise}, \end{cases}$$

where $0 \leq \xi \leq 1$ is a uniform random number drawn at each time step.

### 3.5 Methodology

As shown in Figure 3.1, our VOL approach is a high-level learning mechanism, which consists of estimating an unknown environment, computing learning gains and learning costs, determining whether to learn or when to learn, and checking failures of the decision to learn or not. As our approach does not change anything inside the reinforcement learning, it is easy for our approach to work with general reinforcement learning algorithms well.
Figure 3.2 Value of Learning method. Given the prediction of the environmental change from an online learned environment model, both learning gains and learning costs are calculated with respect to the current optimal policy. Based on the learning gains and costs, the personalized decision-maker uses three different strategies including an optimistic, realistic, and pessimistic strategy to decide if reinforcement learning should be activated to find a new policy. If the current policy is kept but a failure exists, reinforcement learning must be activated.

3.5.1 Environment Model

Because both learning gains and learning costs are related to dynamic environmental changes, it is necessary for us to build an environment model so that we can predict the changes in the environment. It could be impossible for us to predict irregular changes, so we assume that the environmental change has a pattern in this work. To be more specific, the environment can have a constant change probability $p_e$, but this probability is unknown to the robot. Thus, building the environment model means estimating the change probability $p_e$. 
A simple method is to use maximum likelihood estimation (MLE) [30]. MLE can estimate $p_e$ based on the principle that if we observe the training data $D$, we should choose the value of $p_e$ that makes $D$ most probable. Therefore, the estimation of $p_e$ in general is

$$\hat{p}_e^{MLE} = \arg\max_{p_e} P(D|p_e) = \frac{n_c}{n_c+n_{uc}},$$

where $n_c$ means the number of changed environments and $n_{uc}$ means the number of unchanged environments. The intuition underlying this principle is simple: we are more likely to observe data $D$ if we are in a world where the appearance of this data is highly probable. Therefore, we should estimate $p_e$ by assigning it whatever value maximizes the probability of having observed $D$.

Because the environment is sometimes much more complicated than obeying a fixed change probability, a more general method can be using neural networks. We can consider the changeable part in the environment as an opponent’s behavior to the robot. This behavior such as the state of the opponent can be estimated by using neural networks. To learn an approximation of the environmental changes $s^e_t$ which can be observed after the robot executes its action at time $t$, we use a neural network $\mu_t$ parameterized by $\theta_t$ which we optimize by minimizing the loss:

$$L(\theta_t) = (\mu_t(s^e_{t-1}, s_{t-1}, a_{t-1}) - s^e_t)^2.$$  

The training samples are from the replay of the robot’s past experiences $(s_{t-1}, a_{t-1}, s^e_{t-1}, s_{t-2}, a_{t-2}, s^e_{t-2}, ..., s_{t-K}, a_{t-K}, s^e_{t-K})$, where $K$ indicates the length of the experience replay. The neural network model can theoretically predict any changes in the environment. However, since we assume a constant change in the environment for simplicity in this work, we need to further estimate $p_e$ using $\mu_t$. This can be also achieved by counting the number of changes in $(s^e_t, s^e_{t-1}, s^e_{t-2}, ..., s^e_{t-K})$ with MLE. In addition, we can speed up the estimation of $p_e$ by randomly simulating more samples using the past experience.
(s^e_{t-1}, s^e_{t-2}, ..., s^e_{t-K}). The robot’s states and actions are removed because the environment change is independent of them in our setting.

### 3.5.2 Learning Gain Indicator

Our VOL requires the capability of being aware that a better policy exists, thus we propose the gain indicator ($I^t_G$), a metric that quantifies the performance improvements of a policy with respect to time. The performance measures can be various and user-defined, but a general one is the reward of a policy because each policy can be evaluated by the reward. The performance improvement is then the difference between the reward of a new policy and that of the old policy. Given that the environment model is probabilistic, the learning gain is actually a probability-based value too. In this work, we define three types of $I^t_G$ as follows.

**Optimistic:**

$$I^t_G = \max_m (p_e R^\text{new}_{t,m} + (1 - p_e) R^\text{old}_{t,m}) - R^\text{old}_{t,m} = \max_m p_e (R^\text{new}_{t,m} - R^\text{old}_{t,m}).$$

**Realistic:**

$$I^t_G = \frac{1}{M} \sum_m (p_e R^\text{new}_{t,m} + (1 - p_e) R^\text{old}_{t,m}) - R^\text{old}_{t,m} = p_e \frac{1}{M} \sum_m (R^\text{new}_{t,m} - R^\text{old}_{t,m}).$$

**Pessimistic:**

$$I^t_G = \min_m (p_e R^\text{new}_{t,m} + (1 - p_e) R^\text{old}_{t,m}) - R^\text{old}_{t,m} = \min_m p_e (R^\text{new}_{t,m} - R^\text{old}_{t,m}).$$

In the above three equations, $M$ means the number of the opponent’s all possible actions, $m$ is one index of $M$, which means taking $m$th action and results in a specific environment. $R^\text{new}_{t,m}$ means the reward of a new, optimal policy in the environment after the opponent takes $m$th action, and $R^\text{old}_{t,m}$ means the reward of the current, old policy in the environment after the opponent takes $m$th action.

The optimistic learning gain takes the maximal improvement among all possible environmental changes, indicating that the robot tends to take a risky chance to achieve an upper bound. In contrast, the pessimistic learning gain takes the minimal improvement among all possible environmental changes, indicating that the robot tends to always guarantee a learning gain.
if it decides to learn. The realistic learning gain is between the optimistic and pessimistic one, taking the expected improvement in all possible environment changes.

3.5.3 Learning Cost Indicator

The cost indicator \( I_C^t \) is a metric that quantifies the risks of failures if activating reinforcement learning. In order to be consistent with the learning gain indicator, the learning cost indicator is also measured by the reward like the learning gain. However, this reward is negative because it is actually a punishment of a failure. For reinforcement learning in dynamic environments, the failures can be caused by two cases. One case is that the random action selected during the learning phase results in a failure and the other case is that the action following the current, optimal policy results in a failure. Thus, similar to the learning gain indicator, we also define three types of \( I_C^t \) below.

Optimistic: \( I_C^t = \left( \frac{|a_d|}{|A|} \varepsilon + \min_m p_e \delta(\pi^*_m(s) \in a_d) \right) r_f. \)

Realistic: \( I_C^t = \left( \frac{|a_d|}{|A|} \varepsilon + p_e \frac{1}{M} \sum_m \delta(\pi^*_m(s) \in a_d) \right) r_f. \)

Pessimistic: \( I_C^t = \left( \frac{|a_d|}{|A|} \varepsilon + \max_m p_e \delta(\pi^*_m(s) \in a_d) \right) r_f. \)

In the above three definitions, \( a_d \) means a dangerous action which will result in a failure, which can be easily determined based on the current, optimal policy. \(| \cdot |\) means the dimension of a vector space. \( \delta(\pi^*_m(s) \in a_d) \) is a binary function. \( \delta(\pi^*_m(s) \in a_d) = 1 \) if the action following the optimal policy \( \pi^* \) is a dangerous action, otherwise \( \delta(\pi^*_m(s) \in a_d) = 0 \). \( r_f \) is the negative reward of a failure.

The optimistic learning cost namely considers the minimal failure reward only so that using this type prefers learning more. In contrast, the pessimistic learning cost considers the maximal
failure reward so that this type prefers learning as least as possible. The realistic learning cost is a comprehensive evaluation of learning costs in all the environmental changes.

3.5.4 Value of Learning

As the VOL approach decides the timing of learning at the maximum learning net gain, the timing can be mathematically obtained by

$$t = \arg\max_t I_G^t + I_C^t, \forall I_G^t + I_C^t \geq \epsilon,$$

(2.5)

where $\epsilon$ is an empirically defined safety threshold, which indicates the user’s allowance of the minimal safety level. A large $\epsilon$ represents a conservative learning decision mechanism because such a decision to learn requires a significant difference between the learning gains and costs. The decision mechanism can be interpreted from two perspectives. For each specific moment, there is only a one-time change in the environment so that the mechanism actually decides whether to learn for once. However, if the change is time-continuous, the mechanism decides the best timing of learning. After re-learning, the old policy will be automatically replaced by the new policy. Then, this new policy will be regarded as an old policy for the subsequent moments in the remaining period. If the learning gains outweigh the learning costs, then the learning will be activated again. Thus, multiple learnings could exist in a time-continuous period.

3.5.5 Failure Check

If VOL decides to not learn, a failure check process is used to verify if any failure can occur according to the current policy. If a failure occurs, the environment model could be inaccurate so that the failure check process passes the current observations to the environment model for further improvements. In the meantime, the failure check process mandatorily activates reinforcement learning to find a new, optimal policy to replace the current, problematic policy. If VOL decides
to learn, then the failure check process only sends a positive signal to reinforce the environment model because the policy after reinforcement learning can never result in a failure.

3.6 Results

3.6.1 Experiment Setup

In this work, we use a real-world block stacking experiment as shown in Figure 3.1 to validate our approach. This experiment can been seen as a simplified scenario of an automatic industrial assembly task. In the assembling, the robot must follow a specific order or multiple orders that are acceptable with different levels. If not following these orders, the assembly task fails and the parts for assembling may be damaged. In practical assembly tasks, the parts for assembling may be stored at pre-planned places. These places are usually fixed, but which part in which place can be changeable and unknown until it is taken out for assembling.

Thus, in our experiment, the robot is supposed to pick four different blocks, block A (purple), block B (green), block C (orange), and block D (blue), from their original, pre-defined positions (position 1, 2, 3, and 4, respectively) and put them on a target position. Different stacking orders have different rewards. To more be specific, stacking order A-B-C-D (from the bottom to the top) has a reward of 1. Stacking order A-B-D-C, A-C-B-D, and A-D-C-B have a reward of 0.8, 0.6, and 0.4, respectively. We assume that block A must be at the bottom, otherwise the stack falls over and results in a failure. The reward of a failure is -1. All other stacking orders and individual movements during the stacking have a reward of 0. The robot can know these rewards only after exploring them by itself. We also assume the block positions vary at each time step with a constant probability \( p_e \). For example, if \( p_e = 0.1 \), then block A may has 10% chance to exchange its position with block B at \( t = 1 \) and block C may have 10% chance to exchange its position with block D at \( t = 2 \). Because an accurate grasping is out of our scope, we assume all the pre-defined
positions to be fixed, which reduces the difficulty of grasping and removes unexpected influences of an inaccurate grasping. However, which specific block in which specific position is unknown to the robot beforehand. The discount factor of the $\varepsilon$-greedy Q-learning is set to be 0.99. The learning rate $\alpha$ is set to be 0.2 and the safety threshold $\varepsilon$ is set to be 0.

In general, we want to answer two questions from our experiment: (1) what is the performance of our proposed method? and (2) what is the relationship between the decision to learn or not and the environment change probability or random exploration probability. In order to answer the first question, we allow the environment to change at every time step and the total number of changes is set to be 100. At each time step, the robot needs to decide whether to learn or not. For the second question, we assume the robot already knows the environment change probability, which could be achieved by allowing enough time for the environment estimation. Without the influence from the environment change probability, we vary both $p$ and $\varepsilon$ from $[0,1]$ with a 0.1 increment.

### 3.6.2 Environment Model

Figure 3.3 shows the estimation of the environment change probability $p_e$ using MLE method and neural network (NN) method. All methods can be considered as converged to 0.3 around 40 iterations (episodes). However, the MLE method is much more inaccurate at the beginning (from episode 1 to episode 20). In contrast, NN can quickly approach 0.3 using much less episodes (about 5-10 episodes) because NN can simulate K more samples to speed up the estimation. When K is 4, NN uses only 4 episodes to get the estimation close to 0.3, which could be sufficient for a real-time implementation.
Figure 3.3 Estimation of the environment change probability using different methods. All the methods can converge to the ground truth within 40 iterations. The NN method performs best with a fast convergence speed with using only 4 iterations.

### 3.6.3 Value of Learning Performances

Figure 3.4 shows the learning gains, costs, and decisions to learn or not at each time step for the 100-time-step experiment with continuous changes. The left figure uses MLE to estimate the environment change probability while the right figure uses NN with K=4 to do the estimation. Because the reward is fixed, the learning gains and costs are mostly stable once the environment change probability is estimated. Due to the oscillations of MLE, the decisions also fluctuate. In most cases where there is no need to learn, MLE-based VOL also decides to learn. The comparison indicates the importance of a good environment model to VOL.
Figure 3.4 Comparison of learning gain, cost, and decisions to learn between MLE-based VOL (left) and NN-based VOL (right).

Table 3.1 shows the complete results, including the number of decisions to learn and the number of failures, for different learning strategies. Because our environment model is a probabilistic model, we repeat the 100-time-step experiment 20 times to get a statistical result. We also add the always learning and no learning for comparison. More specifically, always learning namely means always activating reinforcement learning for each time step no matter the environment actually changes or not. No learning indicates that the robot never learns until it encounters a failure and has to use standard reinforcement learning to find a new policy. The decision accuracy is the percentage of decisions that are consistent with human labeled decisions.

From Table 3.1, always learning has the lowest decision accuracy and the largest number of failures because there is no need to learn in most cases. Because MLE estimates the environment in a relatively slow speed, all MLE-based methods prefer to learn more than all NN-based methods, which is problematic. Due to the more learnings, the number of failures is also larger. Although all NN-based methods have a relatively lower decision accuracy than no learning, they experience
much fewer failures because our approach performs much better in the cases where learning is necessary. In such cases, because no learning decides to not learn, it must experience a failure for each change before it restarts learning, which can be totally avoided by our method. If there are more critical changes in the environment, always learning can perform better than no learning. However, our method can still experience fewer failures because our method avoids failures in those cases where learning is not needed.

<table>
<thead>
<tr>
<th></th>
<th>Number of Decisions to Learn</th>
<th>Decision Accuracy</th>
<th>Number of Failures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Always Learning</td>
<td>100±0</td>
<td>11%±5%</td>
<td>253±59</td>
</tr>
<tr>
<td>No Learning</td>
<td>0±0</td>
<td>88%±6%</td>
<td>56±24</td>
</tr>
<tr>
<td>Optimistic Strategy with MLE</td>
<td>68±14</td>
<td>41%±18%</td>
<td>201±46</td>
</tr>
<tr>
<td>Optimistic Strategy with NN (K=4)</td>
<td>33±9</td>
<td>74%±10%</td>
<td>48±17</td>
</tr>
<tr>
<td>Realistic Strategy with MLE</td>
<td>59±10</td>
<td>54%±13%</td>
<td>183±31</td>
</tr>
<tr>
<td>Realistic Strategy with NN (K=4)</td>
<td>26±6</td>
<td>82%±6%</td>
<td>34±8</td>
</tr>
<tr>
<td>Pessimistic Strategy with MLE</td>
<td>52±13</td>
<td>56%±15%</td>
<td>185±39</td>
</tr>
<tr>
<td>Pessimistic Strategy with NN (K=4)</td>
<td>22±11</td>
<td>84%±11%</td>
<td>33±12</td>
</tr>
</tbody>
</table>

3.6.4 Important Factors for Decision to Learn

Figure 3.5 shows the decisions to learn with respect to different environment change probabilities. If the reward is fixed, we can see both the learning gains and learning costs increase as $p_e$ increases. However, since the optimistic learning strategy always considers the best learning gain, the increasing speed of the optimistic learning gain is much faster than the optimistic learning cost, which results in decisions to learn with respect to all environment change probabilities except $p_e = 0$. If $p_e = 0$, it means the environment does not change. Thus, the learning gain is 0 and the learning cost is a small number only related to the random exploration risks. In contrast to the optimistic learning strategy, the pessimistic learning strategy always considers the worst case,
which results in no learning with respect to all environment change probabilities. The realistic learning strategy should be in the middle of the optimistic and pessimistic learning strategy, but the learning gain is still higher than the learning cost for each environment change in our setting. Thus, the realistic learning strategy also decides to learn for each environment change.

Figure 3.5 Comparison of learning gains, costs, and decisions to learn with respect to different environment change probabilities. The random exploration probability is fixed to be 0.1. Decision = 1 means a decision to learn while decision = 0 means a decision to not learn.

Figure 3.6 shows the decisions to learn with respect to different random exploration probabilities \( \varepsilon \). In our experiment setting, the optimal reward will always be 1 and there is always a possibility that block A can be exchanged with other blocks, so the difference between the new
optimal policy and the old one is constantly fixed and hence the learning gain remains the same for each $\epsilon$. If we set the reward to be changeable in the learning phase, the learning gain can then change. The learning costs increase as $\epsilon$ increases, which means the more the robot tends to randomly explores, the more risky the robot will be. Given the learning gain is a constant, most learnings are not preferred when $\epsilon$ reaches 0.8. The pessimistic learning strategy decides to not learn for all the cases while the optimistic learning strategy decides to learn at the first eight cases with $\epsilon$ from 0 to 0.7.

Figure 3.6 Comparison of learning gains, costs, and decisions to learn with respect to different random exploration probabilities. The environment change probability is fixed to be 0.1. Decision = 1 means a decision to learn while decision = 0 means a decision to not learn.
3.7 Discussions

Although our work can be seen as a solution addressing both the learning adaptation and learning safety problems at the same time, it could be more valuable in providing a novel approach to improve the “operational” safety, which further supports the learning-based long-term autonomy. Compared with previous works in improving safety in the learning/training process, we introduce a new perspective to improve the operational safety by deciding when to activate learning. In other words, we believe that not all the learning is necessary and beneficial in the long-term autonomy because learning has not only gains (i.e., performance improvements) but also costs related to potential failure risks. When the learning gains are less than learning costs, deactivating learning instead of keeping learning could improve the operational safety.

Another interpretation of our work can be a high-level exploration-exploitation trade-off from the system’s perspective with focusing on the system safety. More specifically, the exploration is a learning or planning itself while the exploitation is a pure execution without a new learning. This trade-off is important in the long-term robot autonomy because the practical systems have more concerns such as safety and the practical availability of theoretic algorithms rather than the problems like the algorithm efficiency only in the algorithm itself. However, it should be noted that some traditional exploration-exploitation strategies might unintentionally improve the system safety due to some specific methodology designs. For example, some adaptive epsilon-greedy strategies such as the epsilon-first strategy [29], epsilon-decreasing strategy [29], and value-difference based exploration (VDBE) strategy [31] moderate epsilon with respect to time or uncertainty. More specifically, the portion of explorations is high at first and gradually decreases to a low value as time increases. In other words, random explorations rarely exist near the end of reinforcement learning. This is safer than keeping fixed random explorations due to more
confidences in the environment. When the environment only has small changes, the adaptive epsilon-greedy strategy could be comparable to or even have better performances than ours, especially in the situation where our method decides to not learn even if the obstacle blocks current path. However, if the environment change is large and frequent, our method should still outperform the adaptive epsilon-greedy strategy because our method can avoid considerable collision risks by deciding to not learn in the situations where changes are not important to robots.

To achieve long-term autonomy, the operational safety could be also maintained by methods that revert to a hand-designed safety controller if a failure is detected. These methods can be generally considered as posterior methods which mainly considers how to recover systems from failures. However, it is not always easy to accurately detect a failure in practical applications. Due to system or environment uncertainties, the detection system may erroneously conclude that a safe environment is unsafe or vice versa. Such inappropriate activations or deactivations of the hand-designed safety controller could easily result in failures. Furthermore, the activation of the hand-designed safety controller after the occurrence of a failure may not recover the system if the failure brings lethal damages to the agent. By contrast, our approach tries to activate learning before the failure happens. We also use a prediction model to estimate the environment changes so that the system can prepare in advance to change to a safer policy.

One limitation of our work is the assumption of a constant environment change probability. In some practical applications, the changes may be much more complex. For example, the probability may also change during different time periods. In order to solve this problem, more advanced environment modeling techniques such as an occupancy grid model [32] could be integrated in our method. Another issue the robot may meet in practice is the influence of noises
and systematic errors. These could be solved by considering them as non-deterministic actions in the MDP.

3.8 Conclusion

In this paper, we propose a VOL approach to address the timing of activating learning in learning-based autonomy. By quantifying the learning gains and learning costs in the dynamic environments, we calculate the net gain of the learning with different strategies. If the net gain is greater than a threshold, then learning should be activated. A block-stacking experiment verifies that our approach can reduce the failures compared to no learning and always learning. In the future, we plan to improve our method by adding noises and stochastics into our MDP and giving more complexities to the environmental changes.
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4.1 Abstract

Reinforcement learning holds the promise for persistent autonomy because it can adapt to dynamic or unknown environments by automatically learning optimal plans from the interactions between robots and environments. However, the practical deployment of many reinforcement learning algorithms often requires manually resetting the state of the system between training episodes when a failure occurs. Because these manual resets could be unavailable in practice, we propose a self-recoverable reset strategy to avoid such failure-induced resets. This strategy consists of a multi-state recovery strategy and a failure prevention strategy. The multi-state recovery strategy provides robots with the capability of recovering from failures by self-correcting its behavior in the problematic state and, more importantly, deciding which previous state is the best to recover back to for an efficient learning. The failure prevention strategy reduces potential failures by predicting possible dangerous actions in specific states. Both a simulation of a robot navigating in an unknown maze and a real-world experiment of stacking blocks in a prior unknown order are used to validate our strategy. The results show a significant reduction in the number of resets and failures during the learning with using our strategy.
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4.2 Introduction

Reinforcement learning (RL) has shown success on robot autonomy in recent years. However, it is still challenging for the practical deployment of RL on autonomous robots because many RL algorithms require manually resetting the state of the system between training episodes [1][2][3]. For example, RL-based robots need human interventions to be reset to the same initial state for a new learning episode if they experience failures during the learning. In practice, the manual resets can be easily unavailable due to the complexity of the environments. The RL algorithm entirely stops working when the robot is waiting for such an unavailable manual reset. Thus, it is practically important to design an autonomous reset strategy for RL to avoid manual resets.

Consider an example scenario as shown in Figure 4.1, in which the robot needs to stack four blocks from four predefined positions into a target position in a specific order. If the order is wrong, then the blocks fall over, which is considered as a failure in the learning. This failure is not expected to happen many times because the blocks can be damaged after a certain number of fallings. When a failure occurs, the robot using traditional reinforcement learning waits for human interventions to solve the failure by manually resetting all the blocks to their initial positions. If human interventions are not available, the robot does not know what to do. The best case is the robot can keep moving between the pre-defined positions and the target position, but the blocks are not in these positions any more so that the failure keeps existing. In the case of no human interventions, we want to answer three questions in this work: (1) Is there an automatic recovery mechanism that can be integrated into reinforcement learning?, (2) Is it really necessary to recover back to the initial state? Would it be better to recover back to intermediate states?, and (3) How can we reduce as many resets as possible?
For the first question, it is possible to use external, pre-defined failure recovery methods to diagnose the failure and bypass it with alternative plans. However, this does not enhance RL’s own capability to recover from failures. If the remedy plan proposed by an external recovery method is not appropriate or the recovery method itself no longer works, the RL-based robots will fail again. Thus, it is ideal for RL itself to have the capability of generating recovery plans to get rid of the problematic state.

![Diagram of failure state and initial state](image)

Figure 4.1 Can reinforcement-learning-based robot do the reset itself? The robot needs to stack four blocks from four pre-defined positions into a target position in a prior unknown order. If the stacking order does not match the expected one, the blocks fall over. When such a failure occurs, human interventions are required to reset the state to the initial state if traditional reinforcement learning is used for the robot. However, manual resets can be unavailable and hence what should the robot do?

More importantly, it may be neither necessary nor the best to recover back to the initial states. In the block stacking task, for example, it may be better to recover back to the state with block A already in the target position rather than placing all the blocks in their original positions, if block
A is required to be placed at the bottom. Starting from the state with block A in the target position may assist RL in finding the optimal policy more quickly. Thus, it could be more efficient for a RL-based robot to know which state it should recover back to.

There could be many reasons such as experiencing failures or the transition from the goal state of one episode to the initial state of the next episode, which can lead to resets. However, because we only focus on the failure-induced resets, it is then intuitive to reduce the resets by reducing the failures. Since avoiding failures is a promising way to reduce failures, it is better for RL to have the capability of predicting failures and avoiding actions that can result in the predicted failures.

To this end, we propose a self-recoverable reset strategy that can (1) self-recover from non-fatal failures back to any safe states to continue achieving the training goal in each episode, (2) determine which state the robot should be reset to for an efficient learning when encountering a failure, and (3) prevent failures that are similar to previously occurred ones from happening again. The contributions are two-fold. Firstly, a novel self-recoverable reset strategy is proposed to solve the manual reset problem in practical deployment of RL. This strategy can substantially make RL applicable to real-world autonomous robot planning without manual engineering. Secondly, we experimentally demonstrate that either of the two components of our strategy, i.e., the multi-state recovery strategy and failure prevention strategy, can individually reduce resets while their combination can further reduce resets in a more efficient way. Both the advantages and disadvantages of each strategy are discussed to provide insights of our work.

4.3 Related Work

Reinforcement learning (RL) has achieved success in robot planning [4][5][6] in recent years. In general, RL methods can be divided into two categories: model-based methods [7] and model-free methods [8]. Model-based methods are known to be more sample-efficient and model-free
methods are particularly popular due to their simplicity and favorable computational properties. However, the practical deployments of both methods often assume an episodic setting, which require manually resetting the state of the system between episodes [2]. Since the manual resets can be easily unavailable in practice, our work aims to solve this important problem by proposing an autonomous reset strategy, including self-recovering from failures and reducing potential failures.

Although the failure recovery [9][10][11] has already been used in traditional robot autonomy, it has been rarely investigated in RL-based robot autonomy, especially when it is expected to solve the failures within RL. This is different from solving the system failures from the robot system’s perspective. For example, RL with an external failure recovery mechanism can still keep making the same mistake because the external failure recovery can only correct the mistake whenever it occurs but cannot analyze why it occurs in RL. Thus, it is necessary to integrate failure recovery into RL’s own framework to essentially enhance RL’s own capability to address failures and hence avoid corresponding failure-induced resets. This is actually a main goal of our work which specifically investigates the recovery from a problematic state to the best unproblematic state in RL.

Many safe reinforcement learning algorithms [12] have been proposed to reduce the failures during the learning process by modifying the optimization criteria to additionally respect the learning safety [13][14][15][16] and/or restricting safe explorations [17][18][19][20]. However, these methods usually require extensive human knowledge to design different criteria for different situations while our work assumes no such knowledge and only rely on RL itself to reduce failures. More importantly, reducing failures cannot completely solve the reset problem because they
cannot address the already occurred failures. As failures could be unavoidable in RL, our work proposes a multi-state recovery strategy to address the occurred failures.

The reset problem has been partially addressed in a few recent work. For example, learning multiple policies [1][2], namely a forward and a reset policy, has been used to address the safety, reset, and task complexity problems in autonomous RL. While such a reset policy can reduce resets through reducing potential failures, it has not shown an ability of recovering from an occurred failure, which is important because failures could be unavoidable in practical RL. A reset-free trial-and-error (RTE) algorithm [3] has been proposed to solve the robot damage recovery with formulizing it as an RL problem. Although our work shares the same goal of avoiding failures through failure recovery, we have an essential difference in the recovery mechanism. Specifically, the RTE algorithm recovers from failures in one state by one state with trying a best action in each state according to the practical feedback. In contrast, our work investigates a multi-state recovery, in which the system can go several states back to avoid some intermediate, meaningless states for an efficient purpose. In addition, the RTE algorithm needs an intact robot model to make recovery plans while our work can be totally model-free without any knowledge about the robot and environment.

4.4 Preliminaries

In this section, we discuss a standard Q-learning setup, which provides the basis to understand our proposed self-recoverable reset strategy. Although we use the Q-learning, a model-free RL method, as an example, our method is actually designed for general RL methods because the multi-state recovery and failure prevention are both based on general definitions of states and action selections.
The Q-learning problem is usually formulated as a Markov Decision Problem (MDP) that consists of a state space $S$, an action space $A$, transition dynamics $P(s_{t+1}|s_t, a)$, an initial state distribution $p_0(s)$, a scalar reward function $r(s, a)$, and a reward discount factor $\gamma$. In episodic, finite horizon tasks, the objective is to find the optimal policy $\pi^*(a|s)$ that maximizes the expected sum of $\gamma$-discounted returns, $Q^\pi(s, a) = E_{\pi}[\sum_{t=0}^{T} \gamma^t r(s_t, a_t)]$, where $s_0 \sim p_0$, $a_t \sim \pi(a_t|s_t)$, and $s_{t+1} \sim P(s_{t+1}|s_t, a_t)$. The Q-values with multiple actions can be updated by

$$Q_{t+1}(s_t, a_t) \leftarrow (1 - \alpha)Q_t(s_t, a_t) + \alpha(r_{t+1} + \gamma \max_a Q(s_{t+1}, a)),$$  (4.1)

where $\alpha$ is the learning rate deciding how much the system trusts the new information. With the $\epsilon$-greedy exploration strategy, the robot selects at each time step a random action with a fixed probability, $0 \leq \epsilon \leq 1$, instead of greedily selecting one of the learned optimal actions with respect to the Q-function:

$$\pi(s) = \begin{cases} \text{rand}(A) & \text{if } \xi < \epsilon \\ \arg\max_{a \in A} Q(s_{t+1}, a) & \text{otherwise}, \end{cases}$$  (4.2)

where $0 \leq \xi \leq 1$ is a uniform random number drawn at each time step.

Typically, the RL training routines involve iteratively sampling new episodes, where at the end of each episode, a new starting state $s_0$ is sampled from a given initial state distribution $p_0$. For simplicity, we assume the initial state to be the same in each episode. In practice, this procedure can be done by executing some hard-coded reset policies. Although this may work for resetting from a successful episode in which the initial state and goal state are known, it is difficult to reset from failures where the terminate state is usually uncertain. Human interventions can well address the failure-induced resets, but they are not always available in practical applications. Thus, the goal of our work is to avoid these failure-induced resets by proposing a self-recoverable reset strategy.
4.5 Methodology

As shown in Figure 4.2, our method consists of two individual parts, multi-state recovery and failure prevention. The multi-state recovery is used by RL to recover from occurred failures with determining which previous state is the best to reset to. Instead of simply abandoning the failed episode with resetting to the initial state, the multi-state recovery aims to finish the training goal in each episode. The failure prevention is namely to prevent the failures from occurring during the learning process.

Figure 4.2 Self-recoverable reset strategy. It consists of the multi-state recovery strategy and the failure prevention strategy. The multi-state recovery strategy provides the robot with a capability of self-recovering back to any state with reversely executing the safe actions stored in an experience buffer. In addition, the multi-state recovery method decides which state is the best for the robot to recover back to for an efficient learning. The failure prevention strategy learns from already occurred failures and predict future failures so that the robot can avoid them, which also avoids resets.
4.5.1 Multi-State Recovery

When practical robots experience failures in a problematic state, it is possible to recover back to some previous unproblematic states and make a new plan. To make this recovery practically applicable, we make two weak assumptions. The first one is the availability of an accurate detection of a failure. In other words, the robot can know when a failure happens, which triggers the execution of the multi-state recovery strategy. The second assumption is that there exists an available method for the robot to execute the recovery plan such as going to a certain state. The first assumption can be achieved with powerful sensors and the second one can be achieved with some pre-defined low-level controllers, which are both out of our scope so that they are not investigated in this work.

An important question in the recovery is: which state is the best to recover back to? A promising answer is to assist the learning process as efficiently as possible. During a specific episode, for example, the robot is in a specific state and taking a problematic action “pick and place block D” as shown in Figure 4.3. Because the resultant state is “A-C-B-D”, which violates a defined rule, i.e., block D cannot be at the top of block B, a failure will occur and be detected. It may then be ideal for the robot to explore other actions in the current position if it does not know the results of these alternative actions. Not doing this and directly going back to other states may sometimes miss an optimal policy. However, if the robot has already known the consequences of alternative actions as shown in Figure 4.3, then it is ideal to recover back to the junction state (the blue state) because the states in the dead end is meaningless in achieving the goal.

Inspired by this, we record a \(N\)-step learning process that includes the previous \(N\) states, \(S_N = \{S_{t-N+1}, S_{t-N+2}, \ldots, S_{t}, S_t\}\), and the corresponding \(N\) actions. The selection of \(N\) should be related to the complexity of the robot, task or environment and different values of \(N\) should affect
the performance of RL. Our goal is to experimentally investigate these relationships and also determine which state in these $N$ states is ideal to recover back to when a failure occurs. We assign for each of these $N$ states a recovery priority value $\theta(s)$, which indicates the priority of each state for the robot to reset to. For the intuition, when a state has more safe actions that do not cause failures, it should have a higher priority value. A safe action set in state $s$ can be defined as

$$A_s(s) \triangleq \{a \in A(s) | a \notin A_d(s)\},$$

where $A_d(s)$ means the dangerous action set in state $s$ and it is updated based on the experience of RL. Because we assume the failure can be accurately detected, the dangerous action can be recorded immediately. In this work, we simply assume the detection as receiving a pre-defined large negative reward

$$A_d(s) \triangleq \{a | r(s, a) = r(failure)\}.$$

Thus, the priority $\theta(s)$ can be calculated by

$$\theta(s) = |A_s(s)|,$$

where $|\cdot|$ computes the size (number of elements) of a set.

If different states have the same maximal priority, then we will reset the robot to the nearest state because the nearest state may be more close to the goal state. Then, the best state $S_r^*$ determined by the recovery strategy is

$$S_r^* = \{s^* \in S_N | s^* = \arg\min_{s'} d(s', s_t), s' = \arg\max_{s} \theta(s)\},$$

where $d(s', s_t)$ means the distance between an arbitrary state with the largest priority in state space $S_N$ and the state $s_t$. The recording of the $N$-step learning process is always running for the anytime execution of the recovery strategy. However, the computation of $\theta(s)$ and $S_r^*$ is only activated when a failure occurs to save resources.
4.5.2 Failure Prevention

Although failure prevention cannot address the occurred failures, it can be used as another way to reduce resets from a complementary perspective of reducing potential failures. In general, failures can provide useful information for the successive learning, so we record the failures and predict potential failures by analyzing these failures as shown in Figure 4.4.

A simple and practically available method is to exactly prevent the failures that have already occurred before. The standard Q-learning can actually achieve a similar performance by updating Q-value after each step, but it allows random explorations which may still make a mistake. However, the prediction can be extended to similar failures if some additional information about the environment can be provided. For example, if the robot takes an action of picking and placing block D in the light blue position in Figure 4.4, it will encounter a failure of blocks falling over. It
is sometimes possible to learn out a rule from this failure and similar failures or get a human’s guidance, which is block D cannot stand on the top of block B. With this rule, the action of picking and placing block D in the green state will also result in a failure and this action will be forbidden.

Because we assume no external information in this work, we use the first, simple method with exactly preventing the occurred failures, which can also be more realistic. Thus, the $\epsilon$-greedy exploration strategy should be modified to

$$\pi(s) = \begin{cases} \text{rand}(A)|a \notin A_d(s) & \text{if } \xi < \epsilon \\ \underset{a \in A}{\text{argmax}} Q(s_{t+1}, a) |a \notin A_d(s) & \text{otherwise} \end{cases} \quad (4.7)$$

4.5.3 Algorithm Summary

Our full algorithm (Algorithm 1) consists of multi-state recovery and failure prevention. Failure prevention is always running to reduce failures and the multi-state recovery is executed only when a failure occurs. In general, the multi-state recovery is executed mostly in the early
stage of RL. As the episode increases, RL can have more accurate knowledge about the environment and dangerous actions. This results in less occurrences of failures and hence less utilizations of the multi-state recovery.

The algorithm firstly initializes all the variables and then execute the modified action selection strategy described in equation (4.7). If a failure is detected (line 5), the failure is recorded to augment the dangerous action set $A_d(s)$ (line 6). Based on $A_d(s)$, the algorithm decides the ideal state to recover back to (line 9) and continues learning in the current episode until the final training goal or the maximal step number is achieved. If no failure occurs, our algorithm updates the Q value as the standard Q-learning does.

<table>
<thead>
<tr>
<th>Algorithm 1: Q-learning algorithm with self-recoverable reset strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Initialize all variables</td>
</tr>
<tr>
<td>2: repeat</td>
</tr>
<tr>
<td>3: for max_steps_per_episode or finish_goal do</td>
</tr>
<tr>
<td>4: $a \leftarrow \pi(s)$  $\triangleright$ failure prevention</td>
</tr>
<tr>
<td>5: if $r(s, a) == r(failure)$ then</td>
</tr>
<tr>
<td>6: $A_d(s) = A_d(s) \cup {a}$  $\triangleright$ record failures</td>
</tr>
<tr>
<td>7: Update $A_s(s)$  $\triangleright$ equation (3)</td>
</tr>
<tr>
<td>8: Update Q-value</td>
</tr>
<tr>
<td>9: $s \leftarrow S_{fr}^*$  $\triangleright$ multi-state recovery</td>
</tr>
<tr>
<td>10: else</td>
</tr>
<tr>
<td>11: $s \leftarrow P(s_{t+1}</td>
</tr>
<tr>
<td>12: Update Q-value</td>
</tr>
<tr>
<td>13: Return the optimal policy</td>
</tr>
</tbody>
</table>

### 4.6 Evaluation

#### 4.6.1 Experiment Setup

In this work, we use both a maze-navigation simulation and a real-world block stacking experiment to validate our algorithm. The simulation is about the robot navigation in an unknown maze with obstacles as our experiment. We set two maze environments with the maze size to be 4*4 and 11*11. Firstly, it is convenient for us to compare 4*4 maze results with a closely related
work [2] that learns a reset policy to reduce manual resets. In addition, the 11*11 maze can be used to investigate the performances of the multi-state recovery in a more complex environment and the influences of different selections of $N$ on the performance of RL. As shown in Figure 4.5, the state space of the 4*4 maze consists of 16 grids and 4 of them are obstacles (walls). The 11*11 maze has 121 grids and 43 of them are obstacles. For simplicity, we assume these obstacles are static and the extensions to dynamic obstacles will be discussed in the discussion section. The robot can take four actions: go north, go south, go east, and go west. In general, the robot starts each episode in the upper-left corner of the maze and terminates if reaching the lower-right corner (goal) with a reward of 1 or hitting an obstacle with a reward of -5. For any other individual movements, the reward is -0.02. Parameters $\epsilon$, $\gamma$, and $\alpha$ are set to be 0.1, 0.9, and 0.5, respectively.

As shown in Figure 4.1, we expect the robotic arm to stack four blocks, block A (purple), block B (green), block C (orange), block D (blue), in the target position from their original positions. Because the grasping is not the focus of our work, we assume the original position and the target position are fixed and known so that we can guarantee a high grasping accuracy. However, the stacking order is unknown to the robot, which needs reinforcement learning itself to find out. The stacking rules includes (1) block A must be at the bottom of all the other three blocks, (2) block D must be at the top of block C, (3) block D cannot be at the top of block B. If violating any of these rules, the blocks fall over, which is counted as a failure. The state space is defined as the block order at the target position. The robotic arm can take four actions: pick and place block A, block B, block C, and block D. The reward of reaching the goal (A-B-C-D) is 1 and the reward of a failure is -1. For any other individual action, the reward is 0. Parameters $\epsilon$, $\gamma$, and $\alpha$ are set to be 0.1, 0.9, and 0.2, respectively.
The calculation of the number of resets includes two parts. The first one is adding one reset if the robot cannot achieve the goal state within the limited steps in an episode. We do not count the transition from the goal state in an episode to the initial state in the next episode as a reset because we focus on the failure-induced resets in this work. The other part comes from the occurrence of failures. This means a reset will be needed whenever a failure happens, which is the cases in the standard Q-learning without the multi-state recovery strategy. In order to provide reliable results, the simulations and the real-world experiment in this work have been conducted 50 times and 20 times, respectively, to compute the average and standard deviation.

4.6.2 Experiment Results

For a convenient expression and comparison, we use SRR to replace the formal name of our self-recoverable reset strategy in the following part. The multi-state recovery and failure
prevention are also abbreviated to MSR and FP. SRR is a complete strategy including both MSR and FP.

1) Comparison with related work

Table 4.1 shows that either of our three strategies can reduce much more resets than the reset policy proposed by Eysenbach et al. We use the best result of their reset policy with $q_{min}=0.4$ for comparison. For our methods, $N$ is chosen to be 3 and the maximum steps per episode is set to 200 because the 4*4 maze is relatively simple.

Table 4.1 Comparisons with previous results. Either of our three strategies outperform the reset policy proposed by Eysenbach et al. in terms of both number of resets and number of total steps.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Number of Resets (Mean)</th>
<th>Number of Total Steps (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reset Policy [2]</td>
<td>55</td>
<td>6200</td>
</tr>
<tr>
<td>Q-learning with FP</td>
<td>10</td>
<td>1830</td>
</tr>
<tr>
<td>Q-learning with MSR</td>
<td>0</td>
<td>1823</td>
</tr>
<tr>
<td>Q-learning with SRR</td>
<td>0</td>
<td>1822</td>
</tr>
</tbody>
</table>

Although both Eysenbach’s reset policy and our FP strategy reduce the resets by reducing potential failures, our FP strategy is still better because we can exactly avoid recorded failures that has occurred before while Eysenbach uses a threshold to partially abort some dangerous actions. Because MSR gives RL the ability to recover from failures, both MSR and SRR can completely avoid resets. In addition, our method requires much less steps to finish the training, which can be regarded as more efficient.

2) MSR vs FP in SRR

As discussed before, either MSR or FP can individually reduce the number of resets. In order to investigate the effects in detail, we calculate the number of resets, number of total steps to converge, and number of episodes to converge in Table 4.2. For both the simple 4*4 maze and the
complex 11*11 maze, both MSR and FP can significantly reduce the number of resets compared to a standard Q-learning. While FP can only reduce resets, MSR can guarantee no resets in the simple maze and a mostly zero reset in the complex maze. This is because MSR avoids resets in a direct way that can substantially eliminate resets through recovering from failures. In contrast, FP only avoids resets by preventing failures, which can be easily restricted with a necessity of accurate knowledge about the environment. If combining MSR and FP to SRR, the performance keeps improving. Both FP and MSR can find the optimal path with less episodes and total steps than the standard Q-learning. However, MSR is more efficient, especially in the complex maze.

Table 4.2 Full comparisons among the standard Q-learning, Q-learning algorithm with failure prevention (FP) strategy, Q-learning with multi-state recovery (MSR) strategy, and Q-learning with self-recoverable reset (SRR) strategy. Either FP or MSR can individually outperform the standard Q-learning, although the combination of FP and MSR to SRR has the best performance in all the four methods. MSR can almost guarantee a zero reset even in a complex 11*11 maze because it avoids the resets from the perspective to fixing failures rather than just avoiding failures.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Num. Resets (Mean)</th>
<th>Num. Episodes (Mean)</th>
<th>Num. Total Steps (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard-4*4 maze</td>
<td>33.5</td>
<td>243.0</td>
<td>1796</td>
</tr>
<tr>
<td>FP-4*4 maze</td>
<td>9.0</td>
<td>217.6</td>
<td>1720</td>
</tr>
<tr>
<td>MSR-4*4 maze</td>
<td>0</td>
<td>211.8</td>
<td>1738</td>
</tr>
<tr>
<td>SRR-4*4 maze</td>
<td>0</td>
<td>207.8</td>
<td>1694</td>
</tr>
<tr>
<td>Standard-11*11 maze</td>
<td>345.5</td>
<td>524.0</td>
<td>10610</td>
</tr>
<tr>
<td>FP-11*11 maze</td>
<td>95.1</td>
<td>327.6</td>
<td>10658</td>
</tr>
<tr>
<td>MSR-11*11 maze</td>
<td>0.9</td>
<td>234.2</td>
<td>9887</td>
</tr>
<tr>
<td>SRR-11*11 maze</td>
<td>0.7</td>
<td>235.0</td>
<td>9709</td>
</tr>
</tbody>
</table>

(3) Will MSR cause more failures to recover from failures?

One important concern for MSR is whether MSR causes more failures to recover from failures. The failure in our experiments is defined to be the collision between the robot and an obstacle.
Firstly, Table 4.3 shows that MSR does not really have such a concern. Although the number of total failures in MSR is close to that in the standard Q-learning, it is still less than the standard Q-learning. This is because MSR cannot change the essence of RL, i.e., “trial-and-error”. MSR only changes the timing of exploring such failures, which is exploring more failures than the standard Q-learning in the first episodes. This expedites the learning process with less episodes, which can avoid the failures in the unnecessary episodes. Because most failures have been encountered in such episodes, Q-learning can also avoid them based on the Q-values. However, the random exploration strategy in the standard Q-learning can still cause a few failures, which explains the small failure difference between MSR and the standard Q-learning.

Table 4.3 Failure comparisons between the standard Q-learning and our method. While MSR only reduces the failures in a small amount, FP can significantly reduce the failures because it can strictly restrict the random explorations in the Q-learning to safe actions. However, the failures in MSR do not result in resets while the failures in the standard Q-learning and FP must require corresponding resets.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Number of Total Failures (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard-4*4 maze</td>
<td>33.5</td>
</tr>
<tr>
<td>FP-4*4 maze</td>
<td>9.0</td>
</tr>
<tr>
<td>MSR-4*4 maze</td>
<td>32.1</td>
</tr>
<tr>
<td>SRR-4*4 maze</td>
<td>10.0</td>
</tr>
<tr>
<td>Standard-11*11 maze</td>
<td>345.5</td>
</tr>
<tr>
<td>FP-11*11 maze</td>
<td>95.1</td>
</tr>
<tr>
<td>MSR-11*11 maze</td>
<td>333.2</td>
</tr>
<tr>
<td>SRR-11*11 maze</td>
<td>114.7</td>
</tr>
</tbody>
</table>

Secondly, FP has much fewer failures than MSR because all the random explorations in FP are strictly restricted to safe actions. In other words, the same mistake is not allowed to be made again in FP. Although the number of failures caused by normal random explorations can be small,
but its multiplication with the number of episodes can be significant, which explains the large failure difference between FP/SRR and standard Q-learning/MSR.

Thirdly, although MSR has a certain number of failures, these failures do really not result in resets because they can be recovered by RL itself. For example, the MSR explores an average 32.1 failures, it does not need any reset in Table 4.2. In contrast, the number of failures equals to the number of resets for the standard Q-learning and FP because a reset is required whenever a failure occurs in these two methods.

(4) $N$ and maximum steps per episode in MSR

As discussed in the multi-state recovery strategy, the selection of $N$ and maximum steps per episode is important in MSR. We empirically allow the variation of $N$ and maximum steps per episode to be 1 to 7 with a one-step increment of 1 and 100 to 1000 with a one-step increment of 100, respectively.

Figure 4.6 shows the relationship between the number of resets and the recovery limits $N$. When the environment is simple (the 4*4 maze), MSR can guarantee no resets. However, when the environment is more complex (the 11*11 maze), a larger recovery limit $N$ could be better especially when allowing enough maximum steps in one episode. The limited maximum step per episode such as 400 for the 11*11 maze could be too small for MSR to be fully functional because recovering from failures need to cost episodes. Thus, when the maximum steps per episode is small (400), a lower recovery limit ($N=1$) outperforms other $N$’s. As the maximum step per episode increase to 600 or 800, however, $N=2$ or $N=3$ actually has the best performance. The differences between various $N$’s should be much more significant when the environment gets highly complex.

Figure 4.7 shows the relationship between the number of resets and maximum steps per episode. A general conclusion is that the number of resets reduces as the maximum steps per
episode increases, which provides enough time for MSR to recover from failures. In addition, Figure 4.7 also proves a larger $N$ has better performances when the maximum steps per episode is larger.

(5) Block stacking results

As shown in Table 4.4, the block stacking results are consistent with the maze-navigation results. SRR still performs best with the least number of resets, the least number of episodes, and the least number of total steps. The number of resets is zero if MSR is used. FP can also reduce the number of resets, but it still has 11.6 resets in average.

Figure 4.6 The relationship between number of resets and recovery limits $N$. When the environment is simple (a 4*4 maze), even only recovering back to the latest state can guarantee no resets. However, when the environment is more complex (a 11*11 maze), a larger recovery limit $N$ (e.g., 3) could be more effective, especially given enough maximum steps per episode.
Figure 4.7 The relationship between number of resets and maximum steps per episode. The number of resets reduces as the maximum steps per episode increases. When maximum steps per episode remains large, a larger N can be better in reducing the number of resets.

Table 4.4: Full comparisons among the block stacking results using standard Q-learning, Q-learning algorithm with FP strategy, Q-learning with MSR strategy, and Q-learning with SRR strategy. Either FP or MSR can individually outperform the standard Q-learning, although the combination of FP and MSR to SRR has the best performance in all the four methods. MSR and SRR can guarantee a zero reset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Num. Resets (Mean)</th>
<th>Num. Failures (Mean)</th>
<th>Num. Episodes (Mean)</th>
<th>Num. Total Steps (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard – Block Stacking</td>
<td>41.2</td>
<td>41.2</td>
<td>157.0</td>
<td>3824</td>
</tr>
<tr>
<td>FP – Block Stacking</td>
<td>11.6</td>
<td>11.6</td>
<td>133.2</td>
<td>2516</td>
</tr>
<tr>
<td>MSR – Block Stacking (N=3, maximum step per episode = 50)</td>
<td>0</td>
<td>39.8</td>
<td>124.3</td>
<td>2681</td>
</tr>
<tr>
<td>SRR – Block Stacking</td>
<td>0</td>
<td>12.2</td>
<td>120.7</td>
<td>2294</td>
</tr>
</tbody>
</table>
As shown in Figure 4.8, our method firstly provides the robot with a capability of self-recovering to any state in its stored experience. This completely avoids human interventions that are required in traditional reinforcement learning. Even if the robot does not know which state it should recover back to, it can at least recover back to the initial state, which is equivalent to the result of a manual reset. If the robot has more information from learning the failures or from external guidance, it can decide a better state to recover back to.

Table 4.5 shows the time used to finish training with respect to different recovery limits $N$ and maximum steps per episode. From the table, we can see our method is faster than the traditional reinforcement learning method, which means our method is more efficient than traditional...
reinforcement learning method. This is another benefit in addition to our main goal of providing a self-recovery capability. Moreover, the total time generally increases as the recovery limits \( N \) increases expect for \( N = 4 \). This makes sense because it is obviously not the most efficient when the robot recovers four steps back, i.e. recovers back to the original state. As long as the robot picks block A first, it only needs to recover block B, block C, or block D back. Increasing the recovery limits can bring additional burdens to our method. Similarly, the total time also increases as the maximum steps per episode increases. However, an exception exists between 50 maximum steps per episode and 100 maximum steps per episode, where the mean total time is the same. This indicates 50 maximum steps per episode may be already sufficient for this experiment. Both cases indicate that it is important to select an appropriate recovery limit number and maximum step per episode for practical applications. This could be achieved by using additional human knowledge or mathematical optimization methods.

Table 4.5 Total training time with respect to different recovery limits and different maximum steps per episode

| Different Recovery Limits N  
<table>
<thead>
<tr>
<th>(Maximum Steps per Episode = 50)</th>
<th>Total Time (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.5 hours</td>
</tr>
<tr>
<td>1</td>
<td>4.8 hours</td>
</tr>
<tr>
<td>2</td>
<td>4.4 hours</td>
</tr>
<tr>
<td>3</td>
<td>3.6 hours</td>
</tr>
<tr>
<td>4</td>
<td>3.9 hours</td>
</tr>
</tbody>
</table>

| Different Maximum Steps per Episode  
<table>
<thead>
<tr>
<th>(Recovery Limits N = 3)</th>
<th>Total Time (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5.2 hours</td>
</tr>
<tr>
<td>20</td>
<td>4.5 hours</td>
</tr>
<tr>
<td>50</td>
<td>3.6 hours</td>
</tr>
<tr>
<td>100</td>
<td>3.6 hours</td>
</tr>
</tbody>
</table>
4.7 Discussions

The general goal of our work is to assist RL-based robots being truly autonomous in practical applications with solving an unavoidable problem: robots require manual resets whenever encountering failures during the learning. While this can be solved by reducing failures as done in previous work, we, more importantly, propose a multi-state recovery strategy to fix the failures. This is similar to the advice for many complex systems: “we should not wonder if some mishap may happen, but rather ask what one will do about it when it occurs” [21]. We have also demonstrated that the combination of the multi-state recovery strategy and the failure-prevention strategy can achieve a better performance than either individual strategy with guaranteeing no resets in simple situations.

Within the self-recovery from failures, we specifically propose a multi-state recovery strategy with investigating which previous state is ideal to recover back to when a failure occurs. This is actually inspired by human’s self-recovery from failures. For example, when humans experience a failure in a jigsaw puzzle, they do not really go back to start from the first piece or just revert the last piece, it is usual to take out several recently inserted pieces and restart from such a configuration. We achieve this by using a memory to record some past experiences such as a certain-length sequence of state-action pairs in RL. This could cost more resources from robots, but the increment of resources is believed to be affordable in practical systems because the amount of data is much smaller if compared to the memory prepared for RL. The storage of the matrix about dangerous state-action pairs can be another cost of memory, but this cost can be greatly reduced because the matrix is usually highly sparse. It should not cause a problem if using a compressed storage.
While we assume failures in this work are non-fatal and recoverable, manual resets could be certainly needed if the failures are fatal and unrecoverable. In addition, although we focus on the failure-induced resets because the occurrence of failures is a primary reason of manual resets in practice, it cannot be denied that manual resets can be also caused by other reasons. A representative example is the transition from the goal state in one episode to the initial state in the next episode. This could require significant resets if RL requires massive learning episodes, especially for highly complex tasks. However, unlike the failure-induced resets, this kind of resets does not necessarily need human interventions because it can be totally the same for a specific task. Robots may use pre-defined plans to autonomously go back to the initial state.

In this work, we have only discussed the performance of our method in a static environment, although it is unknown. A more challenging case can be a dynamic, unknown environment. While our work may still work if the time-varying change is small, it is better to design an advanced algorithm to completely address the dynamic changes. The difficulty is that the recorded experiences in our current work can be no longer accurate and useful due to the environment change. One possible solution is to use a reliable online learning method like the Bayes inference [22] to real-time estimate a dynamic environment model. Our method may then use this model to update its past experience by predicting the environment changes when it starts recovering.

4.8 Conclusion

In this work, we propose a self-recoverable reset strategy to avoid manual resets in the practical deployment of RL on autonomous robot planning. It includes a multi-state recovery strategy and a failure prevention strategy. Instead of simply abandoning the failed episode without further learning within it, the multi-state recovery focuses on recovering from failures so that RL can continue learning to succeed in finishing the training goal in the failed episode. The failure
prevention strategy predicts and avoids potential failures according to previous experiences. Although these two strategies can individually reduce resets, the combination of them is experimentally demonstrated to achieve less resets with using less episodes. Our method can guarantee no reset in simple environments and can also have a significantly small number of resets in complex environments. In the future, we plan to extend our applications from static, unknown environments to dynamic, unknown environments.
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CHAPTER 5
MULTI-OBJECTIVE-OPTIMIZATION-BASED CONTROL PARAMETERS AUTO-TUNING
FOR AERIAL MANIPULATORS
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5.1 Abstract

The aerial manipulator has recently attracted much research attention due to its wide applications such as aerial cleaning, aerial transportation, and aerial manipulation. It is important to design a reliable controller for the aerial manipulator to robustly perform aerial tasks with different settings. However, current controllers still employ manual parameters tuning methods, which is mostly limited to a specific setting like a fixed aerial manipulator configuration or an unchanged environment. In fact, there could be diverse configurations of aerial manipulators and uncertain environments in practice, which requires the manual tuning process to be frequently repeated. This repetition is easy to be unavailable due to its significant cost of time and expensive involvements of control-tuning experts. To solve these problems, a novel multi-objective-optimization based control parameters auto-tuning method is proposed for the aerial manipulator. Based on a conventional proportional-integral-derivative (PID) control structure, an evolutionary-algorithm-based optimization is used to automatically find optimal PID control parameters to satisfy conflicting objectives such as minimizing the integrated time square error and the control
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Simulation results prove that the proposed method can achieve better control performances like smaller overshoots and faster stabilization time than manual tuning methods.

5.2 Introduction

Thanks to the physical interactions with surrounding environments, the capacities of unmanned aerial vehicles (UAVs) have been extended from “passive” tasks such as inspection [1], remote sensing [2] and surveillance [3] to “active” tasks like aerial manipulation [4-20]. Although many tools including grippers [4][5], cables [6-9], screw drivers [10], and brushes [11] have been used for the important physical interactions, attaching a robotic arm to a UAV, named an aerial manipulator [12-20], has lately been considered as the most efficient and promising way. The aerial manipulator does not restrict the attitude of the payload or the reachable space of the end-effector as a stationary gripper-based platform does. It is also able to directly regulate the movement of the payload, of which the cable-based platform is not capable.

It is important to design a reliable controller for the aerial manipulator to robustly and accurately finish tasks. Some such controllers have been reported for different tasks. For example, a Cartesian impedance controller [12] was proposed for a quadrotor equipped with a three-degrees-of-freedom (3-DOFs) robotic arm to execute dexterous manipulation tasks. A novel hierarchical motion control scheme [13], including a top layer of an inverse kinematics algorithm and a bottom layer of a motion control algorithm, was introduced for a quadrotor with a 5-DOFs robotic arm to follow circular helix trajectories. A sliding mode controller [14] was designed to transport objects using a quadrotor with a 2-DOFs robotic arm. For the ARCAS project, a multilayer control architecture [15], including a novel battery movement compensation, arm static compensation, and external generalized forces estimation and compensation, was proposed for an octorotor with a 6-DOFs robotic arm. To allow outdoor operations, a stable backstepping based controller and an
admittance controller were developed for an octorotor and its 7-DOFs robotic arm respectively [16]. To fly with unknown objects, an augmented passivity-based controller [17] was designed for a hexacopter with a 2-DOFs robotic arm by online estimating unknown parameters of the payload. The attitude control of a hexacopter equipped with a 2-DOFs robotic arm was achieved by a quaternion-based backstepping method [18]. A variable parameter integral backstepping controller [19] was presented for an unmanned helicopter equipped with multi-link arms to perform structure assembly and manipulation tasks. An advanced controller, including an attitude and a rate command augmentation system, a feedforward torque compensation system, and an $L_1$ adaptive augmentation law, was designed to simultaneously address challenges of maximizing workspace in constrained spaces and achieving stable flights when lifting payloads with unknown masses [20].

However, these controllers employed manual tuning of control parameters, which may severely hinder their applications in practice. One reason is that the robot configuration or the environment is not always unchanged in practice. As a well-tuned control parameter set is generally tuned for a specific dynamic model case, the practical time-varying dynamics could easily make the current controller no longer suitable. To address this problem, the manual tuning needs to be frequently repeated; however, it requires a large amount of time like days and expert knowledge. In addition, practical applications often require the controller to satisfy multiple but often conflicting goals like both a good task accuracy and a short completion time. This is much more difficult for the manual tuning compared with satisfying only one single objective. Even if the previous requirements are all achievable and acceptable, the manual tuning could be still difficult or even impossible due to human’s own limit, named bounded rationality [21][22], in handling complex systems. For example, humans need to tune 27 parameters for a 6-DOFs quadrotor equipped with a 3-DOFs robotic arm using a proportional-integral-derivative (PID)
controller, however, the bounded rationality argues that humans begin to struggle when 4 variables are involved in problem solving and more than 5 variables to be solved at the same time nearly impossible.

One way to solve the manual tuning problems is automatically tuning parameters based on multi-objective optimization (MOO) and its effectiveness has been proven by other practical applications such as automatic voltage regulator system [23], chemical titration and neutralization plant [24], and linear brushless DC motor [25]. Although the optimization of gains control is not a new idea, it has never been studied for aerial manipulators. As a useful tool for practical aerial tasks, it is meaningful to formulize the specific MOO based auto-tuning method for the aerial manipulator and validate its feasibility since the aerial manipulator is much more complex than previous systems [23][24][25]. Thus, we propose a new MOO based control parameters auto-tuning method for the complex aerial manipulator system with specific problem formulizations. It is tested in two conventional parallel PID controllers that are designed for motion controls of a quadrotor and a 3-DOFs robotic arm, respectively. Although the PID controller is basic and simple, it is proved to be useful with good performances in practical applications. For each PID controller, an evolutionary algorithm based optimization, NSGA (Non-Dominated Sorting in Genetic Algorithms)-II, is used to automatically find optimal control parameters, avoiding the time-consuming manual tuning process. Two conflicting objectives, reliable static-dynamic performance and smooth control, are considered as an example of possibly conflicting performance criteria. The main contributions are considered as: (1) The work provides a new multi-objective-optimization based automatic parameters tuning in order to stably control the highly nonlinear and complex aerial manipulator system with possible dynamic changes in many different situations. (2) This method can be easily transferred to similar aerial manipulators with
different UAVs and robotic arms using any controllers. This work does not need structure modifications or additional mechanical designs [15], as the problem is fully solved through the control algorithms. (3) This work investigates meanings of multiple equivalent optimal solutions, as well as the consequences of adding new objectives. This could be used as a starting point for users to better understand how to select an appropriate set of control parameters according to their own requirements.

5.3 Mathematical Modeling

As the aerial manipulator modeling is based on a fundamental but common Euler-Lagrange method, we only explain necessary kinematic and dynamic models, which have been studied in previous work [12-14, 16-18], for the following controller design.

5.3.1 Kinematics for the Quadrotor-Arm System

With the aerial manipulator system consisting of a quadrotor and a robotic arm shown in Figure 5.1, \( O_w, O_b, \) and \( O_l \) represent the world frame (inertial frame), body frame, and link \( i \) frame, where \( i = 1, 2, 3 \) denotes the link number. If the inertial frame is arbitrarily chosen while the body frame and link frames are located at the center of gravity (CoG) of their respective rigid bodies, a vector including all the generalized coordinate variables can be defined as

\[
q = [p^T \Omega^T \eta^T]^T, \quad (5.1)
\]

where \( p = [x \ y \ z]^T \) represents the position of the CoG of quadrotor in the world frame, \( \Omega = [\phi \ \theta \ \psi]^T \) indicates the Euler angles of the quadrotor, and \( \eta = [\eta_1 \ \eta_2 \ \eta_3]^T \) means the joint angles of the 3-DOFs manipulator, which are defined about the positive \( y_b \) axis.

The relationship between the velocities in different frames is given as follows

\[
\dot{p} = Rp^b, \quad (5.2)
\]
\[ \omega = R \omega^b, \]  
\[ \omega = T \dot{\Omega}, \]  
\[ \omega^b = RT \dot{\Omega} = Q \dot{\Omega}, \]

where \( \dot{p} \) and \( \dot{p}^b \) represent the translational velocity of the CoG of the quadrotor in the world and body-fixed frame, respectively. They are related by the rotation matrix \( R \in SO(3) \). \( \omega = [\omega_x \omega_y \omega_z] \) and \( \omega^b = [\omega_x^b \omega_y^b \omega_z^b] \) mean the angle velocity of the quadrotor in the world and body fixed frame, respectively. They are also related by \( R \). Also, \( \dot{\Omega} \) can be mapped to \( \omega \) by the transformation matrix \( T \). \( Q = RT \) is the relationship matrix between \( \omega^b \) and \( \dot{\Omega} \).

![Figure 5.1 Coordinate configuration of the aerial manipulator system](image)

Let \( p_i^b \) be the position of the CoG of link \( i = 1, 2, 3 \) in the body-fixed frame \( O_b \). Then, \( p_i \), which is the position of the CoG of the link \( i \) in the world frame \( O_w \), is related to \( p_i^b \) by \( p_i = p + Rp_i^b \). Also, if defining two Jacobian matrices \( J_t \in \mathbb{R}^{3 \times 3} \) and \( J_r \in \mathbb{R}^{3 \times 3} \), which are used to relate the translational and angular velocity of each manipulator link with \( \dot{\eta} \) by \( \dot{p}_i = J_t \dot{\eta} \) and \( \omega_i^b = J_r \dot{\eta} \), then we can get the following equations
\[ \dot{p}_i = \dot{p} + \dot{R}p_i^b + R\dot{p}_i^b, \]  
\[ \dot{p}_i = \dot{p} + \omega_b R p_i^b + R \dot{j}, \]  
\[ \omega_i = \omega + R \dot{j}. \]  

For simplicity, (5.2), (5.4), (5.7), and (5.8) can be rewritten in the following matrix form [14].

\[ \dot{p} = [I_{3\times3} \ 0_{3\times3} \ 0_{3\times3}] \dot{q} = M_{t,b} \dot{q}, \]  
\[ \omega = [0_{3\times3} T \ 0_{3\times3}] \dot{q} = M_{r,b} \dot{q}, \]  
\[ \dot{p}_i = [I_{3\times3} - (R p_i^b)^\wedge T R J_{t,i}] \dot{q} = M_{t,i} \dot{q}, \]  
\[ \omega_i = [0_{3\times3} T R J_{r,i}] \dot{q} = M_{r,i} \dot{q}, \]

where the subscript \( \cdot \times \cdot \) represents the size of \( I \) and \( 0 \). \( \wedge \) is the operator that converts a vector into a skew-symmetric matrix. \( J_{t,i} \) and \( J_{r,i} \) are previously defined Jacobian matrices for link \( i \). Through equations (5.9) - (5.12), \( \dot{q} \) can be easily mapped into the translational and angular velocities of the quadrotor and each link in the inertial coordinate frame.

### 5.3.2 Dynamics for the Quadrotor-Arm System

Given the Euler-Lagrange method provides an easy way to derive the system dynamics, the following Lagrange-D’Alembert equation is used.

\[ \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} = u + u_{\text{ext}}, \]  
\[ L = K - U, \]

where \( K \) and \( U \) are the total kinetic and potential energy of the combined system, \( u \) represents the generalized force, and \( u_{\text{ext}} \) indicates external disturbance applied to the system, such as wind and the interaction with an external object.

The total kinetic energy is contributed by the quadrotor and each individual link, so the total kinetic energy \( K \) is expressed as follows:
\[
\mathcal{K} = \frac{1}{2} \dot{\mathbf{p}}^T \mathbf{m}_b \dot{\mathbf{p}} + \frac{1}{2} \dot{\mathbf{\Omega}}^T \mathbf{R}_b \mathbf{R}^T \mathbf{\Omega} + \sum_{i=1}^{3} \frac{1}{2} \dot{\mathbf{p}}_i^T \mathbf{m}_i \dot{\mathbf{p}}_i + \frac{1}{2} \dot{\mathbf{\omega}}_i^T (\mathbf{R} \mathbf{R}_i) \mathbf{I}_i (\mathbf{R} \mathbf{R}_i)^T \mathbf{\omega}_i, \quad (5.15)
\]

where \( m \) is the mass and \( \mathbf{I} \) is the inertia matrix. The subscripts \( b \) and \( i \) indicate the corresponding values with respect to \( O_b \) and \( O_i \) respectively. \( \mathbf{R}_i \) is the coordinate transformation matrix from link \( i \) of the manipulator to the quadrotor body-fixed coordinates.

Similarly, the total potential energy is contributed by the potential energy of the quadrotor and each link, which is described by the equation below

\[
\mathcal{U} = m_b g e_3^T \mathbf{p} + \sum_{i=1}^{3} m_i g e_3^T (\mathbf{p} + \mathbf{R}_i \mathbf{p}_i) \quad (5.16)
\]

where the first and last terms are the potential energies of the quadrotor and link \( i \), respectively. \( e_3 \) is the unit vector \([0 \ 0 \ 1]^T\), and \( g \) is the gravity coefficient.

By computing (5.13) and considering the Christoffel symbols of the first type \([26]\), the dynamics equation which includes all components as one system can be derived as the following

\[
\mathbf{M}(q) \ddot{q} + \mathbf{C}(q, \dot{q}) \dot{q} + \mathbf{G}(q) = \mathbf{u} + \mathbf{u}_{\text{ext}}, \quad (5.17)
\]

where \( \mathbf{M}(q) \in \mathbb{R}^{9\times9} \) is the inertia matrix which is positive definite and symmetric. \( \mathbf{C}(q, \dot{q}) \) is the Coriolis matrix, and \( \mathbf{C}(q, \dot{q}) \dot{q} \) represents the Coriolis and Centrifugal forces. In addition, \( \mathbf{G}(q) \) includes gravity effects at each joint \([27]\). \( \mathbf{u} \) is the vector of inputs, i.e., \( \mathbf{u} = [\mathbf{u}_f \ \mathbf{u}_\mu \ \mathbf{u}_\tau]^T = [\mathbf{R} \mathbf{f}_b^b \ \mathbf{R}^T \mathbf{T} \mathbf{\mu}_b^b \ \mathbf{\tau}]^T \), \( \mathbf{\tau} \in \mathbb{R}^3 \) is the vector of the manipulator joint torques, while \( \mathbf{f}_b^b \in \mathbb{R}^3 \) and \( \mathbf{\mu}_b^b \in \mathbb{R}^3 \) are the forces and torques generated by the four motors of the quadrotor, expressed in frame \( O_b \).

The input vectors \( \mathbf{f}_b^b \) and \( \mathbf{\mu}_b^b \) can be expressed as \( \mathbf{f}_b^b = [0 \ 0 \ f_z]^T \) and \( \mathbf{\mu}_b^b = [\mu_\phi \ \mu_\theta \ \mu_\psi]^T \), where \( f_z \) is the total thrust applied by the rotors along \( z \) axis. Both \( f_z \) and \( \mathbf{\mu}_b^b \) are related to the quadrotor’s four motor actuation forces \( \mathbf{f} \) via the following relation \([28]\)
\[
\begin{bmatrix}
    f_x \\
    \mu_b^b
\end{bmatrix} =
\begin{bmatrix}
    1 & 1 & 1 & 1 \\
    0 & l & 0 & -l \\
    -l & 0 & l & 0 \\
    c & -c & c & -c
\end{bmatrix}
\begin{bmatrix}
    f_1 \\
    f_2 \\
    f_3 \\
    f_4
\end{bmatrix} = \mathbf{zf},
\] (5.18)

where \( l > 0 \) is the distance from each motor to the vehicle center of mass, \( c = \gamma_d / \gamma_t \), and \( \gamma_d, \gamma_t \) are the drag and thrust coefficient, respectively, \( f_i \) is the force generated by rotor \( i \).

The matrices \( \mathbf{M}(\mathbf{q}), \mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}), \mathbf{G}(\mathbf{q}) \) in equation (5.17) can be expressed by following equations. The derivation details can be found in previous work [12][13].

\[
\mathbf{M}(\mathbf{q}) = \mathbf{M}_{t,b}^{T} m_b \mathbf{M}_{t,b} + \mathbf{M}_{r,b}^{T} \mathbf{R} \mathbf{I}_b \mathbf{R}^{T} \mathbf{M}_{r,b} + \sum_{i=1}^{3} \mathbf{M}_{t,i}^{T} m_i \mathbf{M}_{t,i} + \mathbf{M}_{r,i}^{T} (\mathbf{R} \mathbf{R}_i) \mathbf{I}_i (\mathbf{R} \mathbf{R}_i)^{T} \mathbf{M}_{r,i},
\] (5.19)

\[
c_{kj} = \sum_{i=1}^{q} \frac{1}{2} \left( \frac{\partial m_{kj}}{\partial q_l} + \frac{\partial m_{kl}}{\partial q_j} - \frac{\partial m_{li}}{\partial q_k} \right),
\] (5.20)

\[
\mathbf{G}(\mathbf{q}) = \frac{\partial \mathbf{u}}{\partial \mathbf{q}},
\] (5.21)

where \( m_{\alpha \beta} \) indicates the element \( \alpha \beta \) of the inertia matrix \( \mathbf{M}(\mathbf{q}) \).

5.4 Multi-Objective-Optimization-Based PID Control Scheme

This section focuses on explaining the MOO based auto-tuning method with conventional PID control designs. The combination of the PID controller and parameters auto-tuning method results in the multi-objective-optimization based PID control method for aerial manipulators.

5.4.1 PID Control Structure for Quadrotor-Arm System

Since we only discuss the stabilization of the quadrotor-arm system in this paper, the external disturbance/force in (5.17) is assumed to be zero. This assumption will not affect the validness of the proposed method because the external disturbance/force term can be moved to the left side of (5.17), which makes the design of control input \( \mathbf{u} \) the same. In order to globally linearize the closed-loop dynamics, the following control input \( \mathbf{u} \) can be considered

\[
\mathbf{u} = \mathbf{M}(\mathbf{q})\sigma + \mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})\dot{\mathbf{q}} + \mathbf{G}(\mathbf{q}),
\] (5.22)
where the auxiliary input $\sigma$ can be partitioned, according to equation (5.1), i.e., $\sigma = [\sigma_p^T \sigma_\Omega^T \sigma_\eta^T]^T$, with $\sigma_\Omega = [\sigma_\phi^T \sigma_\theta^T \sigma_\psi^T]^T$. Hence, the globally linearized closed-loop dynamics is given by $\dot{q} = \sigma$, i.e.,

$$
\begin{cases}
    \dot{p} = \sigma_p \\
    \dot{\Omega} = \sigma_\Omega \\
    \dot{\eta} = \sigma_\eta
\end{cases} \quad (5.23)
$$

Because $p$, $\Omega$, and $\eta$ are vectors including more than one variable, a parallel PID controller structure [29] designed for each specific variable can be considered. Take the translational position $x$, which is an element in $p$, for example. Its corresponding PID controller is

$$
u_{px} = \ddot{x}_{des} = k_{P_x}(x - x_{des}) + k_{I_x} \int_0^t (x - x_{des}) \, dt + k_{D_x} (\dot{x} - \dot{x}_{des}), \quad (5.24)$$

where $x_{des}$ is the desired quadrotor’s $x$ position, $\dot{x}_{des}$ is the rate of desired $x$ position change, $k_{P_x}$ is the proportional gain, $k_{I_x}$ is integral gain, and $k_{D_x}$ is the derivative gain. Other elements in $p$, $\Omega$, and $\eta$ are not explained in detail here because they can be achieved in a similar way.

### 5.4.2 MOO-Based PID Control Parameters Auto-Tuning

As shown in Figure 5.2, the multi-objective evolutionary algorithm (MOEA) is used to automatically tune the PID control parameters. The integration of parameters auto-tuning process and the PID controller results in the MOO based PID controller for aerial manipulators. This controller includes two PID control loops. One is for the quadrotor and another one is for the robotic arm. Each PID controller has a set of control parameters. Because the quadrotor has 6 specific variables, so the quadrotor PID controller includes a set of $(6*3)$ parameters. Similarly, the robotic arm PID controller contains a set of $(3*3)$ parameters. Based on the difference between the desired and actual motions as well as the difference between current and previous control inputs, the MOEA finds optimal parameters to meet different criteria.
Among all the MOEAs, we select the improved Non-Dominated Sorting in Genetic Algorithm (NSGA-II) [30] as the specific optimization algorithm due to its efficiency and the ease to be implemented in practical applications. While traditional optimization methods convert the multi-objective optimization to single-objective problems by emphasizing one particular Pareto-optimal solution at a time and running many times, the NSGA-II algorithm is more efficient because its evolutionary mechanism can find multiple Pareto-optimal solutions in one single run. Compared with other popular evolutionary algorithms developed in the same time period such as Pareto-archived evolution strategy (PAES) [31] and strength-Pareto evolutionary algorithm (SPEA) [32] and the original NSGA [33], NSGA-II has an outperforming performance in terms of finding a diverse set of solutions and in converging near the true Pareto-optimal set because it has a better sorting algorithm and incorporates elitism. It has also been proved to be easily implemented in practical problems like generation expansion planning [34], water resources management [35], and distributed hydrologic modeling [36] with good results. Due to the complexity of the aerial manipulator system, the auto-tuning process based on NSGA-II is off-line as the inside
evolutionary scheme costs considerable time like minutes or hours to find optima. In this work, it takes 30 minutes to find the optimal PID parameters.

Two objectives are considered for the NSGA-II algorithm. One is the reliable static-dynamic performance, and the other is the smooth control. Both these two objectives are important for the aerial manipulator system to keep stability, but they cannot be achieved simultaneously because they conflict with each other. In general, seeking for some dynamic specifications usually causes the large variance of control law and significant oscillating of the actuators. The performance balance between these two objectives will be discussed in the next section. The reliable static-dynamic performance is represented by $G_1 = \sum_{k=1}^{T} \sum_{i=1}^{9} e_i^2(k)$. Minimizing $G_1$ aims to provide good reference tracking and better disturbance rejection. The objective of smooth control is represented by $G_2 = \sum_{k=1}^{T} \sum_{j=1}^{9} \left(\frac{1}{2} (u_j(k) - u_j(k - 1)) \right)^2$ so that minimizing $G_2$ aims to smooth the control signals and avoid significant oscillation of the actuators. Hence, the MOO based PID control problem can be mathematically formulized as

$$\min_{\{K_P, K_I, K_D\}} G_1(\{K_P, K_I, K_D\}), G_2(\{K_P, K_I, K_D\})$$

s.t. $LB \leq \{K_P, K_I, K_D\} \leq UB$,  \hspace{1cm} (5.25)

where $e_i(k)$ is the error between the desired and actual output, $T$ is the number of total indices of the time discretization. $\{K_P, K_I, K_D\}$ groups all the PID control parameters together with a vector-shaped lower bound $LB$ and upper bound $UB$.

5.5 Validation Simulations

In this work, all simulations are completed in MATLAB/Simulink. The parameters of the quadrotor-arm system [12] are listed in Table 5.1.

The parameters of NSGA-II algorithm are listed in Table 5.2. As mentioned before, the lower bound LB and upper bound UB should be vectors corresponding to each control variable. Because
we consider all the boundary values to be the same, there is only one value in Table 5.2, for simplicity. In fact, the bounds of the gain parameters may be difficult to be determined beforehand in practical situations. They are assigned values here only for a convenient calculation and can be practically expanded to a larger value to include more possible solutions. Other NSGA-II related parameters are empirically chosen.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{bx}$, $I_{by}$</td>
<td>1.24 kg $\cdot$ m$^2$</td>
<td>Moment of inertia around quadrotor’s X, Y axis</td>
</tr>
<tr>
<td>$I_{bz}$</td>
<td>2.48 kg $\cdot$ m$^2$</td>
<td>Moment of inertia around quadrotor’s Z axis</td>
</tr>
<tr>
<td>$m_b$</td>
<td>2 kg</td>
<td>Mass of quadrotor</td>
</tr>
<tr>
<td>$\gamma_t$</td>
<td>3.13*10^(-5)</td>
<td>Thrust factor</td>
</tr>
<tr>
<td>$\gamma_d$</td>
<td>7.5*10^(-7)</td>
<td>Drag factor</td>
</tr>
<tr>
<td>$l$</td>
<td>0.1 m</td>
<td>Distance between the rotor center and quadrotor center</td>
</tr>
<tr>
<td>$m_1, m_2, m_3$</td>
<td>0.1 kg</td>
<td>Mass of the first, second, and third link of the arm</td>
</tr>
<tr>
<td>$L_1, L_2, L_3$</td>
<td>0.1 m</td>
<td>Length of the arm’s first, second, and third link</td>
</tr>
<tr>
<td>$I_{x1}, I_{y1}$</td>
<td>0.0025 kg $\cdot$ m$^2$</td>
<td>Moment of inertia around first link’s X, Y axis</td>
</tr>
<tr>
<td>$I_{z1}$</td>
<td>0.0075 kg $\cdot$ m$^2$</td>
<td>Moment of inertia around first link’s Z axis</td>
</tr>
<tr>
<td>$I_{x2}, I_{y2}$</td>
<td>0.0025 kg $\cdot$ m$^2$</td>
<td>Moment of inertia around second link’s X, Y axis</td>
</tr>
<tr>
<td>$I_{z2}$</td>
<td>0.0075 kg $\cdot$ m$^2$</td>
<td>Moment of inertia around second link’s Z axis</td>
</tr>
<tr>
<td>$I_{x3}, I_{y3}$</td>
<td>0.0025 kg $\cdot$ m$^2$</td>
<td>Moment of inertia around third link’s X, Y axis</td>
</tr>
<tr>
<td>$I_{z3}$</td>
<td>0.0075 kg $\cdot$ m$^2$</td>
<td>Moment of inertia around third link’s Z axis</td>
</tr>
</tbody>
</table>

Table 5.2 Parameters used for NSGA-II

<table>
<thead>
<tr>
<th>Descriptions</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>60</td>
</tr>
<tr>
<td>Number of generations</td>
<td>50</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.9</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>0.33</td>
</tr>
<tr>
<td>Lower bounds of the gain parameters</td>
<td>[0 0 0]</td>
</tr>
<tr>
<td>Upper bounds of the gain parameters</td>
<td>[50 50 50]</td>
</tr>
</tbody>
</table>
In order to compare the performance of different PID parameters, the quadrotor performs a basic but important action within the aerial manipulation. Specifically, the quadrotor is supposed to follow a planar and circular trajectory: \( x = \sin(0.2t) \), \( y = \cos(0.2t) \), \( z = 1 \). The initial configuration of the aerial manipulator system is \( p = [0, 0, 3] \) (m), \( \Omega = [0, 0, 0] \) (degrees), and \( \eta = [-45, 45, 45] \) (degrees). The arm moves from configuration A to configuration B (\( \eta = [0, 45, 45] \)). This movement is intentionally designed to include a stable tracking process in the whole simulation. The total simulation time is 32s, corresponding to a complete circle, and the sampling time is 0.02s. A visualization of the simulated process can be seen in Figure 5.3. The arm should move from initial configuration A (red solid lines) to desired configuration B (green dotted lines) with the quadrotor following the circular trajectory (purple dashed lines).

In the next section, we will show a comparison between results using manual-tuned parameters (such as using Ziegler-Nichols method [37]) and auto-tuned parameters. In order to further discuss the performance of the automatic tuning method, we will also provide the simulation results of a state-of-the-art control method, model predictive control (MPC). MPC is an advanced process control method which calculates the future state of the system and organizes the control action accordingly. It predicts the future of the system and sends control signals in such a manner that it reduces a cost function defined as the error between the output and the desired tracking point over a particular prediction horizon [38]. It has been proven in many complex systems [38-41] to provide better performances, especially stronger robustness against uncertainties, than a majority of current control methods like PID control and sliding mode control. Two key parameters, the control horizon (M) and the prediction horizon (N), are both chosen to be 10 in this paper.
5.6 Results

(1) The Necessity of Automatic Tuning

The performances of several different sets of manual-tuned PID parameters are shown in Table 5.3. Note that the dynamic responses for different PID parameter sets are totally different. For example, the overshoot of link 1 for parameter set 1 is 3.4 degrees less than set 2, but the stabilization time of link 1 is 7.3 seconds longer than for set 2. This makes sense because the overshoot usually behaves inversely with respect to the stabilization time. If we want the aerial manipulator system to stabilize quickly, we need to have a larger control output during the beginning phase, which leads to a larger overshoot. This makes it difficult to judge which parameter set is better because each application has a specific requirement. Just for an illustration, we will consider the less overshoot of links as a better performance in the remaining paper. Due to a careful manual tuning by experts, the performances of set 3 and set 4 are much better than set 1 and set 2. Considering the link’s overshoot, set 4 is the best in all the four sets.
Table 5.3 Manually tuned PID parameter values and corresponding performances (each link length $L=0.1m$, each link mass $m=0.1kg$)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[K_p, K_i, K_d]$</td>
<td>$[8, 0, 2]$</td>
<td>$[8, 0, 2]$</td>
<td>$[2, 0, 2]$</td>
<td>$[2, 0, 2]$</td>
</tr>
<tr>
<td>$[K_p, K_i, K_d]$</td>
<td>$[8, 0, 2]$</td>
<td>$[8, 0, 2]$</td>
<td>$[2, 0, 2]$</td>
<td>$[2, 0, 2]$</td>
</tr>
<tr>
<td>$[K_p, K_i, K_d]$</td>
<td>$[8, 0, 2]$</td>
<td>$[8, 0, 2]$</td>
<td>$[2, 0, 2]$</td>
<td>$[2, 0, 2]$</td>
</tr>
<tr>
<td>$[K_p, K_i, K_d]$</td>
<td>$[10, 0, 2]$</td>
<td>$[10, 0, 2]$</td>
<td>$[10, 0, 2]$</td>
<td>$[10, 0, 2]$</td>
</tr>
<tr>
<td>$[K_p, K_i, K_d]$</td>
<td>$[10, 0, 2]$</td>
<td>$[10, 0, 2]$</td>
<td>$[10, 0, 2]$</td>
<td>$[10, 0, 2]$</td>
</tr>
<tr>
<td>$[K_p, K_i, K_d]$</td>
<td>$[1, 0, 2]$</td>
<td>$[15, 0, 3]$</td>
<td>$[1, 0, 2]$</td>
<td>$[15, 0, 3]$</td>
</tr>
<tr>
<td>$[K_p, K_i, K_d]$</td>
<td>$[1, 0, 2]$</td>
<td>$[15, 0, 3]$</td>
<td>$[1, 0, 2]$</td>
<td>$[15, 0, 3]$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performances</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Overshoot of link 1 (degrees)</td>
<td>20.1</td>
<td>23.5</td>
<td>16.2</td>
<td>23.1</td>
</tr>
<tr>
<td>Stabilization time of link 1 (seconds)</td>
<td>10.6</td>
<td>3.3</td>
<td>7.4</td>
<td>2.8</td>
</tr>
<tr>
<td>Overshoot of link 2 (degrees)</td>
<td>11.6</td>
<td>1.6</td>
<td>5.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Stabilization time of link 2 (seconds)</td>
<td>10.2</td>
<td>2.8</td>
<td>7.6</td>
<td>1.4</td>
</tr>
<tr>
<td>Overshoot of link 3 (degrees)</td>
<td>15.2</td>
<td>2.1</td>
<td>9.0</td>
<td>1.1</td>
</tr>
<tr>
<td>Stabilization time of link 3 (seconds)</td>
<td>14.1</td>
<td>3.5</td>
<td>11.5</td>
<td>2.4</td>
</tr>
<tr>
<td>Maximum absolute deviation of quadrotor’s positions (meters)</td>
<td>0.14</td>
<td>0.08</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td>Maximum absolute deviation of quadrotor’s angles (degrees)</td>
<td>9.1</td>
<td>6.2</td>
<td>11.6</td>
<td>6.3</td>
</tr>
</tbody>
</table>

If we change the values of arm length and mass to be $L_1 = L_2 = L_3 = 0.05m$, $m_1 = m_2 = m_3 = 0.05kg$, the results, obtained by using the same parameter sets as in Table 5.3, are shown in Table 5.4. Although employing the same control parameters, the dynamic responses of the new aerial manipulator system have changed. For instance, the overshoot of link 1 for the new system is 8.9 degrees when using parameter set 4. It is 4.3 degrees larger than the corresponding value in Table 5.3. If there is a strict limitation on the link overshoot in practice like flying through a narrow
hallway, set 4’s performance can be not acceptable. If considering the link’s overshoot of all the four sets for the new arm, the best set changes to set 3. This change indicates that the control parameters may need to be tuned each time because the quadrotor may carry different robotic arms to execute different tasks. Unfortunately, this frequent parameter tuning is not always guaranteed with the manual tuning method due to the lack of experts and the high costs of time.

Table 5.4 PID parameter values and corresponding performances for different arm settings (each link length $L=0.05$ m, each link mass $m=0.05$ kg)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[K_{p,x}, K_{i,x}, K_{d,x}]$</td>
<td>[8, 0, 2]</td>
<td>[8, 0, 2]</td>
<td>[2, 0, 2]</td>
<td>[2, 0, 2]</td>
</tr>
<tr>
<td>$[K_{p,y}, K_{i,y}, K_{d,y}]$</td>
<td>[8, 0, 2]</td>
<td>[8, 0, 2]</td>
<td>[2, 0, 2]</td>
<td>[2, 0, 2]</td>
</tr>
<tr>
<td>$[K_{p,z}, K_{i,z}, K_{d,z}]$</td>
<td>[8, 0, 2]</td>
<td>[8, 0, 2]</td>
<td>[2, 0, 2]</td>
<td>[2, 0, 2]</td>
</tr>
<tr>
<td>$[K_{p,\phi}, K_{i,\phi}, K_{d,\phi}]$</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
</tr>
<tr>
<td>$[K_{p,\theta}, K_{i,\theta}, K_{d,\theta}]$</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
</tr>
<tr>
<td>$[K_{p,\psi}, K_{i,\psi}, K_{d,\psi}]$</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
<td>[10, 0, 2]</td>
</tr>
<tr>
<td>$[K_{p,\eta_1}, K_{i,\eta_1}, K_{d,\eta_1}]$</td>
<td>[1, 0, 2]</td>
<td>[15, 0, 3]</td>
<td>[1, 0, 2]</td>
<td>[15, 0, 3]</td>
</tr>
<tr>
<td>$[K_{p,\eta_2}, K_{i,\eta_2}, K_{d,\eta_2}]$</td>
<td>[1, 0, 2]</td>
<td>[15, 0, 3]</td>
<td>[1, 0, 2]</td>
<td>[15, 0, 3]</td>
</tr>
<tr>
<td>$[K_{p,\eta_3}, K_{i,\eta_3}, K_{d,\eta_3}]$</td>
<td>[1, 0, 2]</td>
<td>[15, 0, 3]</td>
<td>[1, 0, 2]</td>
<td>[15, 0, 3]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performances</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overshoot of link 1 (degrees)</td>
<td>24.8</td>
<td>23.6</td>
<td>18.1</td>
<td>23.7</td>
</tr>
<tr>
<td>Stabilization time of link 1 (seconds)</td>
<td>6.8</td>
<td>3.4</td>
<td>9.2</td>
<td>3.5</td>
</tr>
<tr>
<td>Overshoot of link 2 (degrees)</td>
<td>14.2</td>
<td>2.2</td>
<td>7.9</td>
<td>2.1</td>
</tr>
<tr>
<td>Stabilization time of link 2 (seconds)</td>
<td>7.1</td>
<td>3.8</td>
<td>4.5</td>
<td>3.4</td>
</tr>
<tr>
<td>Overshoot of link 3 (degrees)</td>
<td>18.4</td>
<td>3.3</td>
<td>19.3</td>
<td>3.6</td>
</tr>
<tr>
<td>Stabilization time of link 3 (seconds)</td>
<td>7.8</td>
<td>4.4</td>
<td>8.2</td>
<td>2.3</td>
</tr>
<tr>
<td>Maximum absolute deviation of quadrotor’s positions (meters)</td>
<td>0.19</td>
<td>0.06</td>
<td>0.013</td>
<td>0.07</td>
</tr>
<tr>
<td>Maximum absolute deviation of quadrotor’s angles (degrees)</td>
<td>14.2</td>
<td>8.2</td>
<td>13.8</td>
<td>8.1</td>
</tr>
</tbody>
</table>
The results from both Table 5.3 and Table 5.4 show the importance and necessity of good tuning of PID control parameters. The well-tuned parameters lead to better control performances, generally satisfying the goals of each task. The major drawback of manual tuning is the time-consuming involvement of humans, which could be unacceptable in practical applications. Hence, it is necessary and convenient for the controller to have a set of automatically tuned parameters, adapting to different environments and systematical uncertainties.

(2) Performance Evaluation of MOO Based PID Control

In this paper, auto-tuning is achieved using multi-objective optimization, NSGA-II. In fact, there are multiple sets of PID parameters that are obtained by NSGA-II. The set of these solutions, called the Pareto front [42], can be seen in Figure 5.4. All these solutions are regarded as optimal because all of them satisfy the two objectives simultaneously and no objective can be improved without sacrificing the other objective. The differences between solutions indicate various trade-offs between the objectives.

The two axes of Figure 5.4 are two objectives, $G_1$ and $G_2$. As shown in Figure 5.4, there are two significant points, A and B. The values of the two objectives $G_1$ and $G_2$ at point A are 90000 and 0.0520 while the two values at point B are 113000 and 0.0031. This difference is large enough to show a trade-off between objectives $G_1$ and $G_2$ at points A and B. The solution at point A focuses more on minimizing the integrated time square error ($G_1$) while the solution at point B makes more efforts to keep the control rate ($G_2$) minimal. In fact, the trade-offs can also be indicated by other solutions. The values of objective $G_2$ decreases quickly as objective $G_1$ increases to the left of point A. To the right of point B, the value of objective $G_2$ almost remains the same even while objective $G_1$ increases. Between points A and B, we have a smooth change
of objective $G_2$ with respect to objective $G_1$. The solutions between points A and B can be regarded as considering both objectives to be approximately equal, which is optimal for most situations.

Figure 5.4 Pareto front for multi-objective optimization in terms of integrated time square error and control rate. The solutions to the left of point A focus more on minimizing the integrated time square error while the solutions to the right of point B focus more on minimizing the control rate. The solutions between point A and B are more balanced between the integrated time square error and control rate.

Due to the trade-offs between two objectives in the Pareto front, the dynamic responses of each solution are totally different. For simplicity, we randomly pick two solutions between points A and B out of all the solutions to analyze their performances. The performance comparison can be seen in Table 5.5. Link 1’s overshoot using parameter set 6 is zero, which is better than set 5’s 1.6 degrees. However, the stabilization time for link 1 using set 6 is 1.3 seconds longer than set 5. The conflicts and trade-offs can give users some suggestions on selecting the most suitable parameters. If users focus more on the control smoothness, then parameter sets close to point B in
Figure 5.4 are recommended. If the integrated time square error is more important, then parameter sets close to point A are suggested.

Table 5.5 Performances of auto-tuned PID parameter sets 5 and 6

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Set 5</th>
<th>Set 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[K_{P_x}, K_{I_x}, K_{D_x}]$</td>
<td>[13.15, 0.07, 2.94]</td>
<td>[15.84, 0.06, 3.02]</td>
</tr>
<tr>
<td>$[K_{P_y}, K_{I_y}, K_{D_y}]$</td>
<td>[11.38, 0.03, 3.25]</td>
<td>[13.62, 0.04, 4.01]</td>
</tr>
<tr>
<td>$[K_{P_z}, K_{I_z}, K_{D_z}]$</td>
<td>[18.46, 0.06, 3.99]</td>
<td>[20.06, 0.03, 4.49]</td>
</tr>
<tr>
<td>$[K_{P_\phi}, K_{I_\phi}, K_{D_\phi}]$</td>
<td>[26.82, 0.09, 5.01]</td>
<td>[25.53, 0.07, 3.41]</td>
</tr>
<tr>
<td>$[K_{P_\theta}, K_{I_\theta}, K_{D_\theta}]$</td>
<td>[29.10, 0.11, 5.18]</td>
<td>[28.61, 0.06, 3.93]</td>
</tr>
<tr>
<td>$[K_{P_\psi}, K_{I_\psi}, K_{D_\psi}]$</td>
<td>[32.86, 0.09, 6.20]</td>
<td>[29.84, 0.05, 4.07]</td>
</tr>
<tr>
<td>$[K_{P_\eta_1}, K_{I_\eta_1}, K_{D_\eta_1}]$</td>
<td>[20.34, 0.01, 9.54]</td>
<td>[24.58, 0.01, 15.54]</td>
</tr>
<tr>
<td>$[K_{P_\eta_2}, K_{I_\eta_2}, K_{D_\eta_2}]$</td>
<td>[19.42, 0.01, 8.98]</td>
<td>[21.67, 0.01, 13.45]</td>
</tr>
<tr>
<td>$[K_{P_\eta_3}, K_{I_\eta_3}, K_{D_\eta_3}]$</td>
<td>[19.98, 0.01, 9.06]</td>
<td>[23.12, 0.01, 13.33]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performances</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Overshoot of link 1 (degrees)</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>Stabilization time of link 1 (seconds)</td>
<td>2.1</td>
<td>3.4</td>
</tr>
<tr>
<td>Overshoot of link 2 (degrees)</td>
<td>0.32</td>
<td>0.56</td>
</tr>
<tr>
<td>Stabilization time of link 2 (seconds)</td>
<td>5.8</td>
<td>8.2</td>
</tr>
<tr>
<td>Overshoot of link 3 (degrees)</td>
<td>0.3</td>
<td>0.44</td>
</tr>
<tr>
<td>Stabilization time of link 3 (seconds)</td>
<td>5.8</td>
<td>7.0</td>
</tr>
<tr>
<td>Maximum absolute deviation of quadrotor’s positions (meters)</td>
<td>0.064</td>
<td>0.064</td>
</tr>
<tr>
<td>Maximum absolute deviation of quadrotor’s angles (degrees)</td>
<td>2.5</td>
<td>2.6</td>
</tr>
</tbody>
</table>

(3) Performance Comparison with Manual Tuning and MPC

For convenience, we directly use the auto-tuned PID parameter set 5 in Table 5.5 to compare its performances with those of other different control methods. The performance comparison between the auto-tuned parameter set 5 and manual-tuned parameter set (e.g. set 1 and set 4 in Table 5.3) is shown in Table 5.6. Also, as mentioned at the end of simulation setup, we add the MPC simulation results in Table 5.6 for comparison. Additionally, Figure 5.5 is presented to show
the change of joint angles using PID parameter set 1, set 4, set 5, and MPC. Correspondingly, Figure 5.6 shows the quadrotor trajectories. Figure 5.7 uses a bar plot to present a more intuitive comparison of various system responses in Table 5.6. This case uses the original aerial manipulator system parameters in Table 5.1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Set 1</th>
<th>Set 5</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>([K_{P_x}, K_{I_x}, K_{D_x}])</td>
<td>([8, 0, 2])</td>
<td>([13.15, 0.07, 2.94])</td>
<td>–</td>
</tr>
<tr>
<td>([K_{P_y}, K_{I_y}, K_{D_y}])</td>
<td>([8, 0, 2])</td>
<td>([11.38, 0.03, 3.25])</td>
<td>–</td>
</tr>
<tr>
<td>([K_{P_z}, K_{I_z}, K_{D_z}])</td>
<td>([8, 0, 2])</td>
<td>([18.46, 0.06, 3.99])</td>
<td>M=10 N=10</td>
</tr>
<tr>
<td>([K_{P_\phi}, K_{I_\phi}, K_{D_\phi}])</td>
<td>([10, 0, 2])</td>
<td>([26.82, 0.09, 5.01])</td>
<td>–</td>
</tr>
<tr>
<td>([K_{P_\theta}, K_{I_\theta}, K_{D_\theta}])</td>
<td>([10, 0, 2])</td>
<td>([29.10, 0.11, 5.18])</td>
<td>–</td>
</tr>
<tr>
<td>([K_{P_\psi}, K_{I_\psi}, K_{D_\psi}])</td>
<td>([10, 0, 2])</td>
<td>([32.86, 0.09, 6.20])</td>
<td>–</td>
</tr>
<tr>
<td>([K_{P_{\eta_1}}, K_{I_{\eta_1}}, K_{D_{\eta_1}}])</td>
<td>([1, 0, 2])</td>
<td>([20.34, 0.01, 9.54])</td>
<td>–</td>
</tr>
<tr>
<td>([K_{P_{\eta_2}}, K_{I_{\eta_2}}, K_{D_{\eta_2}}])</td>
<td>([1, 0, 2])</td>
<td>([19.42, 0.01, 8.98])</td>
<td>–</td>
</tr>
<tr>
<td>([K_{P_{\eta_3}}, K_{I_{\eta_3}}, K_{D_{\eta_3}}])</td>
<td>([1, 0, 2])</td>
<td>([19.98, 0.01, 9.06])</td>
<td>–</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performances</th>
<th>Set 1</th>
<th>Set 5</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overshoot of link 1 (degrees)</td>
<td>20.1</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>Stabilization time of link 1 (seconds)</td>
<td>10.6</td>
<td>2.1</td>
<td>3.5</td>
</tr>
<tr>
<td>Overshoot of link 2 (degrees)</td>
<td>11.6</td>
<td>0.32</td>
<td>0.18</td>
</tr>
<tr>
<td>Stabilization time of link 2 (seconds)</td>
<td>10.2</td>
<td>5.8</td>
<td>5.7</td>
</tr>
<tr>
<td>Overshoot of link 3 (degrees)</td>
<td>15.2</td>
<td>0.3</td>
<td>0.19</td>
</tr>
<tr>
<td>Stabilization time of link 3 (seconds)</td>
<td>14.1</td>
<td>5.8</td>
<td>5.6</td>
</tr>
<tr>
<td>Maximum absolute deviation of quadrotor’s positions (meters)</td>
<td>0.14</td>
<td>0.064</td>
<td>0.060</td>
</tr>
<tr>
<td>Maximum absolute deviation of quadrotor’s angles (degrees)</td>
<td>9.1</td>
<td>2.5</td>
<td>3.2</td>
</tr>
</tbody>
</table>

It is worthy to notice that all the performances of parameter set 5 are better than set 1, as the optimization method is used. It can be seen in Figure 5.5 that there are less oscillations of parameter set 5 than set 1. This means the changes of control inputs are less and smoother, meeting objective \(G_2\). The integrated time square error of set 5 can also be clearly seen to be much less than set 1,
satisfying objective $G_1$. Although there is a relatively larger overshoot for link 1, the stabilization time of parameter set 5 is shorter than MPC. The performance of auto-tuned set 5 is also better than best manual-tuned set 4 although they are close. This indicates expert-tuned results may still be not optimal and can be improved.

Figure 5.5 Link performance comparison using PID parameter set 1 (manual-tuned), 4 (best manual-tuned), 5 (auto-tuned), and MPC. The auto-tuned performances are comparable to MPC because the differences between the red solid lines and green dash-dot lines are small. Although the best manual-tuned performances (purple dotted lines) are close to auto-tuned and MPC performances for links 2 and 3, the best manual-tuned link 1 performance is notably worse than the auto-tuned and MPC performance. The manual-tuned performances (blue dashed lines) are worst with significant oscillations.

From Figure 5.6, all the quadrotor trajectories have an obvious deviation at the first several seconds. However, the trajectory using PID parameter set 5 and MPC quickly follows the desired trajectory around 6s while the one using PID parameter set 1 exactly tracks around 11s. Hence, the
performance of parameter set 5 can be regarded as comparable to MPC. There is no doubt that the performance of MPC will be better, possibly outperforming our MOO based PID method, if increasing the value of the control horizon (M) and the prediction horizon (N). However, it multiples the time used to find solutions, which is 15 minutes longer than the MOO based PID method (the offline optimization takes 30 minutes) in current MPC setting. In terms of both time cost and performance, the MOO based PID method is preferred.

Figure 5.6 Quadrotor trajectories using PID parameter set 1 (manual-tuned), 4 (best manual-tuned), 5 (auto-tuned), and MPC. The auto-tuned parameter set 5 has comparable performances with MPC, but better performances than manual tuned parameter sets in terms of less deviations and faster stabilization time.

Since there may be more than two objectives in practical applications, we also simulate a case with three objectives by adding a new one specifying no overshoot for the link 1 joint angle. Similar to the two-objective case, there is also a Pareto front with numerous solutions. For convenience, we picked out a solution which happens to be the same with parameter set 6 in Table
5.5. It does not have an overshoot for link 1’s joint angle, which is verified to meet the newly added objective. However, the three-objective optimization needs a longer tuning time for the whole simulation, which is about 3 times than the time used for the two-objective case. This indicates that we can add more and new objectives into the MOO based PID control formulation, i.e., equation (5.25), but the feasible number of objectives may have an upper limit due to the additional computational complexity. MPC needs much more time than MOO based PID if adding new objectives due to its own high complexity, which sometimes limits its practical application. Also, the PID controller is most widely used controller in the industry, it may be easier and more convenient to keep the PID structure unchanged rather than developing a new and complex MPC controller.

Figure 5.7 Performance comparison of PID parameter set 1 (manual-tuned), 4 (best manual-tuned), 5 (auto-tuned), and MPC. All performances including the overshoot, stabilization time, quadrotor position deviation, and quadrotor angle deviation are considered better with smaller values. The auto-tuned and MPC performances are comparable while they are better than the manual-tuned performances.
5.7 Conclusion

In this paper, we present a multi-objective-optimization based control parameters auto-tuning method for the aerial manipulator system to be better applied in practical applications. This method uses NSGA-II, a multi-objective evolutionary algorithm, to automatically find optimal parameters for different control goals which are related to the desired and actual measurements of the aerial manipulator system. The auto-tuning performances are comparable to a well-designed state-of-the-art model predictive controller while both are better than manual-tuned performances.

The reasons about the better performances of auto-tuned controllers can be concluded as (1) the flexibility to changing conditions and (2) inherent satisfaction of multiple objectives. The practical changing conditions (including both robot dynamics and task environments) easily make current manual-tuned controllers which are designed for specific configurations or tasks not suitable. In contrast, the auto-tuning method has more flexibilities to these changes due to the inside optimization mechanism. Even for the case that humans can tune parameters for each situation, although this is nearly impossible, it costs significantly more time than the auto-tuning method. Furthermore, it is sometimes extremely difficult for even experts to tune appropriate parameters for multiple control objectives. Humans may not be able to quantitatively and precisely balance between different control objectives due to human’s fuzzy logic and approximate reasoning. Instead, the auto-tuning method can use an exact mathematical form to accurately evaluate trade-offs between different objectives. Compared with the advanced MPC, the MOO based auto-tuning method is easier to be implemented and extended due to less computational complexity and more flexibility to add additional objectives.

Although the proposed MOO based auto-tuning method is an off-line method, it can still be applied to many practical applications that require relatively less time sensitivity. If the aerial
manipulator is used to transport different loads in different tasks, for example, then this auto-tuning method could be more efficient than a manual-tuned aerial manipulator to adapt to a specific load. Moreover, there could be different combinations of UAVs and robotic arms to generate an aerial manipulator system. It will be easier to use the auto-tuning method to handle such a large variety.

Despite the advantages, the MOO based auto-tuning method can still be improved. For example, it is worth investigating how to select the best solution from the Pareto-front. This may be solved by using graphic methods to visualize the distribution of solutions in Pareto-front. It could be especially useful when the solution dimension is high. When the number of objectives becomes more than three, the complexity of multi-objective-optimization greatly increases and hence the efficiency correspondingly decreases. It may be necessary to find another efficient optimization algorithm for this problem. We also plan to conduct experiments on real aerial manipulators to see how the presented method works with unavoidable noises.

5.8 References


CHAPTER 6
CONCLUSION AND FUTURE WORK

6.1 Contributions

In this dissertation, new self-reflective experiential learning algorithms have been proposed to improve the learning safety so that robot learning can be used as a promising way to achieve the true persistent autonomy. The critical contribution of this dissertation can be considered as endowing robots with the capability of human’s self-reflection. This capability makes a robot think like a human, not only act like a human. By learning from the robot’s own experiences, it changes the robot’s adaptation pattern from passive to active with thinking about if it should change, when it should change, and how it should change. All these changes significantly reduce learning failures and require minimum human interventions. This dissertation lays a solid foundation for robot learning, specifically reinforcement learning, to be deployed from controlled simulated environments to open practical environments. To be more specific, this dissertation introduces three new ways to achieve safe adaptations to different environments.

Firstly, two high-level and sophisticated mechanisms, including adding heuristic safety concerns (Chapter 2) and comprehensively evaluating learning gains and costs (Chapter 3) have been proposed for reinforcement learning to decide whether and when it should learn if the environment changes. This is important because it is the first time to argue and prove that learning is not always necessary and beneficial in a safe adaptation to different environments. The proposed mechanisms can both improve the safety and reduce human interventions.

Secondly, the capabilities of self-recovery from failures and preventing similar failures in the future (Chapter 4) have been added into reinforcement learning to decide how it should change when environment changes. This method totally learns from its own interactions with the
environment, so it requires minimum human interventions when using self-recoverable reinforcement learning.

Thirdly, the multi-objective optimization has been used to automatically tune the control parameters for different scenarios (Chapter 5). It can be regarded as how the robot should change, but the change is with respect to the low-level control part. As a perfect plan cannot be successfully implemented without a reliable executor, this method enhances the low-level controller’s robustness to provide a solid basis for persistent autonomy.

6.2 Future Work

Although the learning safety has been significantly improved in this dissertation, there are still some open problems when using reinforcement learning to achieve persistent autonomy.

6.2.1 An Extension from Deterministic Environment to Stochastic, Noisy Environment

In this dissertation, we mainly focus on the deterministic environment with assuming the influences of noises can be neglected. For example, we assume that the sensor can provide accurate information feedback and the actuator can precisely follow a command. In practical applications, however, it may be impossible to ignore the noises. Thus, the transitions in the Markov Decision Process can be stochastic and the observed rewards can be inaccurate. In addition, the recovery plan may not be exactly executed either. All these make the learning more complicated with more chances to encounter failures. In the future research, it is important to consider the uncertainties in new reinforcement learning algorithms so that the new algorithms can be more robust.

6.2.2 An Extension from discrete MDP to continuous MDP

In this dissertation, we mainly use discrete MDP problems to validate our new reinforcement learning algorithms. In practical situations, however, there are also many continuous MDP
problems. One way to solve the continuous MDP problems is to discretize them back to the discrete MDP problems. However, this usually leads to a great increase in the dimensions of the state space and action space. It is generally difficult to solve a high-dimensional MDP problem, especially considering the limited resources in real-world robots. Another way to solve the continuous MDP problems is to approximate the value function in MDPs. However, if the approximation lacks accuracy, the final learned policy will be meaningless. Thus, in the future, it is worth investigating how to design an accurate value function approximation or an efficient discretization rule for the continuous MDP.