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ABSTRACT

Conventionally, ground motion due to seismic waves is monitored using seismometers either as single point measurements or as arrays. Such acquisition systems are used both in exploration seismology and in seismic monitoring. In recent years, the use of optical fiber sensing has been steadily on the rise especially in the borehole environment for information, including, but not limited to, temperature, pressure, and strain. Optical fibers are enticing because of their dense spatial sampling and their low operation cost, given that the optical fiber is readily available at the time boreholes are constructed. In exploration seismology, distributed acoustic sensing (DAS) provides the means to record seismic strain projections along the optical fiber. Although this empowers us to perform dense spatial sampling measurements along the optical fiber, the single component data are a poor approximation to the total strain tensor. In my thesis, I propose solutions to obtain the full strain tensor at any location along the purposefully designed optical fiber through geometrical concepts and inversion theory. I also present a mechanism to recover multicomponent DAS data using only a single optical fiber in an averaging sense suitable for long wavelength applications.

The ability to obtain multicomponent DAS data paves the way to better representation of the elastic wavefield leading to better tomography, imaging, and ultimately reservoir characterization. Given the capacity to record multicomponent DAS data, I introduce an imaging method for seismic source mechanism that takes advantage of conventional displacement vector and the novel strain tensor measurements. The technique makes it possible to estimate source parameters in near real-time with approximate subsurface models that adequately describe the direct P- and S-waves kinematics. According to wave propagation theory, accurate seismic wavefield extrapolation requires both the seismic stress tensor and displacement data. Typical practice using only displacement data introduces nonphysical wave modes during wavefield extrapolation resulting in elastic seismic images contaminated by artifacts.
The availability of multicomponent strain data makes stress observations possible given that the material properties in the vicinity of the recording array are known to facilitate accurate wavefield reconstruction based on multicomponent DAS data. I demonstrate accurate elastic seismic wavefield extrapolation, leading to seismic image improvements that better represent the subsurface. Using the same general wavefield reconstruction theory, I also propose to accurately reconstruct wavefields from a single layer boundary on the computation domain to reduce memory and computational requirements for seismic applications that require wavefield storage, especially for large-scale 3D experiments.

I validate all proposed techniques with realistic numerical experiments using models with arbitrary anisotropy and heterogeneity. I test my methods using field datasets such as a DAS vertical seismic profile (VSP) data from the Eagle Ford shale formation. The thought-provoking development of multicomponent DAS acquisition, which is not possible with currently available technology, has the potential to revolutionize imaging and inversion using elastic wavefields. The work in this thesis can inspire new applications outside of seismic exploration challenges, including, but not limited to structural health monitoring and seismological investigation at global or regional scales.
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Advancements in seismic acquisition have been catalysts for developments of new seismic techniques. In exploration geophysics, we recover higher quality representations of the subsurface by acquiring data of higher spatial dimension, i.e., from 2D to 3D. When we gather multiple vintages of 3D data, we begin to understand the subsurface structure and its evolution over time. Although seismic techniques can effortlessly detect subsurface features, the seismic resolution dictates their ability to differentiate between small scale features. The higher the resolution, the better the distinguishability of the seismic features for an accurate representation of the subsurface.

In the marine setting, the seismic image resolution is often limited by the reflections due to the sea surface, known as ghosts, which arise both on the source and the receiver side of the submerged acquisition hardware. These ghost reflections may interfere constructively or destructively with subsurface reflection data, i.e., the signal of interest. Such interference not only increases the difficulty to process and interpret the data but also introduces data frequency notches, thus limiting their usable frequency range. One possibility to overcome the marine seismic resolution problem is to improve the acquisition design, such as by deploying dual-sensor systems to record additional vector data complementing conventional pressure data, by deploying variable-depth receivers, or by deploying multiple streamers at different constant-depths (Carlson et al., 2007; Moldoveanu et al., 2007; Soubaras and Dowle, 2010; Soubaras and Lafet, 2013). The successful implementation of better acquisition becomes instrumental to new technologies for wavefield separation and interpolation (Robertsson et al., 2008; Özbek et al., 2010; Day et al., 2013; van Borselen et al., 2013).

On land, seismometers used individually or as an array are irreplaceable. Such instruments obtain information to characterize and monitor in detail the complex subsurface
structures. Various technological developments are based on multicomponent vector measurements by seismometers and more recently, recordings of rotational sensors (Barak et al., 2014; Igel et al., 2015; Schmelzbach et al., 2018; Barak et al., 2018). The rotational and strain tensor measurements allow us to obtain information about the wavefield gradients for applications like full elastic wavefield decomposition and accurate elastic wavefield extrapolation following the representation theorem (Aki and Richards, 2002; Wapenaar, 2014). Although rotation sensors are available, despite their limited portability, the full strain tensor is not an easily accessible measurement. To obtain the principal strain components, we calculate the spatial gradients of densely sampled vector measurements recorded at the free surface (Cochard et al., 2006; Langston et al., 2006; Langston, 2007). The vertical derivatives require buried receiver arrays rendering this method impractical for widespread applications. Robertsson and Curtis (2002) show that the vertical derivatives could be approximated using horizontal derivatives at the free surface as stresses vanish vertically in media of isotropic and homogeneous. An alternative to obtaining the full wavefield spatial gradient is to deploy known receiver geometries such as tetrahedra under the assumption of a homogeneous isotropic medium (Robertsson and Muyzert, 1999; Schmelzbach et al., 2016). Furthermore, the simultaneous deployment of multiple receivers to maintain an ideal tetrahedron shape can be arduous and time-consuming.

In light of the limitations of strain data acquisition, my research addresses two main themes in designing seismic acquisition systems and developing applications using such new measurements. I investigate the use of novel, low-cost technology such as distributed acoustic sensing (DAS) which uses optical fiber tightly coupled to the ground as a strain measuring tool. A typical DAS system utilizes an interrogator unit to send laser pulses into an optical fiber while observing back-scattered light caused by impurities (unavoidable manufacturing defects) in the optical fiber. DAS operating on Coherent Optical Time-Domain Reflectometry (COTDR) analyzes the back-scattered signal between pairs of points along the optical fiber, separated by a distance known as gauge length, to obtain the average axial strain
measurement within that particular interval. Conventional DAS configuration requires a gauge length of around 1 m to maintain an acceptable signal-to-noise ratio (SNR) of the measurements. Optical fiber acquisition is a rapidly evolving technology, and recent literature suggests that recordings of satisfactory SNR can be obtained even with 5 cm gauge length using specially-engineered optical fibers (Farhadiroushan et al., 2016).

Despite the increasing efforts of applying DAS for geophysical applications in both surface (Lumens et al., 2013; Hornman, 2017; Dou et al., 2016; Jreij et al., 2017) and borehole environments (Mestayer et al., 2011; Mateeva et al., 2012, 2013; Wu et al., 2015; Zhan et al., 2015; Hornman et al., 2015; Jiang et al., 2016; Chalenski et al., 2016), DAS is limited by the inherent single component measurement i.e., strain measurement along the optical fiber. Multicomponent optical fiber data, i.e., the complete strain tensor, is the missing piece of the puzzle. In Chapter 2, I address the essential challenge of DAS measurement by developing the capability to acquire multicomponent DAS data, which is not possible with currently available DAS technology. A conventional DAS system records a single component projection of the surrounding strain tensor along the direction of the optical fiber. In my thesis, I develop the theory and concept for multicomponent acquisition based on multiple strain projections. This can be accomplished with a combination of helical and straight optical fibers or with a single chirping (variable wrapping angle) helical optical fiber to reconstruct the entire strain tensor, a technique which I refer to as multicomponent optical fiber acquisition. This method exploits consecutive measurements within a given spatial window which I assume to represent the same strain tensor. The chirping helix enables the reconstruction of the entire strain tensor with the use of only one optical fiber which makes it potentially cheap to deploy. Although this method is promising, it suffers from reduced spatial resolution associated with the underlying assumption of a large spatial reconstruction window. Increasing the window improves the reconstruction SNR, but implies that the seismic wavelength of interest is substantially larger. In support of this theoretical development, I perform numerical simulations using wavefields of arbitrary complexity and demonstrate the feasibility of
reconstructing the entire strain tensor. This work has already been published in the journal \textit{Geophysics} (Lim Chen Ning and Sava, 2018b), and as an expanded abstract at the 2016 Society of Exploration Geophysicists Annual Convention (Lim Chen Ning and Sava, 2016).

The assumption that the seismic wavelength of interest is greater than the window used for reconstruction limits the application of the proposed single fiber method to long seismic wavelengths. This constraint reduces the resolution of the reconstructed strain tensor, thus directly affecting the derived seismic image. In \textbf{Chapter 3}, I proposed to use a collection of optical fibers to achieve high-resolution multicomponent optical fiber acquisition and overcome the resolution deficiency. Multiple optical fibers provide a plurality of projections for strain tensor reconstruction thus giving information about the entire tensor. The configuration requires a minimum of six optical fibers to reconstruct all components of the strain tensor. This requirement is similar to the method detailed in \textbf{Chapter 2} which involves grouping of at least six successive strain measurements. However, measurements from individual optical fibers remove the need to group consecutive projections and thence achieves high-resolution strain tensor reconstruction. My proposed setup consists of five equally spaced constant pitch angle helical optical fibers and a straight optical fiber to obtain the multiple strain projections that sufficiently describe the surrounding strain tensor. As for the preceding method, I perform numerical simulations using complex elastic seismic wavefields to demonstrate that the proposed configuration not only successfully reconstructs the strain tensor, but also accomplishes this with increased robustness, accuracy, and resolution. This technical advancement has been published in \textit{Geophysical Prospecting} (Lim Chen Ning and Sava, 2018a), and has been presented at the 2017 Society of Exploration Geophysicists Annual Convention (Lim Chen Ning and Sava, 2017).

A potentially simpler alternative to my proposed technique would use measurements taken under special boundary conditions. For example, at the Earth’s free surface, we would need to solve for three strain components instead of the six components of the full strain tensor due to vanishing tractions along the direction normal to the surface (Aki and Richards,
This measurement could be done with a tedious deployment of conventional instruments. However, the near-surface instrumentation coupling is challenging even for buried optical fiber (Castongia et al., 2017; Jreij, 2018), although DAS is capable of measuring teleseismic events with a minimal coupling (Lindsey et al., 2017). Coupling problems also persist for common point measuring equipment such as strainmeters (Agnew, 1986). Nonetheless, the solutions I propose for full strain acquisition is applicable for general applications without special deployment considerations or the requirement to exploit the free surface.

In Chapter 4, I propose a new imaging formulation that incorporates the conventional displacement measurements and strain tensor data acquired with the technique detailed in the preceding chapters. Starting from the elastic wave equation, I develop an imaging condition generating images that provide information about the source mechanism characterizing the action of external force perturbations. This method leads to seismic images that correspond directly to the respective components of the source mechanism and reveal the source location through the focusing point. Like all wavefield based methods, the knowledge of the subsurface parameters is essential to ensure accurate backward wavefield extrapolation. However, my results show that the process is robust that it only requires a smooth background model which can sufficiently characterize the direct P- and S-waves kinematics. The robustness of this method makes it appropriate for applications such as hydraulic fracturing and can be used to obtain the fracture-related seismic source parameter in near real-time. I validate my approach using multiple 3D numerical examples of different source mechanisms to show our ability to image the source parameters accurately. Although the examples are limited to exploration seismology, the applicability of this method extends to earthquake monitoring in a global or regional setting. I have submitted this work for the 2019 Society of Exploration Geophysicists Annual Convention and the chapter for publication in a peer-reviewed journal.

Seismic wavefield imaging and tomography are commonly used to obtain a physical representation of the subsurface properties. However, these methods are often based on approx-
imate acoustic wave physics, even when we record elastic data. Consequently, the inferred physical properties of the subsurface may not reflect correct and plausible geologic structures, which prompts the need to obtain subsurface properties utilizing elastic wavefields. A fundamental step towards elastic wavefield tomography and imaging is to reconstruct the wavefields from the recorded data. The representation theorem states that to extrapolate the recorded seismic data accurately requires both stress and displacement data (Aki and Richards, 2002). However, conventional multicomponent technology is limited to recording only the vector components of the wavefields giving rise to approximate wavefield extrapolation that generates nonphysical waves, i.e., waves present in the simulation, but that have not propagated in the actual physical experiment (Yan, 2010; Ravasi and Curtis, 2013; Duan, 2016). Together with the acquisition technology discussed earlier, we can reach the full capabilities of elastic wavefield imaging. I illustrate the importance of removing the nonphysical waves with elastic seismic imaging using the Marmousi model (Bourgeois et al., 1991). This work has been presented at the 2018 Society of Exploration Geophysicists Annual Convention (Lim Chen Ning and Sava, 2018c).

In chapter 5 of my thesis, I build on the representation theorem for accurate elastic wavefield extrapolation to significantly improve the storage and I/O requirements for elastic seismic wavefield-based migration. I demonstrate the effectiveness of this method on memory intensive applications such as reverse time migration (RTM) that requires the forward propagated wavefield to be readily available as the receiver-side wavefield is backward extrapolated for the imaging process. Instead of storing the entire source wavefield, I save the wavefield information on a single layer around the computational domain to accurately reconstruct the forward wavefield from the source concurrently with the backward wavefield from the receiver. I show using numerical examples that iterative schemes such as least-squares RTM produce accurate representations of the elastic subsurface for arbitrary anisotropy and heterogeneity without any negative impact from the boundary reconstruction, and without slow disk access. I also test my method using DAS vertical seismic profile (VSP) data from the
Eagle Ford shale formation in Texas, USA. I have submitted my work for the 2019 Society of Exploration Geophysicists Annual Convention and this chapter to a peer-reviewed journal.
Distributed Acoustic Sensing (DAS) data are increasingly used in geophysics. Lower in cost and higher in spatial resolution, DAS data are appealing especially in boreholes where optical fibers are readily available. DAS has the potential to become a permanent reservoir monitoring tool with a reduced sensing time interval. In order to accomplish this goal, it is critical that DAS can record all wave modes to fully characterize reservoir properties. This goal can be achieved by recording the complete strain tensor consisting of six-components. Conventional DAS provides projections of these components along the optical fiber by observing deformation along the fiber. To obtain the entire six-component strain tensor, we propose an approach using multiple strain projections measured along optical fibers with judiciously chosen geometry specifically. We propose designs combining multiple helical configurations or a single helical configuration together with a straight optical fiber that allow access to multiple strain projection. We group multiple strain projections in a given spatial window to perform reconstruction of the entire strain tensor in a least-squares sense under the assumption that the seismic wavelength is larger than the analysis window size. We demonstrate how optimal optical fiber parameters can be selected using a scan of the entire
configuration space, and analyzing the condition number associated with the geometry of the optical fibers. We illustrate our method through synthetic experiments using realistic fiber geometry and wavefields of arbitrary complexity.

2.1 Introduction

Distributed Acoustic Sensing (DAS) is rapidly gaining popularity in the oil and gas industry, especially for Vertical Seismic Profile (VSP) imaging and for reservoir monitoring (Mestayer et al., 2011; Cox et al., 2012; Mateeva et al., 2012, 2013; Daley et al., 2013; Madsen et al., 2013). The advantages of DAS for borehole applications in terms of cost, the deployment mechanism, and spatial resolution make its use more attractive than conventional geophone acquisition (Lumens et al., 2013; Mateeva et al., 2013). The application of optical fiber in wells is not an unfamiliar method as optical fiber has long been used for temperature measurement known as Distributed Temperature Sensing (DTS) (Hartog, 2000; Karaman et al., 1996).

DAS transforms an optical fiber into a distributed array of strain measuring tools. The acquisition requires an interrogator unit (IU) to send laser pulses into the optical fiber and detect back-scattered light from inhomogeneities along the fiber. These inhomogeneities are impurities caused either deliberately during manufacturing with the use of dopants or by manufacturing defects (Uzunoglu, 1981; Tsujikawa et al., 2005). The back-scattering generated by these inhomogeneities is called Rayleigh scattering. Analyzing the changes in phase of the back-scattered light gives access to information such as strain as a function of distance from the IU through Coherent Optical Time-Domain Reflectometry (COTDR).

The underlying principle behind COTDR is to analyze the phase difference between the back-scattered signal from two points along an optical fiber (Bakku, 2015). The distance separating the two points is known as gauge length. Introducing disturbance to the optical fiber generates perturbation to the otherwise constant phase difference between the two measurement points. This additional phase difference is quasi-linearly proportional to the average axial strain between the two points. Legacy DAS systems that analyze back-scatters
require a gauge length of around 1 m to achieve acceptable signal-to-noise ratio (SNR) measurements. However, recent hardware uses specially designed optical fibers and the gauge length can be reduced to 0.05 m while maintaining acceptable SNR (Farhadiroushan et al., 2016). In this paper, we focus on a range of gauge lengths and emphasize smaller sizes that characterize instrumentation currently being deployed or which is expected to come online shortly.

As indicated by Lumens (2014) and Bakku (2015), the DAS system is more sensitive in the axial direction compared to the radial direction, thus reducing the DAS measurable data to the axial strain, which can be measured with acceptable signal-to-noise ratio. Most of the DAS deployments are focused on borehole applications and multicomponent seismic data are desirable for use in seismic characterization and monitoring (Davis et al., 2003; Stewart et al., 2003). Several publications suggest that three-component (3C) sensing using DAS is possible (den Boer et al., 2012, 2013; Kragh et al., 2014; Hartog et al., 2014; Crickmore and Hill, 2014; Farhadiroushan et al., 2015); however, no published work details mechanisms for extracting the six-component (6C) strain tensor from axial strain measurement using DAS. Geophones can record multicomponent data; however, they are costly and do not provide the dense spatial sampling of DAS. In this paper we investigate possibilities for using different optical fiber configurations in order to gain access to multicomponent information.

We propose an approach for acquiring multicomponent data with the use of multiple strain projection measurements. In order to achieve these measurements, we use various helical fiber configurations. Existing helical optical fiber configurations for DAS (den Boer et al., 2013; Kuvshinov, 2016; Hornman, 2017) are designed to detect broadside acoustic signals, i.e. waves that arrive at large angles relative to the axis of the optical fiber. However, here we are interested in using the projections of the strain tensor along the optical fiber in order to reconstruct the full six-dimensional strain tensor at points along the optical fiber. Using the characteristics of the helix and the axial strain measurement of the optical fiber, we can evaluate the entire strain tensor at every measuring location under the assumption
that the seismic wavelength is significantly longer than the helix period. We show the theoretical relationship between the measured axial strain in the optical fiber and the full strain tensor in the surrounding area, and demonstrate the applicability of this strategy using 3D synthetic examples of complex seismic wavefields. Our method accounts for the gauge length characterizing the DAS measurements.

In this paper, we assume a DAS system that can acquire data using gauge lengths of 0.2 m and 1.0 m with realistic lengths of optical fiber cable. The gauge length of 1.0 m has been reported in the literature by Daley et al. (2013). Using this gauge length, we consider a cable that can typically be deployed for reservoir monitoring in a borehole environment; a helically-wound cable (Kuvshinov, 2016; Hornman, 2017) increases the overall length of the optical fiber. If we assume the seismic bandwidth of 10 to 100 Hz, the current DAS systems can provide a dynamic range 80 dB or higher. If we deploy an optical fiber cable with improved reflective properties as suggested by Farhadiroushan et al. (2016), we may further increase the dynamic range. We thus assume a system comparable to currently available acquisition systems which might improve in the future. The other gauge length we consider is 0.2 m which would be beneficial for engineering applications using shorter cables, which is capable of acquiring higher frequencies.

We begin by reviewing the theoretical aspects of the proposed approach, followed by 3D synthetic examples. While discussing the results, we also review the associated assumptions and limitations to this approach. We then propose a feasible configuration that allows our method to be practically implemented using current optical fiber technology.

2.2 Theory

The axial strain measurement by DAS is a projection of the strain tensor from the surrounding area as a function of the optical fiber position. We use the intrinsic coordinate system of a curve as the local coordinate system for the optical fiber with respect to the global coordinate system (Lin and Pisano, 1988). Since DAS measures axial strain, it suffices to use the tangent vector along the optical fiber to perform strain tensor projection. We
exploit the helical geometry as a tool to measure different projections of the strain field onto the optical fiber, i.e., we measure the projection of the surrounding strain tensor along the optical fiber as a function of the pitch angle and azimuth angles. We adopt the definition of Lin and Pisano (1988) on pitch angle as the complement of the angle between the tangent vector and the axial direction of the DAS cable.

The relationship between the axial strain measured by the optical fiber and the strain tensor of the surrounding area can be expressed through the strain tensor coordinate transformation relationship as (Young and Budynas, 2002)

\[ \tilde{\varepsilon} = R\varepsilon R^T , \]  

(2.1)

where the \( \tilde{\varepsilon} \) and \( R \) denote the transformed strain tensor and the transformation (also known as rotation) matrix respectively. We rearrange equation 3.3 as

\[ b = Gm , \]  

(2.2)

where \( b \) and \( m \) are the vectorized transformed and original strain tensors respectively. The matrix \( G \) is the expansion of equation 3.3 using the transformation matrix \( R \). The axial strain measurement reduces \( b \) and \( G \) to single row matrices. Figure 2.1 illustrates strain tensor projections onto a vector together with the \( G \) matrix representation.

In equation 3.2, the projection \( b \) refers to a point along the optical fiber. As DAS measures an average strain within a gauge length, we introduce an averaging operator \( A \) to account for this effect. The gauge length averaging is as following

\[
\begin{bmatrix}
  d_1 \\
  \vdots \\
  d_M
\end{bmatrix} = \frac{1}{L} \begin{bmatrix}
  \Delta S & \Delta S & 0 & 0 & 0 \\
  0 & 0 & \ddots & 0 & 0 \\
  0 & 0 & 0 & \Delta S & \Delta S
\end{bmatrix}
\begin{bmatrix}
  b_1 \\
  \vdots \\
  b_N
\end{bmatrix},
\]  

(2.3)

where \( N \) and \( M \) is the number of measurements before and after performing gauge length averaging respectively. \( \Delta S \) is the spacing between the strain measurements and \( L \) denotes the gauge length. To perform strain tensor reconstruction, we group consecutive strain measurements along the optical fiber within a defined window. These measurements represent
Figure 2.1: Examples of strain tensor projection onto the vectors pointing along and oblique relative to the directions of X-, Y-, and Z-axis. The columns of the bottom left table show contribution of strain elements in terms of the $G$ matrix in equation 3.2 and the rows represent the different vectors respectively.
the data vector $\mathbf{d}$ and account for strain averaging within a gauge length. The reconstructed strain tensor refers to the middle of the window. Here, we make the assumption that the seismic wavelength is much greater than the length of the window. This assumption is important so that we can group multiple measurements within the window to refer to the same strain tensor field at a given location. A large seismic wavelength relative to the considered window along the fiber provides a slowly varying strain tensor field which we can assume to be invariant within the window used for its reconstruction.

We can solve for the strain components (the model $\mathbf{m}$ in equation 3.2) in a least-squares sense, based on the known kernel or forward operator $\mathbf{G}$ and averaging operator $\mathbf{A}$. The data $\mathbf{d}$ are consecutive axial strain measurements along the helical optical fiber within a window as indicated earlier (this implies that the strain tensor that we are reconstructing does not change within this window or segment along the optical fiber), and the model ($\mathbf{m}$) is the strain tensor at a given location. We reiterate that the measurements contained in vector $\mathbf{d}$ are subject to averaging within a gauge length; this effect is captured by the averaging matrix $\mathbf{A}$ of known size. We minimize the objective function

$$
\mathcal{J} = \frac{1}{2} \| \mathbf{W}(\mathbf{A}\mathbf{G}\mathbf{m} - \mathbf{d}) \| ^2 ,
$$

(2.4)

where $\mathbf{W}$ is a weighting operator that represents the uncertainty of the projection matrix derived from the geometry of the optical fiber. For simplicity, the reconstructions in the following examples, we use identity as the weighting matrix. The model $\mathbf{m}$ can be expressed as

$$
\mathbf{m} = (\mathbf{G}^T \mathbf{A}^T \mathbf{A} \mathbf{G})^{-1} \mathbf{G}^T \mathbf{A}^T \mathbf{d} .
$$

(2.5)

To investigate the types of configurations that allow us to perform strain tensor reconstruction, we explore the configuration by den Boer et al. (2013) that uses two helical optical fiber and a single straight optical fiber in the middle. The total of three optical fibers in principle could provide three-component (3C) sensing. However, our target reconstruction is a six-component (6C) strain tensor. To analyze the suitability of this three optical fibers
configuration, we use two helical optical fibers with a diameter of 0.0244 m (about 1 in) together with the pitch angles of 20° and 60° respectively. Since DAS with a small gauge length is achievable (Farhadiroushan et al., 2016), we use a gauge length of 0.1 m. To accurately analyze the DAS acquisition that measures average strain within a gauge length, we use the averaging matrix $A$ together with the projection matrix $G$. Using these matrices, we calculate the singular value decomposition (SVD) of the Gram matrix $G^T A^T A G$. The singular values from the SVD analysis of the Gram matrix provide insight into the suitability of a given configuration for strain tensor reconstruction using our approach. An example of this three optical fibers configuration is illustrated in Figure 2.2(a) together with the singular values after performing SVD in Figure 2.2(d). In the SVD analysis, the Gram matrix uses measurements in a window of 5 m assuming that the seismic wavelength is much greater than the window. Based on the SVD results, the singular values of the Gram matrix indicate that it is full rank and can be used for strain tensor reconstruction.

We further simplify the three optical fibers configuration by omitting the helical optical fiber with the pitch angle of 60°. This gives us a configuration using only two optical fibers. An example of this configuration is shown in Figure 2.2(b) and the corresponding singular values from SVD in Figure 2.2(e). Although there is some slight reduction in the singular values, this simplified configuration is still full rank and can be used for strain tensor reconstruction. In this paper, we show numerical examples using this simplified configuration of two optical fibers.

We also investigate a different configuration by introducing a varying pitch angle helical optical fiber (we refer to this configuration as a chirping helical optical fiber). An example of such configuration is shown in Figure 2.2(c) with a diameter of 0.0244 m (about 1 in) where we perform a pitch angle down-sweep and up-sweep within a window of 0.15 m giving a total of ten complete helix turns. The example configuration is not used for the SVD analysis as this is for plotting purposes only. The configuration we use that gives the singular values in Figure 2.2(f) is a pitch angle down-sweep and up-sweep within a window of 5 m giving a
Figure 2.2: Examples of optical fiber configurations with (a) two helical optical fiber with pitch angle of 20° and 60° and a single straight optical fiber, (b) one helical optical fiber with pitch angle of 20° and a single straight optical fiber. (c) A simplified example of the chirping helix configuration for plotting purposes. The helixes are constructed with a diameter of 0.0244 m (about 1 in). (d), (e), and (f) are the singular value decomposition (SVD) of the Gram matrix in equation 3.4 for the corresponding configurations. The Gram matrix uses measurements in a window of 5 m.
total of 100 number of turns. We emphasize that, we assume the seismic wavelength is much greater than the window. The singular values are slightly lower than that of the previous configurations, but the chirping helix configuration is still full rank. A full rank Gram matrix indicates that we are able to reconstruct the strain tensor. It is worth noting that the chirping configuration only requires one optical fiber albeit with increased complexity that may be difficult to engineer using an optical fiber and may increase the complexity of deployment.

We further examine the effects of the helical optical fiber design parameters on the Gram matrix by performing a parameter scan as shown in Figure 2.3. We fix the diameter of the helical optical fiber at 0.0244 m (about 1 in) to restrict the parameter search space. For the dual optical fibers configuration, we find the optimum design parameters (i.e. window length for reconstruction and pitch angle of the helical optical fibers) associated with low condition numbers, as shown in Figures 2.3(a) and 2.3(b) for gauge lengths of 0.2 m and 1.0 m respectively. If a given reconstruction window captures sufficient strain projections that can fully characterize the surrounding strain tensor, further increasing the reconstruction window size does not improve the condition number, since it has already reached an optimum value, as shown in Figures 2.3(a) and 2.3(b). Nevertheless, the reconstruction window should be kept at a minimum to preserve spatial resolution. Similarly, using the chirping helical optical fiber configuration, we scan for the optimum design parameters (i.e. window length for reconstruction and the number of helical turns within a window) associated with low condition numbers, as shown in Figure 2.3(c) and 2.3(d) for gauge lengths of 0.2 m and 1.0 m respectively.

The strain measurement by the DAS system using a helical geometry undergoes strain averaging in the azimuthal direction along the optical fiber within a gauge length. When the gauge length is equal to a multiple of the helix lead (the axial advance of a helix for a complete 360° turn), the DAS measurement does not contain azimuthal information, which translates into a large high condition number. Using the dual optical fibers configuration with a cable diameter of 0.0244 m (about 1 in) and a gauge length of 0.2 m, as shown in
Figure 2.3: Condition number of the Gram matrix using a fixed diameter at 0.0244 m (about 1 in) with the dual optical fibers configuration at gauge lengths of (a) 0.2 m and (b) 1.0 m for window from 3 to 7 m and pitch angle from 10° to 30°. Similarly, the condition number with the chirping helical optical fiber configuration at gauge lengths of (c) 0.2 m and (d) 1.0 m for window from 3 to 7 m and number of turns within a window from 10 to 210 turns.
Figure 2.3(a), we observe a large condition number linear feature for pitch angles between $16^\circ$ to $17^\circ$. As every single measurement within this pitch angle range contains little or no azimuthal information, the condition number remains high regardless of the window size. Increasing the gauge length to 1.0 m in Figure 2.3(b), we observe an increasing number of high condition number features. This increase in number is due to the higher azimuthal averaging along the helical fiber within a longer gauge length. However, the range for the condition number of both gauge lengths remains relatively consistent, suggesting that accurate reconstruction can be achieved with careful selection of design parameters.

In the case of a chirping helical optical fiber configuration with a gauge length of 0.2 m in Figure 2.3(c), we can see that the condition number range is significantly lower than the dual optical fibers of the same gauge length. The chirping helix provides a larger range of strain projections which improves the reconstruction results as demonstrated by the overall low condition numbers. However, the condition number range increases rapidly with a larger gauge length of 1.0 m, as shown in Figure 2.3(d). The condition number amplified more than 10 times suggests that the chirping helix configuration can only be deployed if a small gauge length is used.

### 2.3 Numerical examples

Using synthetic examples of complex seismic wavefields, we illustrate the reconstruction of the six-dimensional strain tensor from axial strain measurements along the proposed optical fiber geometries. In the reconstruction, we choose a window size of 5 m that is approximately 6 times smaller than the smallest seismic wavelength of 33.33 m. The following examples are simulated using elastic finite-difference modeling with a velocity model containing a low-velocity Gaussian anomaly to produce wavefield triplications as shown in Figure 2.4(c). A snapshot of the wavefield triplication is shown in the bottom right panel of Figure 2.4(d). We use a gauge length and a channel spacing of 0.2 m for our DAS data simulation. The channel spacing refers to the distance between consecutive average strain measurements within a gauge length. Although such small gauge length is possible, as indicated by Farhadiroshan
et al. (2016), we also perform simulations using a gauge length and channel spacing used in more conventional DAS acquisition systems at 1.0 m. Using such short gauge lengths, the effect of wavenumber filtering discussed by Dean et al. (2017) is negligible. In our setup, we assume perfect coupling between the optical fiber to the surrounding (i.e. cementing), which is a common assumption for DAS analysis of any geometry.

Figure 2.4(a) shows the experiment setup where the dot represents the source location, and the straight line with the coordinates \((x_b, y_b)\) is a borehole segment in which the helical configurations are positioned. Figure 2.4(b) shows the observed strain tensor along the straight line at \((x_b, y_b)\) in a strain tensor matrix layout which is the target for strain reconstruction. The horizontal axis of the individual panels represents the reconstructed measurements along the optical fiber and the vertical axis represents time. Figure 2.5(a) shows the reconstructed strain tensor using the dual optical fibers configuration with a helical optical fiber and a straight optical fiber in the middle using a gauge length and channel spacing of 0.2 m. The helical optical fiber has a diameter of 0.0244 m (about 1 in) and a pitch angle of 20°. Using this configuration, we are able to successfully reconstruct the strain tensor which is evident on the difference plot between the observed and reconstructed strain tensor amplified 10 times, as shown in Figure 2.5(b). We quantify the quality of strain reconstruction using

\[
\eta = \frac{\|\mathbf{m}^{\text{obs}} - \mathbf{m}^{\text{rec}}\|^2}{\|\mathbf{m}^{\text{obs}}\|^2} \times 100, \tag{2.6}
\]

where \(\mathbf{m}^{\text{obs}}\) represents the observed strain tensor and \(\mathbf{m}^{\text{rec}}\) represents the reconstructed strain tensor. The scalar values for \(\eta\) in the case of the dual optical fibers configuration are less than 0.4%. Figure 2.5(c) shows the reconstructed strain tensor using the same configuration but with the gauge length and channel spacing at 1.0 m. The differences shown in Figure 2.5(d) (also amplified 10 times) suggest that the increase of gauge length has a negative impact on our reconstruction. Although the calculated values for \(\eta\) increase overall with the larger gauge length, the highest \(\eta\) is less than 4.5% which is a perfectly
Figure 2.4: (a) Schematic representation of a DAS experiment depicting the source (dot) and receiver (line) locations. (b) The ideal strain tensor that we would like to reconstruct from DAS measurements. (c) The P-wave velocity model containing a low velocity Gaussian anomaly designed to produce wavefield triplications. The S-wave velocity is half of the P-wave velocity. (d) A snapshot of the vertical displacement wavefield.
acceptable accuracy level for practical applications.

Figure 2.5: Strain tensor reconstructed using the **dual optical fibers** configuration with one helical and one straight optical fiber shown in Figure 2.2(b) using a gauge length and channel spacing of (a) 0.2 m and (c) 1.0 m. (b) and (d) are the difference between the ideal strain tensor in Figure 2.4(b) and the respective reconstructed tensor in (a) and (c) magnified 10 times.

We perform the same numerical analysis on the chirping helical optical fiber configuration with a diameter of 0.0244 m (about 1 in), where we perform a pitch angle down-sweep and up-sweep within a window of 5 m giving a total of 100 number of turns. Figure 2.7(a) shows the reconstructed strain tensor with a gauge length and channel spacing of 0.2 m. The results show that we are able to achieve comparable reconstruction quality to the dual optical fibers.
configuration by observing the amplified 10 times difference plot in Figure 2.7(b). The $\eta$ values for the chirping configuration are less than 0.3%. The reconstruction results using a gauge length of 1.0 m is not shown here due to the significant uncertainty associated with the massive condition number, as shown in Figure 2.3(d).

We also test the reconstruction process for both configurations by adding random noise with 5% of the maximum amplitude of the data and in the data frequency band. Therefore in places where the signals are weak, the noise overwhelms the signal. Using the dual optical fibers configuration with gauge length and channel spacing of 0.2 m, Figure 2.6(a) shows that we are able to reconstruct the strain tensor. The difference plot in Figure 2.6(b) shows primarily random noise. The strain tensor reconstruction with a larger gauge length and channel spacing at 1.0 m is shown in Figure 2.6(c). Although the reconstructed strain tensor is contaminated with noise, we can observe some of the stronger arrivals in all of the strain components. The difference plot shown in Figure 2.6(d) contains primarily noise.

We use the same noise characteristics for the chirping configuration. Figure 2.7(c) shows the reconstructed strain tensor using the chirping configuration with a gauge length and channel spacing of 0.2 m with added noise. We successfully reconstruct the strain tensor, although it contains slightly higher noise level than the dual optical fibers configuration. The difference plot in Figure 2.7(d) contains primarily noise. The reconstruction using a larger gauge length and channel spacing at 1.0 m is not shown here as the noise overwhelms the actual data due to the large condition number associated with this configuration.

2.4 Discussion

Our investigation shows that the full strain tensor can be reconstructed with a high level of accuracy either using two optical fibers (one helical optical fiber with a pitch angle of 20° and a straight optical fiber) or a single chirping helical optical fiber. However, a relatively small but achievable gauge length is required to ensure good (low $\eta$) reconstruction under the influence of noise for small diameter helical configurations. This is often restricted by the dimension of the borehole. If we consider applications such as surface seismic acquisition
Figure 2.6: Strain tensor reconstructed from data containing random noise with 5% of the maximum data amplitude and band-limited to the data band using the dual optical fibers configuration with one helical optical fiber and one straight optical fiber shown in Figure 2.2(b) using a gauge length and channel spacing of (a) 0.2 m and (c) 1.0 m. (b) and (d) are the difference between the ideal strain tensor in Figure 2.4(b) and the respective reconstructed tensor in (a) and (c).
Figure 2.7: Strain tensor reconstructed using the chirping helical optical fiber configuration using a gauge length and channel spacing of 0.2 m is shown in panel (a) and panel (c) shows the reconstruction under the influence of random noise with 5% of the maximum data amplitude and band-limited to the data band. The difference between the ideal strain tensor in Figure 2.4(b) and the respective reconstructed tensor in (a) and (c) are shown in panels (b) magnified 10 times and (d).
where the dimensions are more relaxed, increasing the diameter of the helical configuration allows for a larger gauge length, which in turn enables strain tensor reconstruction in noisier environments.

As shown in the earlier sections, we can reconstruct the strain tensor using only a single chirping helical optical fiber. However, we also show that the reconstruction under the influence of noise is inferior to the two optical fiber configuration. Although we only need to deploy a single optical fiber, this comes at the expense of reconstruction quality. In addition, the engineering and deployment of such complex configuration are challenging. An alternative is to use two optical fiber with one helical optical fiber and one straight optical fiber. Besides being more robust in the presence of noise, the engineering and deployment are less challenging than the chirping helical optical fiber.

Overall, the dual optical fibers configuration has a lower condition number for the Gram matrix compared to the single chirping helical optical fiber. The condition number gives us a measure of how sensitive our reconstruction is under the presence of noise. A small condition number implies that we are able to reconstruct the strain tensor well under the influence of noise. In our examples, using a gauge length of 0.2 m allows us to reconstruct a good quality (low $\eta$) strain tensor for both configurations. However, increasing the gauge length to 1.0 m increases the condition number which is evident from the increased level of noise after reconstruction and especially in the chirping configuration where the results are overwhelmed by noise. However, the dual optical fibers configuration can be deployed with currently available DAS systems.

All the design parameters for the helical optical fiber affect one another and there is no one optimum set of parameters that may suit all situations. However, we may define some limiting parameters such as the diameter of the helix (in the case of a borehole) and then adjust the remaining parameters based on noise and accuracy requirements. In the end, the design goal is to obtain configuration(s) that have a full rank Gram matrix $G^TA^TAG$ calculated from the averaging $A$ and projection matrix $G$. Such design parameter estimation
is shown in Figure 2.3 by evaluating the condition numbers for different geometries. The weighting operator shown in equation 2.4 can be used to reduce the reconstruction errors due to the uncertainty of the optical fiber geometry which translates into the uncertainty of the projection matrix \( G \). The shape-sensing method of Moore and Rogge (2012) is one mechanism to detect the actual shape of the deployed fibers, thus reducing the uncertainty in the geometry of the optical fiber.

2.5 Conclusions

We demonstrate that multicomponent distributed acoustic sensing is achievable using strain projection measured along optical fibers to reconstruct all components of the strain tensor. Several optical fiber configurations can be used to accomplish multiple strain projection measurements. The chirping helical optical fiber can reconstruct the strain tensor, but the manufacturing and deployment of such configuration may prove to be challenging. A more practical configuration uses a helical optical fiber and a straight optical fiber which is more robust in the presence of noise. As DAS is a rapidly evolving technology, DAS with smaller gauge length is imminent. Using conventional and smaller gauge lengths, we are able to accurately reconstruct the entire strain tensor, especially when the diameter of the helical optical fiber is small, as in the case of a borehole environment. Our numerical examples indicate that this type of acquisition can be used to reconstruct the full strain tensor for wavefields of arbitrary complexity and in the presence of noise in the band of the seismic data.
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Distributed acoustic sensing (DAS) uses an optical fiber together with an interrogator unit to perform strain measurements. The usage of DAS in geophysics is attractive due to its dense spatial sampling and low operation cost if the optical fiber is freely accessible. In the borehole environment, optical fibers for DAS are often readily available as a part of other sensing tools, such as for temperature and pressure. Although the DAS system promises great potential for reservoir monitoring and surface seismic acquisition, the single axial strain measurement of DAS along the fiber is inadequate to fully characterize the different wave modes, thus making reservoir characterization challenging. We propose an acquisition system using five equally spaced helical optical fibers and a straight optical fiber to obtain six different strain projections. This system allows us to reconstruct all components of the 3D strain tensor at any location along the fiber. Analyzing the condition number associated with the geometry of the optical fiber, we can systematically search for the optimum design parameters for our configuration. Numerical examples demonstrate the effectiveness of our proposed method to successful reconstruction of the full strain tensor from elastic wavefields of arbitrary complexity.
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3.1 Introduction

Distributed Acoustic Sensing (DAS) systems use an optical fiber as a distributed array of strain measuring tool. A typical DAS system employs an interrogator unit to send laser pulses into an optical fiber and detect back-scattered light along the fiber. DAS systems that operate on Coherent Optical Time-Domain Reflectometry (COTDR) provide average axial strain measurement through analyzing the perturbed phase difference between back-scattered light along the optical fiber from two points separated by a distance known as gauge length. Acceptable signal-to-noise ratio (SNR) measurements can be achieved using conventional DAS systems that require a gauge length of around 1 m. However, Farhadiroushan et al. (2016) show that the gauge length can be reduced to 5 cm, while maintaining satisfactory SNR using specially designed optical fibers.

Despite the recent technological advances in DAS, multicomponent DAS remains a missing piece of the puzzle to capture the full character of the seismic wavefield. In borehole application specifically, the usage of DAS focuses mainly on reservoir imaging (Mestayer et al., 2011; Mateeva et al., 2012, 2013; Wu et al., 2015; Zhan et al., 2015; Jiang et al., 2016) and velocity model updates (Wu et al., 2015; Li et al., 2015). Although, many examples show that DAS has the potential to provide low-cost reservoir monitoring (Hornman et al., 2015; Dou et al., 2016; Chalenski et al., 2016), the conventional single component DAS measurements makes reservoir characterization challenging. Since DAS acquires strain along the optical fiber, the measurement is a projection of the surrounding strain tensor as a function of the optical fiber position. As indicated by Lumens (2014) and Bakku (2015), the DAS system suffers from broadside sensitivity where the optical fiber is less sensitive to transversally impinging signals.

Although DAS measures axial strain, it is possible to obtain multicomponent data by reconstructing the entire strain tensor using multiple strain projections; manipulating the geometry of the optical fiber allows us to obtain various directions on which to project the strain field. Lim Chen Ning and Sava (2016) provide a basic workflow for recovering
multicomponent DAS data using strain projections acquired with dual optical fibers or with a single chirping (variable pitch angle) helical optical fiber. The pitch angle is the complement of the angle between the tangent vector and the axial direction of the DAS cable. The dual optical fibers configuration deploys two helical optical fiber of different constant pitch angle. This configuration is necessary to obtain sufficient projections for the strain tensor reconstruction. Similarly, Lim Chen Ning and Sava (2016) demonstrate the possibility of full strain tensor reconstruction using one optical fiber with a chirping helix geometry, which provides a broad range of strain projections, albeit at the expense of a complex design. The underlying principle of their method of strain tensor reconstruction is to group consecutive strain measurements along optical fiber(s) within a defined window larger than a gauge length. Despite successfully reconstructing the entire strain tensor, the drawback of this method is the assumption that the seismic wavelength is significantly larger than the defined analysis window. This assumption leads to a strain tensor which is assumed to be invariant within the window. Therefore, the method proposed by Lim Chen Ning and Sava (2016) could not be easily used for acquisition of short seismic wavelengths such as microseismic.

To overcome the limitation of the workflow introduced by Lim Chen Ning and Sava (2016), we propose a configuration with five equally spaced constant pitch angle helical optical fibers and a straight optical fiber. Although we use an increased number of optical fibers, we can obtain six different strain projections at every location and avoid the need to group consecutive strain measurements at different location along optical fiber(s) to get sufficient strain projections for the reconstruction. We thus obtain six different strain projections at every location and reconstruct the full strain tensor without the need to assume invariance in a wide window. The configuration reduces the engineering complexity required to build a multi-fiber cable, and also allows us to systematically analyze the effect of the associated design parameters (gauge length, diameter and pitch angle of the helical optical fibers) on the strain tensor reconstruction. We capture the gauge length in the reconstruction process, which allows us to remove its averaging effect and reconstruct strain data similar to multi-
component geophone point measurements. We note, however, that our method provides the entire strain tensor, in contrast to geophone measurements which provide the displacement vector.

We demonstrate a systematic way to choose the helical optical fiber design parameters (diameter and pitch angle) and the gauge length characterizing our system by analyzing the condition number associated with the geometry our configuration. Using the chosen parameters, we show the reconstruction of the full strain tensor through 3D synthetic examples of arbitrarily complex seismic wavefields.

3.2 Theory

The axial strain acquired by DAS captures different projections of the surrounding strain tensor as a function of the location and geometry of the optical fiber. We use the intrinsic coordinate system of a curve as described by Lin and Pisano (1988) to express the local coordinate system of the optical fiber with respect to a global coordinate system. We use the tangent vector along the optical fiber to relate the axial strain measurement with the surrounding strain tensor. The relationship between the axial strain and the surrounding strain tensor is given through the coordinate transformation relationship (Young and Budynas, 2002)

\[
\bar{\varepsilon} = R \varepsilon R^T,
\]

(3.1)

where \(\bar{\varepsilon}\) and \(R\) denote the transformed strain tensor and the transformation (also known as rotation) matrix, respectively. As derived in Appendix 3.7.1, we rearrange equation 3.1 as

\[
p = Gm,
\]

(3.2)

where \(p\) and \(m\) are the transformed and original strain tensors respectively in vector form. The matrix \(G\) is the expansion of equation 3.3 using the transformation matrix \(R\) and contains all the geometric information about the optical fiber. For a single optical fiber, we have infinitely many strain projections along the optical fiber, where every projection being characterized by equation 3.2. To fully describe the DAS measurements \(d\), we use
equation 3.2 and account for the axial strain averaging effect due to the gauge length as

$$d = W A G m,$$

where $A$ is a convolution operator describing strain averaging within a gauge-length, and $W$ is a windowing operator that defines the channel spacing which refers to the distance between consecutive average strain measurements within a gauge length. The graphical representation of equation 3.3 is

where indices $i$, $j$, and $n$ represent samples along the optical fiber, components of the strain tensor, and measurements of a DAS system, respectively. Every sample $i$ along the optical fiber is an element in the projection vector $p$. Using the band matrix that describes the convolution operator $A$, we capture the gauge length effect of the DAS system. In order to replicate a typical DAS system measurement, we apply a windowing operator $W$ to determine the channel spacing between average strain measurements, usually equal to the gauge length. We represent the cascading operators $W A G$ as a single linear operator $L$.

If we obtain sufficient strain projections to describe the surrounding strain tensor, we can reconstruct the strain tensor $m$ in a least-squares sense as

$$m = (L^T L)^{-1} L^T d.$$

To achieve accurate reconstruction using equation 3.4, the Gram matrix $L^T L$ has to be invertible, i.e., it has to be full rank, which means that all rows and as columns of the matrix must be linearly independent. The accuracy of the inverse matrix calculation is inferred from its condition number obtained as the ratio of the largest to the smallest singular values. If the condition number is large, then the matrix is ill-conditioned, implying the computation of its inverse tends to be spurious. However, a matrix with low condition number, has an
inverse that can be accurately computed. Therefore, it is advantageous to use the condition number as an indicator of strain tensor reconstruction capability. This also provides us with an opportunity to analyze various optical fiber system designs, as discussed later.

Lim Chen Ning and Sava (2016) propose two configurations to obtain multiple strain projections to reconstruct the entire strain tensor. They demonstrate that two helical optical fibers of different constant pitch angles provide sufficient strain projections to accurately reconstruct the entire strain tensor. They also show that a single helical optical fiber with varying pitch angle is capable to provide adequate strain projections to reconstruct the entire strain tensor. In this reconstruction, Lim Chen Ning and Sava (2016) group \( n \) consecutive strain measurements (where \( n \geq 6 \) and possibly higher for improved SNR) along the optical fiber(s) within a defined window to obtain \( \mathbf{d} \) in equation 3.4. Similarly, they group the associated linear operators \( \mathbf{L} \) to form the Gram matrix. Although they demonstrate successful reconstruction, their approach has the drawback that it assumes a seismic wavelength significantly larger than the defined window for reconstruction. This drawback limits the application of this method to acquisition of long seismic wavelengths, thus reducing the resolution of seismic imaging with DAS data.

To overcome this drawback especially for applications that require short seismic wavelengths, we propose a configuration using six optical fibers to reconstruct all components of the strain tensor. Our approach is similar to the method of Lim Chen Ning and Sava (2016), as we use multiple strain projections to reconstruct the entire strain tensor using the formulation in equation 3.4. However, our configuration forms a full rank Gram matrix using measurements from individual optical fibers instead of spatially grouping consecutive measurements along a single optical fiber. Our new method allows us to reconstruct the strain tensor \( \mathbf{m} \) in equation 3.4 at any given location using data \( \mathbf{d} \) from individual measurements in the constituent optical fibers. The equivalent graphical representation of equation 3.3 for our proposed method
where index $k$ denotes the number of optical fiber used for projections. Every sample $i$ along the optical fiber $k$ is given as an element in the projection vector $p_k$. The presences of $k$ optical fibers allow us to form the data vector $d_{nk}$ and reconstruct the strain tensor $m$ at a given location $n$. Note that the minimum requirement is to have $k = 6$ to reconstruct the six components of the strain tensor, which is similar to requirement of the method of Lim Chen Ning and Sava (2016) where they group $n \geq 6$ consecutive strain measurements.

We represent individual optical fibers in our proposed configuration with tangent vectors to conceptually visualize the associated measurements as shown in Figure 3.1(a) with different pitch angles from $20^\circ$ to $70^\circ$ at every $10^\circ$. Figure 3.1(c) demonstrates that by using the same origin for all the vectors, we obtain a right pentagonal pyramid. The geometrical implication of our configuration provides insights on the associated strain projection, as discussed later. Using the projection matrix $G$ of the individual vectors, we evaluate the singular values of $L^TL$ as shown in Figure 3.1(e), which indicates that our configuration is full rank, despite the fact that the smallest singular value is close to zero. A full rank Gram matrix indicates that the corresponding configuration can reconstruct the entire strain tensor. However, using multiple helical optical fibers of different pitch angles increases the engineering complexity required to assemble the optical fiber system.

In order to simplify the design, we set our configuration to five equally spaced helical optical fiber with a $20^\circ$ pitch angle, together with a straight optical fiber as shown in Figure 3.1(b). Rearranging the vectors to share the same origin allows us to form a right pentagonal pyramid, as shown in Figure 3.1(d). The straight fiber makes it possible to have all nonzero singular values, as seen in Figure 3.1(f), that imply a full rank Gram matrix. This configuration uses five equally spaced helical optical fibers with constant pitch angle is
Figure 3.1: Optical fiber geometry with (a) six equally spaced vectors of six pitch angles (20°, 30°, 40°, 50°, 60°, and 70°), and (b) five equally spaced vectors of pitch angle of 20° with a straight vector in the middle. Panels (c) and (d) depict tetrahedra and right pentagonal pyramid respectively using the corresponding vectors in (a) and (b) sharing the same origin. The plots in (e) and (f) show singular values of the respective Gram matrices.
less manufacturing challenging than a sweeping helical optical fiber and allows us to obtain measurements at the same position in space along all the helical optical fibers (illustrated in Figure 3.2).

Figure 3.2: Example of five equally spaced helical optical fibers with a diameter of 2.44 cm (about 1 inch) and a pitch angle of 20°. The dots represent measurement at the same length along respective fibers which refer to the same portion of the cable indicated by the horizontal plane. The straight vertical optical fiber is not included in this plot.

Using the configuration in Figure 3.1(b) and analyzing the condition number of the corresponding Gram matrix, we search for the optimum pitch angle between 5° to 50° as shown (solid line) in Figure 3.3. The lowest condition number is around 20°; at this angle the strain projections are mainly contributed by the horizontal components. The vertical vector in our arrangement provides only vertical strain projections. This implies that to accurately reconstruct the entire strain tensor; lower pitch angles are desirable to obtain projections from horizontal strain components as seen in Figure 3.3 where the condition number of the corresponding Gram matrix increases with the pitch angle from 20°. However, we avoid low
pitch angles that are near horizontal to obtain projections from strain components between horizontal and vertical (i.e. $\varepsilon_{xz}$ and $\varepsilon_{yz}$) for accurate reconstruction of the strain tensor as shown in Figure 3.3, where the condition number decreases as the pitch angle approaches $20^\circ$.

![Graph showing condition number and surface-area-to-volume (SA:V) ratio vs. pitch angle.](image)

**Figure 3.3:** The solid line represents the condition number and the dashed line denotes the surface-area-to-volume ratio (SA:V) of a right pentagonal pyramid at different pitch angles for the five vectors in Figure 3.1(d). Both graphs share the same minimum at around $20^\circ$ pitch angle.

We investigate the effects of the geometrical change in Figure 3.1(d) associated with the pitch angle of our configuration in Figure 3.1(b) on the condition number of the corresponding Gram matrix. To quantitatively assess the geometrical implication of our configuration in Figure 3.1(d) which corresponds to a right pentagonal pyramid, we can calculate the surface-area-to-volume ratio (SA:V) as shown (dashed line) in Figure 3.3. SA:V provides us a measure of compactness of the geometry associated with our configuration. Figure 3.3 shows that the lowest SA:V (most compact geometry) corresponds to the pitch angle around $20^\circ$, which coincides with the lowest condition number of the Gram matrix associated with our configuration in Figure 3.1(b). Observing the geometry for high SA:V at $5^\circ$ (Figure 3.4(a)) and $50^\circ$ (Figure 3.4(c)), we can infer that the geometries that are flat or elongated do
not provide a low condition numbers and thus do not lead to robust strain reconstruction. However, Figure 3.4(b) reveals a compact geometry with low SA:V that can provide sufficient projections to describe the surrounding strain tensor for full and accurate reconstruction.

![Figure 3.4: Two-pentagonal pyramid using five vectors with pitch angles of (a) 5°, (b) 20°, and (c) 50°. The three pyramids show the visual relationship between the enclosed surface area and volume.](image)

We investigate the effects of the gauge length on the Gram matrix by considering single measurements as shown (dots) in Figure 3.2. The azimuthal variation of the five equally spaced optical fibers does not affect the Gram matrix as the spacing between measurements are invariant as a function of position along the optical fiber. Using the condition number of the Gram matrix, we can systematically obtain the optimum design parameters (gauge length, diameter and pitch angle of the helical optical fibers) associated with low condition numbers as shown in Figure 3.5 (the colors represent the logarithm of condition number).

We can scan pitch angles from 15° to 35° and diameters of the helical optical cable from 0.01 to 0.03 m, for specific gauge lengths of 0.2, 0.4, 0.6, 0.8, and 1.0 m.

The strain measurement by the DAS system using a helical geometry undergoes strain averaging in the azimuthal direction along the optical fiber within a gauge length. When the gauge length is equal to a multiple of the helix lead (the axial advance of a helix for a complete 360° turn), the DAS measurement does not contain azimuthal information, which translates into an undeniable high condition number in Figure 3.5. If we increase the gauge length for the same diameter and pitch angle (fixed helical optical fiber design parameters), the condition number is increasingly oscillatory, as shown in Figure 3.5. The DAS measure-
Figure 3.5: Condition number of the Gram matrix for pitch angle from 15° to 35° and diameter from 0.01 to 0.03 m. These slices are specifically scanned for but not limited to gauge lengths of 0.2, 0.4, 0.6, 0.8, and 1.0 m.

ment undergoes further azimuthal averaging within a longer gauge length, thus reducing the ability to accurately reconstruct the entire strain tensor. As we decrease the diameter of the helical optical fibers, the oscillations increase in frequency, which is also a result of increased azimuthal averaging. An informed reduction of the design parameters using the condition number ensures a high reconstruction accuracy.

In cases such as a borehole where dimensions (e.g., the diameter) are often limited, we can perform a two-dimensional parameter scan with one of the parameters fixed. In this paper, we show numerical examples of reconstructing the strain tensor using our new approach for identifying optimum parameters for a borehole environment, and we set the diameter of the optical fiber system at 2.44 cm (about 1 inch).
3.3 Numerical examples

Using numerical simulations, we reconstruct the entire 3D strain tensor with the parametrization analysis in a borehole scenario. In the following examples, we limit the dimensions of the helical optical fibers to a diameter of 2.44 cm (about 1 inch) and a pitch angle of 20° as shown in Figure 3.2. By constraining the design parameters for the helical optical fibers, we can search for an optimum gauge length using the condition number of the Gram matrix as shown in Figure 3.6(a). In our example, we scan between 0.05 and 1.10 m; we observe that there are several local minima corresponding to low condition number throughout Figure 3.6(a). The corresponding gauge lengths at these local minima are optimal (i.e. higher accuracy) for strain tensor reconstruction. The oscillating characteristic of the condition number in Figure 3.6(a) shows that the gauge length has to be reduced systematically to ensure a low condition number for high reconstruction accuracy. We illustrate our following examples with gauge lengths of 0.1, 0.5, and 1.0 m, as shown (stars) in Figure 3.6(a). We choose the gauge length of 0.5 m that does not lie at a local minimum to demonstrate that the strain tensor reconstruction of a smaller gauge length may not necessarily be superior to a larger gauge length. This phenomenon is shown through a similar level of reconstruction accuracy in Figure 3.9(c) (gauge length of 0.5 m) and Figure 3.9(e) (gauge length of 1.0 m). If dimension is not a constraint, we can perform similar parameter scan for a range of diameter by limiting the pitch angle and gauge length as shown in Figure 3.6(b) for diameter between 0.01 to 0.03 m using 20° pitch angle and gauge length of 0.1 m.

Using synthetic examples of a complex wavefield, we illustrate the reconstruction of the three dimensional strain tensor from axial strain measurements along the proposed optical fiber geometry using different gauge lengths. We simulate using elastic finite-difference modeling a complex wavefield with triplications (Figure 3.7(d)) caused by a velocity model containing a low-velocity Gaussian anomaly, as shown in Figure 5.10(a). We use smaller than usual gauge lengths such as 0.1 and 0.5 m, which are possible using specially designed optical fibers, as indicated by Farhadioroushan et al. (2016). However, we also perform the
Figure 3.6: (a) The plot shows a 1D parameter scan for the intersection between diameter of 2.44 cm (about 1 inch) and 20° pitch angle of Figure 3.5. The stars mark the condition number for gauge lengths of 0.1, 0.5, and 1.0 m. (b) The plot shows diameter parameter scan by the fixing pitch angle at 20° and the gauge length at 0.1 m. The star marks the location at diameter of 2.44 cm (about 1 inch). The star with circle indicates the same combinations of parameters for both panels.
analysis using a gauge length of 1.0 m to show the effect of a more conventional fiber system.

Our experiment setup with a source indicated by a dot and receivers indicated by a straight line of coordinates \((x_b, y_b)\) is shown in Figure 3.7(a). Figure 3.7(b), shown in a strain tensor matrix layout, represents our target strain tensor reconstruction observed along the receiver location at \((x_b, y_b)\). The horizontal and vertical axes of the individual panels represent the reconstructed measurements along the optical fiber and time respectively. Using a gauge length of 0.1 m, we can reconstruct the strain tensor as shown in Figure 3.8(a). The difference plot between the observed and reconstructed strain tensor amplified 10 times is shown in Figure 3.8(b). We measure reconstruction quality with the residual sum of squares normalized as

\[
\eta = \frac{\|m^{\text{obs}} - m^{\text{rec}}\|^2}{\|m^{\text{obs}}\|^2} \times 100, \tag{3.5}
\]

where \(m^{\text{obs}}\) represents the observed strain tensor and \(m^{\text{rec}}\) represents the reconstructed strain tensor. The scalar values for \(\eta\) using a gauge length of 0.1 m are less than \(10^{-4}\%\).

Figure 3.8(c) shows the reconstructed strain tensor using the same configuration, but with the gauge length at 0.5 m. The differences in Figure 3.8(d) (also amplified 10 times) suggest that the increase of gauge length has minimal impact on our reconstruction. Although the calculated values for \(\eta\) increase overall with the larger gauge length, the highest \(\eta\) is less than \(10^{-2}\%\), which is still a very high level of accuracy for practical applications. Figure 3.8(e) shows the results of performing the same reconstruction using a gauge length of 1.0 m. Although we can observe some minor differences in Figure 3.8(f) (also amplified 10 times), the highest \(\eta\) is less than \(10^{-2}\%\) which is lower than the accuracy we get when we use a gauge length of 0.5 m. This result indicates that reducing the gauge length does not necessarily improve the reconstruction accuracy; it moreover shows that careful analysis (as presented in Figure 3.6(a)) of the optical fiber parameters is needed for accurate reconstruction. It is worth noting that the parameter combination using gauge length of 0.5 m is not optimal as
Figure 3.7: (a) Schematic representation of a DAS experiment depicting the source (dot) and receiver (line) locations. (b) The ideal strain tensor that we would like to reconstruct from DAS measurements. (c) The P-wave velocity model containing a low velocity Gaussian anomaly designed to produce wavefield triplications. The S-wave velocity is half of the P-wave velocity. (d) A snapshot of the vertical displacement wavefield.
it does not reside at a local minimum. Such combination of parameters leads to less robust reconstruction under the presence of noise, as shown in Figure 3.9(c). Diverging further from the local minimum, i.e., shifting the point for gauge length of 0.5 m as in Figure 3.6(a) to the upward-left, increases the noise level in the reconstructed strain tensor tremendously.

Since the strain tensor reconstruction for the gauge lengths of 0.1, 0.5, and 1.0 m is successful without noise, we repeat the process by adding random noise with amplitude up to 30% of the data maximum amplitude (i.e. strain projections) and in the data frequency band. In places where the signals are weak, the noise overwhelsms the signal. Using a gauge length of 0.1 m, the reconstruction shown in Figure 3.9(a) is a success. The difference plot in Figure 3.9(b) shows primarily random noise. Figure 3.9(c) shows the reconstruction results by increasing the gauge length to 0.5 m. We observe stronger arrivals although the results are noisy. The difference plot shown in Figure 3.9(d) contains primarily noise. Figure 3.9(e) shows the reconstruction using a gauge length of 1.0 m, and it shows a similar result compared to the gauge length of 0.5 m. The same observation applies to the difference plot in Figure 3.9(f). The comparable quality of reconstruction between gauge length of 0.5 and 1.0 m shows that reducing gauge length significantly (half in this case) does not necessarily lead to improved reconstruction quality.

3.4 Discussion

We demonstrate full strain tensor reconstruction with a high level of accuracy using six optical fibers (five equally spaced helical optical fiber with a pitch angle of 20° and a straight optical fiber). Our results under the presence of noise show the importance of design parameters using the condition number, as reducing the gauge length does not guarantee improvements in reconstruction. However, small but achievable gauge length with low condition number such as 0.1 m provides a robust strain tensor reconstruction due to the low condition number of the Gram matrix. A larger diameter of the helical configuration allows for a larger gauge length which improves the reconstruction results in noisier environments. A relaxed diameter dimension would be more desirable in applications such as in a surface
Figure 3.8: Strain tensor reconstructed with five equally spaced helical optical fibers and a straight optical fiber using a gauge length of (a) 0.1 m, (c) 0.5 m, and (e) 1.0 m. (b), (d), and (f) are the difference between the ideal strain tensor in Figure 3.7(b) and the respective reconstructed tensor in (a), (c), and (e) magnified 10 times.
Figure 3.9: Strain tensor reconstructed from data containing random noise with 30% of the maximum data amplitude and band-limited to the data band with five equally spaced helical optical fibers and a straight optical fiber using a gauge length of (a) 0.1 m, (c) 0.5 m, and (e) 1.0 m. (b), (d), and (f) are the difference between the ideal strain tensor in Figure 3.7(b) and the respective reconstructed tensor in (a), (c) and (e).
Using our proposed configuration, we can analyze the design parameters for the helical optical fibers systematically. Scanning can be done in a general manner as shown in Figure 3.5 or under certain constraints (diameter or pitch angle of the helical optical fiber) as shown in Figure 3.6(a). The design goal is to obtain parameters that have the lowest possible condition number of the Gram matrix $G^TA^TAG$ calculated from the averaging $A$ and projection $G$ matrices, while also satisfying engineering constraints for optical fiber construction. Numerous configuration of equivalent robustness and quality are possible. In the presence of optical fiber geometry uncertainty, we can use a weighting operator in the reconstruction process or the shape-sensing method (Moore and Rogge, 2012), as discussed in our previous paper (Lim Chen Ning and Sava, 2016) to improve our reconstruction results.

### 3.5 Conclusions

We demonstrate that high resolution multicomponent distributed acoustic sensing data is achievable by using strain projections along several optical fibers to reconstruct all components of the 3D strain tensor. Five equally spaced helical optical fibers, together with a straight optical fiber can be used for reconstruction without assuming that strain changes slowly along the fiber, as shown by Lim Chen Ning and Sava (2016). We thus overcome the requirement that the seismic wavelength be significantly larger than the window, and achieve multicomponent strain reconstruction with high spatial resolution. This method opens the possibility for acquisition of shorter seismic wavelengths, which aids imaging and reservoir characterization applications. Numerical examples show that our method can reconstruct the full 3D strain tensor for wavefields of arbitrary complexity, and in the presence of strong noise in the band of the seismic data.
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3.7 Appendix

This appendix describes the strain projection along the optical fiber.

3.7.1 Strain Projection

The strain projection measurement of the surrounding strain tensor along the optical fiber can be expressed through coordinate transformation as (Young and Budynas, 2002)

\[
\bar{\varepsilon} = R\varepsilon R^T,
\]

where \(\bar{\varepsilon}\) and \(\varepsilon\) denote the strain tensors in the new and original coordinate systems, respectively. \(R\) represents the transformation (also known as rotation) matrix. Since the transformation matrix is given by the directional cosines between the intrinsic and global coordinate system, the transformation matrix can be expressed through the intrinsic coordinate system using tangent \(t\), normal \(n\) and binormal \(b\) unit vectors with respect to the global coordinate system as

\[
R = \begin{bmatrix}
R_{11} & R_{12} & R_{13} \\
R_{21} & R_{22} & R_{23} \\
R_{31} & R_{32} & R_{33}
\end{bmatrix} = \begin{bmatrix}
t_x & t_y & t_z \\
n_x & n_y & n_z \\
b_z & b_y & b_z
\end{bmatrix},
\]

where the rows of the transformation matrix \(R\) is represented by the tangent \(t = \{t_x, t_y, t_z\}\), normal \(n = \{n_x, n_y, n_z\}\) and binormal \(b = \{b_x, b_y, b_z\}\) unit vectors of intrinsic coordinate system. Since DAS measures axial strain along the optical fiber, it is sufficient to use the tangent vector \(t\) of the optical fiber to perform the axial strain tensor projection. Hence, we can narrow equation 3.6 to the rotated axial strain measurement in 3D at a location along
the optical fiber as follows

\[ \mathbf{p} = \mathbf{G} \mathbf{m} \]

\[
\begin{bmatrix}
\bar{\varepsilon}_t \\
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
\varepsilon_{xy} \\
\varepsilon_{xz} \\
\varepsilon_{yz}
\end{bmatrix}
= 
\begin{bmatrix}
R_{11}^2 & R_{12}^2 & R_{13}^2 & 2R_{11}R_{12} & 2R_{11}R_{13} & 2R_{12}R_{13}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
\varepsilon_{xy} \\
\varepsilon_{xz} \\
\varepsilon_{yz}
\end{bmatrix},
\] (3.8)

where the projected strain data \( \mathbf{p} \) represents strain projection measurements \( \bar{\varepsilon}_t \) onto the tangent vector \( \mathbf{t} \). The matrix \( \mathbf{G} \) represents the expanded rotation matrix from equation 3.7. \( \mathbf{m} \) is the vectorized strain tensor \( \varepsilon = \{\varepsilon_{xx}, \varepsilon_{yy}, \varepsilon_{zz}, \varepsilon_{xy}, \varepsilon_{xz}, \varepsilon_{yz}\} \) on the original coordinate system.
CHAPTER 4
SEISMIC SOURCE MECHANISM IMAGING
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Wavefield-based solutions are robust and facilitate straightforward seismic source parameter estimation. The potential to access multicomponent stress and particle displacement data through new technology such as distributed acoustic sensing (DAS) allows us to formulate the source mechanism imaging problem using full anisotropic elastic wavefields. We propose a method that enables us to obtain the source location and mechanism simultaneously, without the need for lengthy iterative inversion. Our technique requires knowledge of the medium model parameters (also a requirement for any other wavefield-based method) for reverse-time wavefield extrapolation, and the source wavelet (which can be reasonably well estimated) for the imaging condition. The source location and mechanism are inherent products of our imaging process. For high-resolution imaging, least-squares solutions diminish artifacts due to limited receiver coverage and illumination. We validate our approach using multiple 3D numerical experiments with various combinations of source mechanisms, demonstrating its capability to recover accurate source parameters.

4.1 Introduction

Seismic source imaging is widely used in seismology, especially for earthquake and microseismic monitoring and characterization. The source parameters such as location, excitation
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time, and focal mechanism are of great interest as they provide information about reservoirs subject to hydraulic fracturing (Baig and Urbancic, 2010). The source information also allows us to quantify the extent (width and distance) of the induced fractures. Through the source mechanism, we can infer the fracture orientation that enables timely strategic decisions for borehole placement to improve reservoir production (Maxwell et al., 2010).

The source parameters can be obtained through waveform tomography for simultaneous multi-source parameter inversion based on the amplitude and phase information of the recorded data. Waveform tomography utilizes adjoint wavefields simulated by reverse time extrapolation (Tromp et al., 2005; Kim et al., 2011; Jarillo Michel and Tsvankin, 2014, 2015, 2017). Alternatively, one can use reverse-time imaging for source location (Artman et al., 2010; Li et al., 2017), or can adopt optimization-based source imaging for reduced truncation artifacts and higher resolution (Fukahata et al., 2013; Bazargani and Snieder, 2015; Nakahara and Haney, 2015). Kawakatsu and Montagner (2008) as well as Gharti et al. (2011) outline the theory of reverse time imaging to provide an approximate estimate of the seismic source mechanism by conventional amplitude-based inversions, i.e., using the Greens functions. Similarly, Montagner et al. (2012) demonstrate the use of reverse time wavefields to retrieve the source mechanism (moment tensor) from long period waves. Aside from wavefield-based imaging methods, Chambers et al. (2014) investigate the use of diffraction stacking to obtain the source mechanism through imaging.

In this paper, we propose to use reverse-time wavefield extrapolation to obtain the seismic source mechanism through imaging without the need for lengthy iterative inversion. Our method requires both stress and particle displacement data to reconstruct accurately subsurface wavefields in heterogeneous and anisotropic media. Although stress data are not commonly acquired, we frame our method in the context of new acquisition technologies such as distributed acoustic sensing (DAS) that measures strain along optical fibers. We can obtain multicomponent DAS strain measurements using novel optical fiber configurations (Lim Chen Ning and Sava, 2016, 2018b, 2017). Assuming knowledge of the Earth’s material
properties surrounding the optical fiber, we can compute stress from strain via conventional constitutive relations (Aki and Richards, 2002). Without loss of generality, we can formulate our imaging approach with either stress or particle displacement data as special cases. The source image contains information about its source location and mechanism.

We demonstrate the proposed imaging process using 3D numerical simulations that mimic passive seismic experiments. We test our algorithm with multiple source mechanism consisting of moment tensor or body force sources. The tested acquisition geometry includes both spherical receiver distributions for full aperture analysis, as well as surface receivers to emulate practical microseismic observation arrays.

4.2 Theory

We describe elastic-wave propagation using the second-order partial differential equations in space $x$ and time $t$ consisting both stress tensor $\mathbf{t}(x, t)$ and particle displacement vector $\mathbf{u}(x, t)$ wavefields (Aki and Richards, 2002)

$$\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = D \mathbf{t} + \mathbf{f}, \quad (4.1)$$

where $D$ represents the divergence operator. $\rho(x)$ is the density and $\mathbf{f}(x, t)$ is the external volume force. Under the assumption of linear elasticity the stress $\mathbf{t}(x, t)$ is related to strain $\mathbf{e}(x, t)$ through the constitutive relation

$$\mathbf{t} = c \mathbf{e} + \mathbf{m}, \quad (4.2)$$

where $c(x)$ is the stiffness tensor and $\mathbf{m}(x, t)$ is the seismic moment tensor source acting as stress perturbation. The relation between the strain $\mathbf{e}(x, t)$ tensor and particle displacement $\mathbf{u}(x, t)$ is

$$\mathbf{e} = \frac{1}{2} [\nabla \mathbf{u} + (\nabla \mathbf{u})^\top] = \mathbf{H} \mathbf{u}, \quad (4.3)$$
where the operator $H$ captures the geometric relation between strain and particle displacement. We express the seismic moment tensor source as

$$m = s^m M,$$  \hspace{1cm} (4.4)

where $M(x)$ is a unitless matrix that determines the magnitude of the moment tensor source. $s^m(t)$ denotes the moment tensor source wavelet with units of stress (force per unit area).

Similarly, we express the body force vector as

$$f = s^f F,$$  \hspace{1cm} (4.5)

where $F(x)$ is a unitless vector that determines the magnitude of the body force source. $s^f(t)$ represents the body force source wavelet with units of force density (force per unit volume). We can interpret $M(x)$ and $F(x)$ as images that show the source location and its associated mechanism. Following the notations in equations 4.4 and 4.5, we can define the moment tensor source term in matrix form as

$$\begin{bmatrix} m_0 \\ m_1 \\ m_2 \\ \vdots \end{bmatrix} = \begin{bmatrix} s^m_0 \\ s^m_1 \\ s^m_2 \\ \vdots \end{bmatrix} \begin{bmatrix} M \end{bmatrix},$$  \hspace{1cm} (4.6)

and the corresponding body force source term as

$$\begin{bmatrix} f_0 \\ f_1 \\ f_2 \\ \vdots \end{bmatrix} = \begin{bmatrix} s^f_0 \\ s^f_1 \\ s^f_2 \\ \vdots \end{bmatrix} \begin{bmatrix} F \end{bmatrix}.$$  \hspace{1cm} (4.7)

The images $M(x)$ and $F(x)$ scale the respective source wavelets to generate the external sources $m(x, t)$ and $f(x, t)$ for wavefield extrapolation. We solve equations 4.1 and 4.2 using the finite-difference representation of the time-derivative leading to the recursive relations for stress

$$t = c H u + M s^m,$$  \hspace{1cm} (4.8)
and particle displacement

\[ u_+ = 2u + \frac{\Delta t^2}{\rho} (D \mathbf{t} + F \mathbf{s}) - u_-. \]  \hspace{1cm} (4.9)

These recursive equations allow us to compute the subsequent time wavefield \( u_+ \) from wavefields at the current time \( u \) and at preceding time \( u_- \). In matrix form, we express the recurrent equations 4.8 and 4.9 as

\[
\begin{bmatrix}
I & -\frac{\rho}{\Delta t^2} \mathbf{H} \\
-\frac{\rho}{\Delta t^2} & \frac{\rho}{\Delta t^2} & 0 & \ldots \\
\frac{\rho}{\Delta t^2} & -\frac{\rho}{\Delta t^2} & \frac{\rho}{\Delta t^2} & \ldots \\
0 & \frac{\rho}{\Delta t^2} & -\frac{2\rho}{\Delta t^2} & \ldots \\
\vdots & \vdots & \vdots & \ddots \\
-D
\end{bmatrix}
\begin{bmatrix}
\mathbf{t}_0 \\
\mathbf{t}_1 \\
\mathbf{t}_2 \\
\vdots \\
\mathbf{u}_0 \\
\mathbf{u}_1 \\
\mathbf{u}_2 \\
\vdots
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{m}_0 \\
\mathbf{m}_1 \\
\mathbf{m}_2 \\
\vdots \\
\mathbf{f}_0 \\
\mathbf{f}_1 \\
\mathbf{f}_2 \\
\vdots
\end{bmatrix} \hspace{1cm} (4.10)
\]

where \( \mathbf{m} \) and \( \mathbf{f} \) are the input wavefields, i.e., the source, and \( \mathbf{t} \) and \( \mathbf{u} \) are propagating wavefields. We solve for \( \mathbf{t} \) and \( \mathbf{u} \) from the top, i.e., forward in time, using the moment tensor and the body force sources. The forward operator takes a wavefield \( \mathbf{d} = [\mathbf{m}, \mathbf{f}] \) and generates a wavefield \( \mathbf{w} = [\mathbf{t}, \mathbf{u}] \) by propagating forward in time:

\[ \mathbf{Lw} = \mathbf{d}. \]  \hspace{1cm} (4.11)

The adjoint operator takes the wavefield \( \mathbf{w} = [\mathbf{t}, \mathbf{u}] \) and generates the adjoint wavefield \( \mathbf{d}^* = [\mathbf{m}^*, \mathbf{f}^*] \) by propagating backward in time:

\[ \mathbf{w} = \mathbf{L}^* \mathbf{d}^*. \]  \hspace{1cm} (4.12)
In matrix form, we can write equation 4.12 as

\[
\begin{bmatrix}
I & -D^\dagger & H^\dagger c & -2\rho & \frac{\rho}{\Delta t^2} & \frac{\rho}{\Delta t^2} & 0 & \ldots \\
-2\rho & \rho & 0 & \ldots \\
\frac{\rho}{\Delta t^2} & -2\rho & \frac{\rho}{\Delta t^2} & \ldots \\
0 & \frac{\rho}{\Delta t^2} & -2\rho & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\begin{bmatrix}
m_0^* \\
m_1^* \\
m_2^* \\
\vdots \\
m_n^*
\end{bmatrix}
= 
\begin{bmatrix}
t_0 \\
t_1 \\
t_2 \\
\vdots \\
u_0 \\
u_1 \\
u_2
\end{bmatrix}. \quad (4.13)
\]

We solve for \( m^* \) and \( f^* \) from the bottom, i.e., backward in time, using the sources \( t \) and \( u \).

The time reversal iterative equation for the adjoint strain is

\[
m^* = D^\dagger f^* + t
\]

and the adjoint particle displacement is

\[
f^*_m = 2f^* + \frac{\Delta t^2}{\rho} \left( H^\dagger c m^* + u \right) - f^*_u,
\]

where \( m^* \) denotes the adjoint strain and \( f^* \) is the adjoint particle displacement. Finally, we obtain the respective adjoint source mechanism image using the adjoint fields as zero lag crosscorrelation with the moment tensor source wavelet

\[
\begin{bmatrix}
M^* 
\end{bmatrix}
= \begin{bmatrix}
m_0^* \\
m_1^* \\
m_2^* \\
\vdots
\end{bmatrix}
\]

and the body force source wavelet

\[
\begin{bmatrix}
F^* 
\end{bmatrix}
= \begin{bmatrix}
f_0^* \\
f_1^* \\
f_2^* \\
\vdots
\end{bmatrix}. \quad (4.16)
\]

and the body force source wavelet

\[
\begin{bmatrix}
F^* 
\end{bmatrix}
= \begin{bmatrix}
f_0^* \\
f_1^* \\
f_2^* \\
\vdots
\end{bmatrix}. \quad (4.17)
\]
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We represent the forward cascading operations in equations 4.6, 4.7 and 4.10 through forward operator

\[ G_n = w \]  \hspace{1cm} (4.18)

and the equivalent adjoint cascading operations in equations 4.13, 4.16 and 4.17 by the adjoint operator

\[ n = G^\dagger w. \]  \hspace{1cm} (4.19)

The forward operator \( G \) generates data \( w \) comprising of stress \( t \) and particle displacement \( u \) from source mechanism image \( n \) of moment tensor \( M \) and body force \( F \) sources. The adjoint operator \( G^\dagger \) forms an image representing the source mechanism and is analogous to the gradient for the centroid-moment tensor inversion method (Kim et al., 2011). Since we formulate both the forward (equation 4.18) and adjoint (equation 4.19) operations, we can perform least-squares imaging to obtain high-resolution source mechanism images as

\[ n = (G^\dagger G)^{-1} G^\dagger w. \]  \hspace{1cm} (4.20)

We can interpret \( G^\dagger G \) as a point spread function (PSF) that blurs (via convolution) the image \( n \). Least-squares imaging deconvolves the PSF to generate high-resolution images. Note that we present a general formulation that includes both stress and displacement data together with both seismic source mechanisms of moment tensor and body force sources. Nonetheless, simplification such as reducing the data requirement to either stress or displacement is possible without any loss of generality. The same is true for the moment tensor and body force sources as they contain complementary information.

4.3 Numerical examples

To analyze the theoretical performance of our proposed method, we perform a passive seismic numerical simulation with full aperture geometry. This ideal coverage enables us to discount the possibility of truncation artifacts through inadequate wavefield sampling to
impair our analysis. We also show a review of our technology with a surface seismic acqui-
sition to demonstrate the feasibility of our technique in a realistic scenario. The following
examples cover reverse-time migrations and least-squares solutions. We present the source
mechanism images using the tensor-vector matrix layout
\[
\begin{bmatrix}
M_{xx} & M_{xy} & M_{xz} \\
F_x & M_{yy} & M_{yz} \\
F_y & F_z & M_{zz}
\end{bmatrix},
\]
which combines the stress tensor (in red) in its natural matrix representation together with
the particle displacement vector wavefield in a combined $3 \times 3$ plot.

We set up our perfect aperture experiment using a constant elastic model with compres-
sional velocity of 2400 m/s, shear velocity of 1300 m/s, and density of 1000 kg/m$^3$. Figure 4.1(a) illustrates the acquisition geometry with the source (in red) and spherical receiver
(in black), emulating a passive seismic example. Note that the receivers are nearly evenly
distributed on the sphere using a Fibonacci lattice (González, 2010). Table 4.1 represents
the six different combinations of source mechanisms for analysis using the same acquisition
geometry. Table 4.1 shows a summary of the figures and the corresponding source mecha-
nisms. The image consists of three different slices of the 3D cube along the principal axes
centered at the source location.

\begin{table}[h]
\centering
\caption{Summary of all the 3D source mechanism experiment.}
\begin{tabular}{|c|cccccccc|}
\hline
Experiment & $M_{xx}$ & $M_{yy}$ & $M_{zz}$ & $M_{yz}$ & $M_{xz}$ & $M_{xy}$ & $F_x$ & $F_y$ & $F_z$ \\
\hline
1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
\hline
2 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\hline
\end{tabular}
\end{table}
Figure 4.1: 3D microseismic experiment setup with receivers providing (a) ideal spherical coverage and (b) surface seismic acquisition. The red dot represents the source location.

The first experiment in Table 4.1 resembles a double-couple earthquake source in the $xz$-plane. Figure 4.2 shows nine panels that populate the moment tensor matrix $\mathbf{M}$ and the body force vector $\mathbf{F}$. We observe components of the source image that are symmetric in some axes, i.e., the image panel of $F_x$ along the vertical axis or the image panel of $F_z$ along the horizontal axis. However, of particular interest is the image panel of $M_{xz}$ that is symmetric along both major axes which coincide with our exact source mechanism at $M_{xz} = -1$ as the only nonzero component. The negative blue dot in panel $M_{xz}$ shows the source location. Table 4.2 shows a summary of the image symmetry with the corresponding elements of the source mechanism. We obtain higher resolution source mechanism images through the least-squares formulation in equation 4.20. Comparing Figure 4.2 to Figure 4.3, the least-squares images are sharper and provide a more compact representation of the source image due to the removal of the PSF blurring effect. For the remaining examples, we focus on the source images from least-squares.
Table 4.2: $xz$-plane double-couple source mechanism and image symmetry comparison.

<table>
<thead>
<tr>
<th>symmetry</th>
<th>M$_{xx}$</th>
<th>M$_{yy}$</th>
<th>M$_{zz}$</th>
<th>M$_{yz}$</th>
<th>M$_{xz}$</th>
<th>F$_x$</th>
<th>F$_y$</th>
<th>F$_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>values</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4.2: Source mechanism reverse time migration using the experiment setup in Figure 4.1(a) with seismic moment tensor $M = \{0, 0, 0, -1, 0\}$. 
Figure 4.3: Source mechanism Least-squares reverse time migration corresponding to the images in Figure 4.2 with seismic moment tensor $M = \{0,0,0,-1,0\}$. 
We demonstrate the ability of our method to identify source mechanism with multiple nonzero components such as an explosion. The source images in Figure 4.4 that display symmetry are on the main diagonal of the moment tensor images that indicates an explosive source. The source images consist of stacked spheres along the components associated with the principal axis, i.e., $M_{xx}$, $M_{yy}$, and $M_{zz}$ along $x$-, $y$-, and $z$-axis respectively. Besides that, we perform least-squares imaging on body force source such as a seismic vibrator source. In Figure 4.5, we use a vertical body force as our source mechanism. The only panel that shows symmetry is $F_z$ which demonstrates the capability of our method to identify both moment tensor and body force sources. This is important for scenarios where the recorded data is insufficient to describe the moment tensor source, we can define them through its body force equivalent.

We repeat the experiment using surface receivers (Figure 4.1(b)) to demonstrate our method by using surface monitoring methods to test the robustness against wavefield truncation artifacts. The limited aperture which translates to inadequate sampling of the wavefield may lead to inaccurate identification of the source mechanism from the artifacts. However, we demonstrate the robustness of our method through least-squares to minimize artifacts. For comparison with the full aperture scenario, we use the same double-couple earthquake source example in Figure 4.2 but deploying surface receivers instead. The least-squares solution in Figure 4.6 shows that only panel $M_{xz}$ describes the symmetry for source mechanism identification, although a reduction in compactness of the source image due to the limited aperture of a single-sided illumination from the top.

4.4 Discussion

We demonstrate the ability to locate and identify the seismic source mechanism accurately. Since our formulation is derived from the elastic anisotropic wave equation, our method can be applied to media of arbitrary anisotropy and heterogeneity given the media parameters are known (also a requirement for any other wavefield-based method). The source mechanism imaging method provides a fast and robust way to obtain the source pa-
Figure 4.4: Source mechanism *Least-squares* reverse time migration for seismic moment tensor $M = \{1, 1, 1, 0, 0, 0\}$. 
Figure 4.5: Source mechanism **Least-squares** reverse time migration for body force vector $F = \{0, 0, 1\}$. 
Figure 4.6: Source mechanism **Least-squares** reverse time migration using the surface seismic acquisition geometry in Figure 4.1(b) for seismic moment tensor $\mathbf{M} = \{0, 0, 0, 0, -1, 0\}$. 
rameters without the need for lengthy iterative inversion. However, to reduce aperture and source wavelet related artifacts, we are required to perform least-squares imaging that would increase the computational cost. Our imaging method and conventional inversion-based methods are related in that the source images form the gradient for waveform inversions. The imaging condition in equation 4.16 is comparable to the moment tensor gradient defined from the Fréchet derivatives by Kim et al. (2011) in their centroid-moment tensor inversion method. Besides the moment tensor image, our approach also provides the body force image which is essential when the observed data are not capable to adequately describe the moment tensor source. A natural extension of our approach is to use all of the source images (\( \mathbf{M} \) and \( \mathbf{F} \)) to perform waveform-based inversion to obtain medium parameters. The least-squares imaging provides high-resolution source images and could accelerate waveform inversions.

4.5 Conclusions

We demonstrate a wavefield-based imaging method that can robustly and accurately locate seismic sources and identify its mechanism. Our technique requires both stress and particle displacement data but can be formulated using either stress or particle displacement as special cases. This methodology leverages strain and displacement acquisition using novel multicomponent DAS acquisition. Our source images naturally identify the source mechanism as they are individual images for the respective moment tensor and body force components. The ability to obtain the source location and mechanism without the need for lengthy iterative processes could potentially allow practitioners to make timely decisions about the reservoirs for immediate business impact. Our method using the least-squares solution facilitates fast and accurate waveform inversion for source and medium parameters. The methodology presented in this paper applies to media of arbitrary anisotropy and heterogeneity.
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Reverse time migration (RTM) is capable of producing seismic images of complex geology by correlating extrapolated source and receiver wavefields. RTM is commonly regarded as a memory intensive operation because the source and receiver are not synchronous, which fundamentally require wavefield storage. Many methods are proposed to manipulate the source wavefield efficiently, such as storing the wavefield in the boundary layer followed by its reconstruction as necessary. However, the memory requirement is still considerably voluminous due to the need to save at least several layers around the computational zone. By using the integral solution of the representation theorem enclosing the computational volume, we can reduce the boundary storage to a single layer and still precisely extrapolate the wavefield back into the volume. Building on this idea, we propose the reconstruction of the source wavefield for elastic RTM and waveform inversion from a single layer of the boundary enclosing the computational domain. This reduces the memory and the computational requirements, which is especially important for large-scale 3D experiments. Numerical examples demonstrate the effectiveness of our proposed method to successfully reconstruct the source wavefield from a single boundary layer without lessening the ability to produce accurate representations of the subsurface of arbitrary anisotropy and heterogeneity. We test our method to a distributed acoustic sensing (DAS) vertical seismic profile (VSP) dataset from the Eagle Ford shale formation.
5.1 Introduction

Reverse time migration (RTM) is a household name in the world of exploration seismology and has become one of the primary workhorses for subsurface seismic imaging in complex geologic settings. The underlying principle of RTM involves correlation of source and receiver wavefields reconstructed in the entire image space. These wavefields are obtained through forward and backward wavefield extrapolation from the source function and the recorded data, respectively. For correlation, the two wavefields need to be available at all times and positions. A naive implementation of RTM would compute and save both source and receiver wavefields prior to correlation. For large-scale 3D experiments, accessing such large 4D (space and time) hypercubes is hugely expensive, both regarding storage and I/O. Since the RTM imaging condition implies zero-lag crosscorrelation, we can lessen the storage burden by accruing the image gradually as we access the reconstructed wavefields. Doing so requires wavefields readily available for simultaneous access which suggests large storage and costly I/O. Per contra, there are ways to efficiently store parts of the source wavefield to be reconstructed on the fly as we extrapolate the receiver wavefields backward in time. This approach reduces the I/O load significantly by a slight increase in computation cost.

A natural way to address the storage problem is to save intermediate time snapshots of the source wavefield hypercube and recursively fill in the wavefield at other times when necessary for correlation with the receiver wavefield (Symes, 2007; Anderson et al., 2012). This method is known as optimal checkpointing which is effective, yet still memory and computationally intensive. An alternative to significantly reduce storage requirements while reconstructing the source wavefield is to store the wavefield at a conventional boundary (Dussaud et al., 2008; Nguyen and McMechan, 2014; Yang et al., 2014) or a random boundary (Clapp, 2009; Shen and Clapp, 2011, 2015; Jia and Yang, 2017). Since the deployment of the random boundary reconstructs the source wavefield at the price of slight artifacts from the generation of scattered wavefields due to the random perturbations of material properties in the boundary zone, we focus on methods that utilize the conventional boundary method.
Accurate reconstruction of the source wavefield from the boundary requires storage of at least half the finite-difference stencil size. We can achieve further storage reduction by saving intermediate time steps, followed by filling in through interpolation (Yang et al., 2016). However, as we increase the accuracy of finite-difference, the boundary layer required for reconstruction increases along with the storage volume. Reducing the boundary layer size can be accomplished by a linear combination of the wavefields along the boundary at the expense of modest reconstruction errors (Liu et al., 2015). An alternative is to gradually reduce the finite-difference order as we approach the boundary, yet again with the loss of accuracy (Bo and Huazhong, 2011). To further decrease storage at a single boundary layer and maintain accuracy, one can improve the reconstruction through the Lax-Wendroff method by obtaining spatial derivative from temporal derivatives on the boundary (Tan and Huang, 2014; Mulder, 2017).

As an alternative to achieve significant memory storage reduction, we can use the representation theorem as the primary mechanism to reconstruct wavefields from minimal information available on the boundary of the domain through the deployment of so-called the multiple point sources (Morse and Feshbach, 1953; Masson et al., 2013). The source wavefield recorded on a single boundary layer (the surface) is reconstructed via multiple point source injection into the computational domain which is equivalent to the integral solution of the representation theorem (Aki and Richards, 2002; Wapenaar, 2014). This method is successfully demonstrated by Vasmel and Robertsson (2016), using the acoustic wave approximation.

The acoustic approximation is inadequate to characterize the Earth’s elastic subsurface accurately. However, imaging methods based on the full elastic anisotropic wave equation are both expensive computationally and from the storage perspective. Ravasi and Curtis (2013) exploit the representation theorem for receiver-side exact elastic wavefield extrapolation for subsurface imaging that avoids nonphysical waves, i.e., wave modes reconstructed during reverse-time extrapolation that were not present in the observed data. In this paper,
we utilize the representation theorem to accurately reconstruct the elastic source wavefield from data stored on a single boundary layer. This methodology applies to memory intensive applications such as elastic RTM or elastic waveform tomography. Raknes and Weibull (2016) demonstrate a reconstruction by approximating the representation theorem at the cost of generating nonphysical wave modes. In this paper, we honor the full representation theorem as we illustrate the feasibility of this method numerical examples of elastic RTM using forward-propagated wavefields and reconstructed wavefields derived from stored boundaries.

5.2 Theory

We describe elastic-wave propagation using the second-order partial differential equations in space $x$ and time $t$ consisting both stress tensor $t(x, t)$ and the particle displacement vector $u(x, t)$ wavefields (Aki and Richards, 2002)

$$\rho \frac{\partial^2 u}{\partial t^2} = \nabla \cdot t + f,$$

(5.1)

where $\rho(x)$ is the density and $f(x, t)$ is the external volume force. The stress $t(x, t)$ and strain $e(x, t)$ tensors are related through the constitutive relation with the assumption of linear elasticity by

$$t = c(e + h),$$

(5.2)

where $h(x, t)$ is the external deformation source which together with stiffness tensor $c(x)$ to forms a stress perturbation source $m(x, t) = c(x) h(x, t)$. The relationship between the strain tensor and the particle displacement is

$$e = \frac{1}{2} [\nabla u + (\nabla u)^T],$$

(5.3)

The representation theorem describing the particle motion in a volume $\Omega$ due to a body force $f$ together with the traction $t \cdot n$ and the displacement on the surface $\partial \Omega$ is given in
the convolution form as (Aki and Richards, 2002)

\[
\mathbf{u}(\mathbf{x}) = \iiint_{\Omega} dV \mathbf{f}(\xi) \ast \mathbf{G}(\mathbf{x}, \xi) + \iint_{\partial\Omega} ds \left[ \mathbf{t}(\xi) \ast \mathbf{G}(\mathbf{x}, \xi) - \mathbf{c} \mathbf{u}(\xi) \ast \frac{\partial \mathbf{G}(\mathbf{x}, \xi)}{\partial \xi} \right] \cdot \mathbf{n},
\]

(5.4)

where \( \ast \) denotes time convolution. \( \xi \) and \( \mathbf{x} \) are the source and evaluation locations, respectively. The vector \( \mathbf{n} \) is the normal to the surface \( \partial\Omega \) enclosing the volume \( \Omega \). Figure 5.1 illustrates the physical elements of the representation theorem. If we assume that there are no external volume forces \( \mathbf{f} \) present, the volume integral vanishes. The surface integral disappears under the assumption of a homogeneous boundary condition (Gangi, 1970). When the traction \( \mathbf{t} \cdot \mathbf{n} \) and the displacement \( \mathbf{u} \) on the surface \( \partial\Omega \) enclosing the volume \( \Omega \) are excited from the external volume force \( \mathbf{f} \) within the volume, i.e. the data recorded on a surface, we can express the particle displacement \( \mathbf{u} \) wavefield inside the volume \( \Omega \) surrounded by the surface \( \partial\Omega \) as

![Figure 5.1: Schematic diagram to illustrate the elements of the representation theorem. The black circle denotes the surface \( \partial\Omega \) enclosing a volume \( \Omega \) with the corresponding normal vector \( \mathbf{n} \) pointing outwards. The red circles denote the locations of sources/receivers.](image)

\[
\mathbf{v}(\mathbf{x}) = -\iint_{\partial\Omega} ds \left[ \mathbf{t}(\xi) \ast \mathbf{G}(\mathbf{x}, \xi) - \mathbf{c} \mathbf{u}(\xi) \ast \frac{\partial \mathbf{G}(\mathbf{x}, \xi)}{\partial \xi} \right] \cdot \mathbf{n}.
\]

(5.5)

The Green’s function \( \mathbf{G}(\mathbf{x}, \xi) \) in equation 5.5 denotes a wave-propagator using the external volume force \( \mathbf{f} \) as source. The stiffness tensor \( \mathbf{c} \) together with the spatial derivative of the Green’s function \( \frac{\partial \mathbf{G}(\mathbf{x}, \xi)}{\partial \xi} \) in equation 5.5 form the equivalent of a wave-propagator using an external deformation force \( \mathbf{h} \) as the source in reverse-time propagation, the sign
inside the integral changes to negative to denote backward propagating Green’s function (Wapenaar, 2014).

To obtain the integral solution of the representation theorem, we use the multiple point sources method (Morse and Feshbach, 1953; Masson et al., 2013) to turn the saved wavefield along the boundary $\partial \Omega$ into sources. In order to reconstruct the source wavefield using the representation theorem, we save the source wavefield along the boundary $\partial \Omega$ (black dots) as highlighted in Figure 5.2(a) which requires less memory than conventional methods. The conventional boundary methods reconstruct the source wavefield by storing at least half (Yang et al., 2014) of the finite-difference stencil size as shown in Figure 5.2(b).

![Figure 5.2](image)

Figure 5.2: An example for computational (in white) and boundary domain (in green) set up. (a) Our method to reconstruct the source wavefield only require storage at a single boundary layer (black dots). (b) Conventional methods require storage at half the finite-difference stencil either in the computational (in gray) or in the boundary (in blue) domain. Our method in (a) shows significant reduction for storage requirement compared to conventional methods in (b).

Our primary goal in this paper is to perform elastic RTM and LSRTM by reconstructing the source wavefield on the fly. To avoid comparing multiple elastic RTM images for a given
experiment, we adopt the energy imaging condition (Rocha et al., 2017) which generates a single elastic image without wave-mode decomposition. We modify the potential term of the imaging condition to exploit the forward simulated displacement and stress wavefields \((\mathbf{u}, \mathbf{t})\) together with the adjoint displacement and strain wavefields \((\mathbf{u}^\dagger, \mathbf{e}^\dagger)\)

\[
J = \sum_{e,t} \left[ \rho \dot{\mathbf{u}} \cdot \dot{\mathbf{u}}^\dagger - (\mathbf{e} \cdot \mathbf{e}^\dagger) \right]
\]

where the image \(J(x)\) is formed by summation over experiment \(e\). The dot \((\cdot)\) represents time derivative, and the dagger \((\dagger)\) denotes adjoint. The reformulation allows us to avoid the additional re-computation of wavefield derivatives in the kinetic term of the imaging condition as we solve equation 5.13 through the elastodynamic relationship. As pointed out by Rocha et al. (2017), the source and receiver particle velocity \((\dot{\mathbf{u}}, \dot{\mathbf{u}}^\dagger)\) wavefields describe the kinetic energy term, and the elastic strain \((\mathbf{e} \cdot \mathbf{e}^\dagger)\) gives the potential energy term. The imaging condition represents the Lagrangian density, the difference between kinetic and potential energy.

### 5.3 Source reconstruction example

In reconstructing the source wavefield, we first perform a forward propagation in time and save the wavefield at a single layer between the computational and boundary domains, as shown in Figure 5.2(a). Wavefield computation occurs in the volume \(\Omega\), and the single layer where we store the source wavefield in the boundary \(\partial\Omega\), equation 5.5. The source wavefield is reconstructed backward in time together with the receiver wavefield. To illustrate the theory numerically, we use a simple two-layer elastic model with the P-wave velocity shown in Figure 5.3(a). The S-wave and density are constant at 1300 m/s and 1000 kg/m³, respectively. When comparing the source wavefield, we save the forward extrapolated source wavefield to serve as a reference for the wavefield reconstructed from the boundary \(\partial\Omega\) using the representation theorem. We present the wavefield displays in the following tensor-vector matrix layout.
where we combine the stress tensor in its natural matrix form together with the particle
displacement vector wavefield. In the case of 2D simulations confined to the $xz$-plane, the
corresponding $y$-components are left empty. Figure 5.4 shows the reference source wavefield
at 3 different time snapshots using an explosive type source from the location of the white
dot shown in Figure 5.3(a) at (0.075 km, 0.005 km). Figure 5.5 shows the corresponding
reconstructed source wavefield. We evaluate the accuracy of the reconstruction by analyzing
the difference wavefield plots between reference and reconstruction in Figure 5.6. The subtle
amplitudes in the difference plot are due to the weak reflections from imperfect absorbing
boundary condition. The four corners of the computational domain contribute towards the
amplitudes in the difference plot as well. At the corner points, the normal vectors $\mathbf{n}$ are
undefined which contribute towards the generation of artifacts during reconstruction. A
possible solution is to adopt the superellipse geometry in place of the rectangle.

To further examine the reconstruction accuracy, we graph the wavefields along the $x$-axis
at a depth of 0.025 km. Figure 5.7 shows the graphs for the reference source wavefield (in
blue) overlaid on the reconstructed source wavefield (in red) for the same time snapshots
as in Figure 5.4 and 5.5. The small ripple like artifacts in Figure 5.6 are due to the corner
points.

5.4 RTM example

Notwithstanding a successful reconstruction of the source wavefield, we apply the method
to elastic RTM using the energy norm imaging condition in equation 5.6. Figure 5.3(b)
shows the smooth velocity model for RTM. We use the reference wavefield to produce the
reference energy norm RTM image based on the so-called full wavefield storage method
Figure 5.3: (a) The P-wave velocity model with an overlay of a 2D experiment depicting the source (white dots) and receiver (black line) locations. (b) The corresponding smooth P-wave velocity for reverse time migration.
Figure 5.4: Snapshots of the reference source wavefield for time-step at (a) 200, (b) 300, and (c) 400. In all panels, the vertical axes represent depth, whereas the horizontal axes denote horizontal position. The panels consist of the stress \((t_{xx}, t_{zz}, t_{xz})\) tensor and particle displacement \((u_x, u_z)\) vector field in the tensor-vector matrix layout.
Figure 5.5: Snapshots of the reconstructed source wavefield from a single boundary layer for time-step at (a) 200, (b) 300, and (c) 400. In all panels, the vertical axes represent depth, whereas the horizontal axes denote horizontal position. The panels consist of the stress \((t_{xx}, t_{zz}, t_{xz})\) tensor and particle displacement \((u_{x}, u_{z})\) vector field in the tensor-vector matrix layout.
Figure 5.6: Snapshots of the difference between the forward source wavefield (Figure 5.4) extrapolation and the reconstructed source wavefield (Figure 5.5) from the single boundary layer for time-step at (a) 200, (b) 300, and (c) 400. In all the panels, the vertical axes represent depth whereas the horizontal axes denote horizontal position.
Figure 5.7: Graph along depth $z = 0.025$ km for the reference source wavefield (in blue) and the reconstructed source wavefield (in red) at time-steps of (a) 200, (b) 300, and (c) 400. The vertical axis of the individual panels represents the amplitude whereas the horizontal axis denotes the horizontal position. The panels consist of the stress ($t_{xx}, t_{zz}, t_{xz}$) tensor and particle displacement ($u_x, u_z$) vector field in the tensor-vector matrix layout.
Figure 5.8 depicts images for a single shot of the reference image, Figure 5.8(a) and for the reconstructed source wavefield, Figure 5.8(b), as well as the difference, Figure 5.8(c). Since Figure 5.8(a) and 5.8(a) are near identical, we take the difference plot in Figure 5.8(c) where the amplitudes here are due to the corner points artifacts in the source wavefield reconstruction. Note the amplitude difference at the source location in Figure 5.8(b), caused by the fact that the source wavefield continues to expand after collapsing at the source location at the wavelet peak time.

We also extract amplitude profiles along the depth direction (vertical dotted line) at the shot location and along the horizontal direction (horizontal dotted line) at the reflection depth in Figure 5.8. Figures 5.8(a) and 5.8(b) show the same amplitude profile with the reference image (in blue) overlaid with the reconstructed source wavefield image (in red). The amplitude profiles are in excellent agreement overall with the corresponding difference image track along zero. The residual sum of squares (RSS) for the difference image normalized to the reference image is approximately 0.2%.

We perform RTM on all the shots (7 total) and stack the images to perform a similar analysis for the single shot RTM. Figure 5.9(b) shows the reference image, and Figure 5.9(a) depicts the image using reconstructed source wavefields for all shots. The same artifacts due to the source wavefield expanding beyond wavelet peak time in Figure 5.8(c) are present in Figure 5.9(c). The same semi-vertical events at 0.01, 0.03, 0.05, 0.06, 0.07, 0.10, 0.12, and 0.14 km are crosstalk between the source and receiver wavefields that propagate along the horizontal axis. The amplitude profiles on the RTM image for all shots share the same observations as the single shot images and the difference image amplitude profile is consistently zero where the RSS normalized to the reference image is approximately 1%.

5.5 Marmousi II example

We also test our method for source wavefield reconstruction on an anisotropic version of the elastic Marmousi II model (Martin et al., 2006), shown in Figure 5.10. We calculate the dimensionless Thomsen parameters for vertical transverse isotropy (VTI) ε and δ using
Figure 5.8: Single shot energy norm elastic reverse time migration using (a) forward source wavefield extrapolation and (b) reconstructed source wavefield. (c) The corresponding difference plot between (a) and (b). The graphs at the bottom of (a), (b), and (c) denote amplitude profile along the horizontal direction (horizontal dotted line) at the reflection depth while the graphs on the right show the amplitude profile along the depth direction (vertical dotted line) at the shot location. The blue amplitude profile corresponds to (a), red from (b), and black from (c).
Figure 5.9: Energy norm elastic reverse time migration from all the available shots using (a) forward source wavefield extrapolation and (b) reconstructed source wavefield. (c) The corresponding difference plot between (a) and (b). The graphs at the bottom of (a), (b), and (c) denotes amplitude profile along the $x$-axis (horizontal dotted line) at the reflection depth while the graphs on the right show the amplitude profile along the $z$-axis (vertical dotted line) at the shot location. The blue amplitude profile corresponds to (a), red from (b), and black from (c).
the density model with the expressions of $\varepsilon = 0.25\rho - 0.3$ and $\delta = 0.125\rho - 0.125$ adopted from Yan and Sava (2012). We compare the reference and reconstructed source wavefields, Figures 5.11(a) and 5.11(b), respectively. The small amplitude contrasts in the difference plot (Figure 5.11(c)) are mainly due to numerical dispersion and the corner points of the boundary used for backward reconstruction. Despite the small differences, we can image the Marmousi II model by performing RTM using the energy norm imaging condition on the smoothed models for a single shot (Figure 5.12(a)) and 17 shots (Figure 5.12(b)).

5.6 Eagle Ford Shale example

We validate our proposed method using a 2D walkaway vertical seismic profile (VSP) field dataset acquired using distributed acoustic sensing (DAS) in Lavaca County, Texas, USA. Although the DAS data are acquired in both the vertical and horizontal sections within the deviated well, we select only the vertical portion of optical fiber, as shown in Figure 5.13(a). We are unable to observe any arrivals in the horizontal section of the DAS recordings due to the low signal-to-noise ratio and the directivity of the optical fiber measurement. The DAS data consist of recordings at approximately every 8 m using a gauge length of 10 m. Figure 5.13(a) shows the estimated compressional velocity through first-break picking and Figure 5.13(b) shows the shear velocity derived from the available well logs. To perform RTM, we utilize the upgoing wavefield from the VSP data. The imaging condition for this example is the modified energy norm formulation in equation 5.6.

Similar to examples discussed in sections 5.3 to 5.5, we compare the boundary source wavefield reconstruction method with the reference wavefield obtained by storing the forward extrapolated source wavefield. We select a single shot in the middle of the survey to show the energy norm RTM image using the reference source wavefield, Figure 5.14(a) and the corresponding image obtained through source wavefield reconstruction, Figure 5.14(b). The difference between Figures 5.14(a) and 5.14(b) is shown in Figure 5.14(c). Although low in amplitude, differences exist around the source location due to the backward source wavefield reconstruction expanding beyond wavelet peak time and due to the corners of the
Figure 5.10: Vertical transverse isotropic Marmousi II model with the vertical (a) P ($V_{P0}$) and (b) S ($V_{S0}$) velocities. The dimensionless anisotropic Thomsen parameters (c) $\varepsilon$ and (d) $\delta$ are derived from (e) the density model. The overlay white dots and red line in (e) depict the source and receiver locations, respectively.
Figure 5.11: A wavefield snapshot in the anisotropic elastic Marmousi II model shown in Figure 5.10 for the (a) reference and (b) reconstructed source wavefields. (c) The corresponding difference between (a) and (b). The vertical and horizontal axes of the panels represent depth and horizontal position. The panels consist of the stress ($t_{xx}, t_{zz}, t_{xz}$) tensor and particle displacement ($u_x, u_z$) vector in the tensor-vector matrix layout.
Figure 5.12: Energy norm elastic reverse time migration for the anisotropic Marmousi II model in Figure 5.10 using the reconstructed source wavefields for (a) a single shot and (b) all 17 shots.
Figure 5.13: Panel (a) shows the P-wave velocity obtained through first-break picking, while panel (b) shows the S-wave velocity obtained from the well logs. Both panels show the acquisition geometry with the receivers in black and sources in white.
computational domain with undefined normal vectors. In Figures 5.14(d) and 5.14(e) we remove by dip filtering the steeply dipping migration smiles for better interpretability of the images shown in Figures 5.14(a) and 5.14(b). The low amplitude present in the image difference in Figure 5.14(f) is similar to Figure 5.14(c) where the RSS for both the difference image normalized to the respective reference image is less than 0.02%.

We also test our method through the iterative least-squares method using the formulation outlined in Appendix 5.10.1. Figure 5.15(a) shows the least-squares RTM (LSRTM) image after 5 iterations using the reference source wavefield, while Figure 5.15(b) shows the LSRTM image via source wavefield reconstruction. The amplitude differences between Figures 5.15(a) and 5.15(b) in Figure 5.15(c) are a result of the iterative least-squares process propagating the artifact located around the source. After dip filtering, we arrive at Figures 5.15(d) and 5.15(e) for the corresponding LSRTM images in Figures 5.15(a) and 5.15(b). The difference image is shown in Figure 5.15(f). Figures 5.16(a) and 5.16(b) show the initial data residual for LSRTM using the reference and reconstructed source wavefields, respectively. The equivalent final residuals after 5 iterations of LSRTM are shown in Figures 5.16(c) and 5.16(d). Both final residuals indicate that the least-squares process matches the majority of the arrivals in the data. The more prominent residual for the bottom two reflectors around 2.25 and 3.5 km in depth is due to the weaker amplitude in the modeled DAS response as shown in Figures 5.16(e) and 5.16(f), which can improve with increasing number of iterations.

We perform RTM and LSRTM for the remaining shots (16 total) and stack the images to perform a similar analysis as for the single shot RTM and LSRTM. Figure 5.17(a) shows the energy norm RTM image using the reference source wavefield and Figure 5.17(b) shows the image obtained through source wavefield reconstruction. Note that we apply a poststack amplitude gain with one power of depth to balance the stronger shallow events amplitudes. The corresponding amplitude difference in Figure 5.17(c) is minimal due to the power of stack across multiple shots with the RSS normalized to the reference image approximately 0.01%. We apply the same dip filtering for single shot RTM on every shot to remove the
Figure 5.14: Single shot reverse time migration (RTM) image using (a) reference and (b) reconstructed source wavefield. (c) The difference between (a) and (b). (d)-(e) The equivalent images of (a)-(c) after dip filtering.
Figure 5.15: Single shot least-squares reverse time migration (LSRTM) image using (a) reference and (b) reconstructed source wavefield. (c) The difference between (a) and (b). (d)-(e) The equivalent images of (a)-(c) after dip filtering.
Figure 5.16: Initial data residuals for single shot least-squares reverse time migration (LSRTM) image using (a) reference and (b) reconstructed source wavefield. The final data residuals for the corresponding methods in (c) and (d). The least-squares solution modeled DAS response using (e) reference and (f) reconstructed source wavefield.
migration smil[es] before stacking and poststack amplitude gain as shown in Figures 5.17(d) and 5.17(e) for the respective images in Figures 5.17(a) and 5.17(b). The low amplitude differences in Figure 5.17(f) is the same as Figure 5.17(c) where the RSS normalized to the reference image approximately 0.005%.

Figures 5.18(a) and 5.18(b) shows the LSRTM for all the shots using the reference and the reconstructed source wavefield. Both of the images are indistinguishable through visual inspection. However, there is a slight amplitude difference as shown in Figure 5.18(c) as a result of stacking coherent amplitude differences among all the shots with an increase of the RSS normalized to the reference image at 2%. Nevertheless, the amplitude differences are minimal and do not affect the interpretability of the final image. The images from dip filtering and poststack amplitude gain are shown in Figures 5.18(d) and 5.18(e) for the respective images in Figures 5.18(a) and 5.18(b). The amplitude difference observations in Figure 5.18(f) is consistent with Figure 5.18(c) with an RRS normalized to the reference image of 2%.

5.7 Discussion

We successfully demonstrate accurate reconstruction of the source wavefield by saving on a single layer on the perimeter of the computational zone in Figure 5.2(a). The elastic RTM images demonstrate that our method through the representation theorem can produce comparable images to the conventional method based on utilizing wavefields stored in the entire domain. Our approach requires that the single boundary layer adequately samples the source wavefield, i.e., the source wavefield needs to propagate out from the computational zone fully. If parts of the source wavefield do not reach the boundary layer, we are unable to reconstruct that particular portion of the source wavefield. Therefore, our method assumes that the source wavefield exits the computational zone which is reasonable. Our iterative LSRTM results also demonstrate that the source wavefield reconstruction method is tantamount to the conservative but costly approach of saving all the wavefields. The introduction of boundaries with well-defined normal vectors such as a superellipse boundary can eradicate
Figure 5.17: All 16 shots reverse time migration (RTM) image using (a) reference and (b) reconstructed source wavefield. (c) The difference between (a) and (b). (d)-(e) The equivalent images of (a)-(c) after dip filtering and poststack amplitude gain with one power of depth.
Figure 5.18: All 16 shots least-squares reverse time migration (LSRTM) image using (a) reference and (b) reconstructed source wavefield. (c) The difference between (a) and (b). (d)-(e) The equivalent images of (a)-(c) after dip filtering and poststack amplitude gain with one power of depth.
the artifacts due to the corners of the computational domain.

5.8 Conclusions

We produce both accurate elastic LSRTM and RTM images of the subsurface with source wavefield reconstructed synchronously with the receiver wavefield from data stored in a single layer boundary. Reducing the dimension of the stored source wavefield hypercube dramatically reduces the storage requirements for large 3D imaging problems. Minimal artifacts due to the corners of the computational domain do not impair our ability to image the subsurface accurately and are mostly negligible for most practical applications. Successful demonstration of the method on LSRTM creates opportunities to accelerate other similar costly techniques implementations such as elastic anisotropic full waveform inversion (FWI). The source wavefield reconstruction method presented in this paper applies to media of arbitrary anisotropy and heterogeneity.
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5.10 Appendix

This appendix describes the forward and adjoint operators for least-squares reverse time migration (LSRTM).
5.10.1 Energy norm modeling and migration operators

We modify the potential term of the energy norm imaging condition from Rocha et al. (2017) to obtain the energy image \( J(x) \) which exploits the source wavefield in space \( x \) and time \( t \) with both displacement and stress wavefields \( w_s(x,t) = [u(x,t), t_s(x,t)] \) together with the receiver wavefield adjoint displacement and strain wavefields \( w_r(x,t) = [u^\dagger(x,t), e^\dagger(x,t)] \) as

\[
J = \sum_t \left( \rho \dot{u}_s \cdot \dot{u}_r - t_s \cdot e_r \right)
= \left( \begin{bmatrix} \rho^{1/2}B & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} u_s \\ t_s \end{bmatrix} \right)^T \left( \begin{bmatrix} \rho^{1/2}B & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} u_r \\ -e_r \end{bmatrix} \right)
= (\Box w_s)^T \Box w_r
= (\Box^T \Box w_s)^T w_r
= E^T w_r,
\]

where \( \rho(x) \) is the density and \( B \) denotes the time derivative operator. \( E^T \) and \( E \) represent the energy norm migration and demigration operators. Following the linearized elastic wave formulation in Appendix 5.10.2, we use the following expressions for brevity:

\[
Lw = p
w = L^{-1}p
w = Gp,
\]

where \( G \) is the forward modeling operator for wavefield \( w \) using the input wavefield \( p \). The adjoint operator \( G^T \) represents the backward modeling operator for wavefield \( p \) using the input wavefield \( w \). We introduce the forward operator \( K \) to extract the wavefield and the adjoint operator \( K^T \) to inject data at known locations:

\[
Kw = d.
\]

We express the entire demigration process from the energy norm image \( J(x) \) to the receivers \( d_r(x,t) \) as a series of cascading operators:

\[
J = E^T w_r
= E^T G^T K^T d_r
= L^T d_r
L J = d_r,
\]
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where the migration cascade operator $L^\dagger$ injects the receiver data $d_r(x, t)$ through operator $K^\dagger$ to allow operator $G^\dagger$ to backward extrapolate the receiver wavefield. Operator $E^\dagger$ performs the energy imaging condition to generate the final image $I(x)$. The forward operator $L$ demigrates the energy image to generate data at the receiver locations. To mimic the single component distributed acoustic sensing (DAS) strain measurements, we introduce a compliance operator $S$ that converts the stress outputs to strain and a windowing operator $W$ to restrict the output to a single component:

$$W S L \tilde{J} = d_r.$$  \hspace{1cm} (5.11)

The corresponding DAS migration (adjoint) operation is

$$L^\dagger S^\dagger W^\dagger d_r = \tilde{J}.$$  \hspace{1cm} (5.12)

### 5.10.2 Linearized elastic wave modeling operator

We describe the forward wavefield extrapolation using the elastic-wave propagation through the second-order partial differential equations consisting of both stress $\mathbf{t}(x, t)$ and particle displacement $\mathbf{u}(x, t)$ wavefields (Aki and Richards, 2002)

$$\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = \mathbf{D} \mathbf{t} + \mathbf{f},$$  \hspace{1cm} (5.13)

where $\mathbf{D}$ and $\mathbf{f}(x, t)$ denote the divergence operator and external volume force, respectively. Under the assumption of linear elasticity the stress $\mathbf{t}(x, t)$ is related to strain $\mathbf{e}(x, t)$ through the constitutive relation

$$\mathbf{t} = c \mathbf{e} + \mathbf{m},$$  \hspace{1cm} (5.14)

where $\mathbf{m}(x, t)$ is the seismic moment tensor source acting as stress perturbation. The relation between the strain $\mathbf{e}(x, t)$ tensor and particle displacement $\mathbf{u}(x, t)$ is

$$\mathbf{e} = \frac{1}{2} (\nabla \mathbf{u} + (\nabla \mathbf{u})^\dagger) = \mathbf{H} \mathbf{u},$$  \hspace{1cm} (5.15)

where the operator $\mathbf{H}$ captures the geometric relation between strain and particle displacement. We solve equations 5.13 and 5.14 using the finite-difference representation of the
time-derivative leading to the recursive relations for stress

\[ \dot{t} = c H u + m \]  \hspace{1cm} (5.16)

and particle displacement

\[ u_+ = 2u + \frac{\Delta t^2}{\rho} (D \dot{t} + f ) - u_-. \]  \hspace{1cm} (5.17)

These recursive equations allow us to compute the subsequent time wavefield \( u_+ \) from wavefields at the current time \( u \) and at preceding time \( u_- \). In matrix form, we express the recurrent equations 5.16 and 5.17 as

\[
\begin{bmatrix}
I & -c H \\
-D & \\
0 & \Delta t^2 & 0 & \ldots \\
\end{bmatrix}
\begin{bmatrix}
t_0 \\
t_1 \\
t_2 \\
\vdots \\
u_0 \\
u_1 \\
u_2 \\
\vdots \\
\end{bmatrix}
=
\begin{bmatrix}
m_0 \\
m_1 \\
m_2 \\
\vdots \\
f_0 \\
f_1 \\
f_2 \\
\vdots \\
\end{bmatrix}
\]  \hspace{1cm} (5.18)

where \( m(x, t) \) and \( f(x, t) \) are the input wavefields, i.e., the source, and \( t(x, t) \) and \( u(x, t) \) are propagating wavefields. We solve for \( t(x, t) \) and \( u(x, t) \) from the top, i.e., forward in time, using the moment tensor and the body force sources. The forward operator takes an external force wavefield \( p(x, t) = [m(x, t), f(x, t)] \) and generates the source wavefield \( w(x, t) = [t(x, t), u(x, t)] \) by propagating forward in time:

\[ Lw = p. \]  \hspace{1cm} (5.19)

The adjoint operator takes the wavefield \( w(x, t) = [t(x, t), u(x, t)] \) and generates the adjoint wavefield \( p(x, t) = [m(x, t), f(x, t)] \) by propagating backward in time:

\[ w = L^\top p. \]  \hspace{1cm} (5.20)
In matrix form, we can write equation 5.20 as

\[
\begin{bmatrix}
  I & -D^\dagger & -H^\dagger c - 2\rho \Delta t^2 & 0 & \cdots \\
  -2\rho \Delta t^2 & -\Delta t^2 & 0 & \cdots \\
  0 & -2\rho \Delta t^2 & \Delta t^2 & \cdots \\
  \vdots & \vdots & \vdots & \ddots \\
\end{bmatrix}
\begin{bmatrix}
  m_0 \\
  m_1 \\
  m_2 \\
  \vdots \\
  \vdots \\
\end{bmatrix}
= \begin{bmatrix}
  t_0 \\
  t_1 \\
  t_2 \\
  u_0 \\
  u_1 \\
  u_2 \\
  \vdots \\
\end{bmatrix}.
\]

(5.21)

We solve for \( \mathbf{m} \) and \( \mathbf{f} \) from the bottom, i.e., backward in time, using the sources \( \mathbf{t} \) and \( \mathbf{u} \).

The time reversal iterative equation for the adjoint strain is

\[
\mathbf{m} = D^\dagger \mathbf{f} + \mathbf{t}.
\]

(5.22)

and the adjoint particle displacement is

\[
\mathbf{f}_- = 2\mathbf{f} + \frac{\Delta t^2}{\rho} (H^\dagger \mathbf{c} m + \mathbf{u}) - \mathbf{f}_+.
\]

(5.23)
In this thesis, I develop new seismic acquisition configurations for distributed acoustic sensing (DAS) that enable observation of the full strain tensor. The general design I propose for multicomponent DAS acquisition can identify optimal fiber geometry parameters without assumptions about the medium parameters. I present a simple design in Chapter 2, where I demonstrate that the potential for multicomponent distributed acoustic sensing of the full strain tensor through sequential strain projections along purposefully built optical fibers. Clustering recordings within a section of the fiber and assuming local invariance allows for analytic reconstruction of the complete strain tensor. I present multiple configurations that achieve diverse projections, including, but not limited to a chirping helical optical fiber and combinations of helical and straight optical fibers. However, the chirping helix geometry is both challenging and laborious to manufacture and deploy. Nonetheless, the necessary condition for accurate reconstruction is that the seismic wavelength of interest be greater than the acquisition section, which limits widespread implementation of such configurations due to its implied low frequency. It is worth mentioning that such configurations have a higher likelihood of success with teleseismic events which naturally have larger wavelengths.

In Chapter 3, I overcome the resolution limitations of the preceding design by using individual strain projections recorded along several specially designed optical fibers that lead to the measurement of high resolution multicomponent distributed acoustic sensing. I demonstrate that the entire strain tensor can be reconstructed at every point with five equally spaced helical optical fibers, together with a straight optical fiber. This achievement allows for data recording of arbitrary wavelength in applications such as seismic imaging, and reservoir characterization, but would also work for teleseismic or geotechnical applications. The analysis in my thesis shows that a short gauge length plays a significant role in the
accuracy of the strain tensor reconstruction, especially in the presence of noise. Systems with short gauge length are possible with specially engineered optical fiber in combination with the rapidly evolving DAS interrogator technology. Even using current technology, increasing the diameter of the proposed configurations when the dimension of the optical fiber cable is not restricted, such as for surface seismic acquisition, allows for the use of longer gauge lengths. Nevertheless, as shown in my analysis, careful selection of the design parameters through parameter scanning is necessary to ensure accurate reconstruction. Future work on Chapters 2 and 3 involves manufacturing and field testing of the proposed optical fiber configuration.

In Chapter 4, I develop a generalized seismic source mechanisms imaging method that incorporates the new multicomponent DAS data and uses both vector and tensor measurements to produce images of body force and/or moment tensor sources. Since the resulting images correspond directly to the respective components of the sources, this imaging technology provides direct access to the theoretical representation of seismic source mechanisms. Although my method can handle both vector and tensor measurements, in the absences of either data the formulation reduces to special cases previously discussed in the literature. I demonstrate the robustness of this wavefield-based method through field data example with smooth models. Identifying the seismic source mechanism through this imaging method enables near real-time decision-making and hazard early warning. I also demonstrate the ability to improve image resolution by removing the imaging point spread function through least-squares processing. The results can be further improved by deploying arrays of multicomponent DAS acquisition technology discussed in Chapters 2 and 3 to obtain the full strain data for accurate receiver wavefield extrapolation via the representation theorem. In the absences of the strain tensor, the inexact wavefield extrapolation introduces nonphysical wave modes that generate artifacts in the final images, but can be lessened by the least-squares method.
Building on the representation theorem, Chapter 5 shows computational acceleration for wavefield-based applications such as reverse time migration (RTM) by accurate source wavefield reconstruction synchronously with the receiver wavefield from a single layer computational boundary. By holding minimal data in memory and eliminating the need for permanent computer storage, the reconstruction technique can mitigate the risk of I/O bottlenecks where data transactions could not keep up with requests from the processor. This is especially relevant for large 3D applications where the source wavefield represents a spatio-temporal 4D unit hypercube (also known as a unit tesseract). Due to the cuboid nature of the finite difference computational grid, the reconstruction from abrupt changes at vertices generates artifacts. However, my numerical examples show that the artifacts are negligible for most practical applications. Introducing a geometry with smooth transitioning vertices such as a superellipsoid can abate the artifacts. I demonstrate this technique with LSRTM, but highlight that the same method can be used for more computationally intensive algorithms like full waveform inversion (FWI).

All the methodology presented in this thesis apply to elastic media of arbitrary anisotropy and heterogeneity. Although I have explicitly chosen to focus on seismic imaging for the applications of multicomponent DAS data, the new acquisition technology discussed in this thesis has bountiful potential in areas outside of geophysics, such as infrastructure health monitoring and global seismology.

6.1 Limitations and opportunities

The gauge length remains a significant hurdle to overcome. The success of strain tensor reconstruction is higher with smaller gauge lengths when DAS measurements converge to point observations. In Chapters 2 and 3, I demonstrate successful reconstruction of the strain tensor using currently available DAS systems, which are capable of data acquisition down to gauge length of 1 m. However, the present day DAS technology acquires data with signal-to-noise (SNR) that improves with increasing gauge length. Therefore, it is paramount for the advancement of the DAS interrogation technology to reduce the gauge length while
maintaining geophone-like SNR for widespread application of multicomponent DAS. Despite the need for DAS hardware advancements, this also poses a new research opportunity to perform better reconstruction with large gauge lengths by introducing a regularization term during the inversion process. An example of regularization term implementation such as enforcing smooth solutions is desirable, since strain tensor signals without aliasing are never abruptly changing. The approach of weighted least-squares inversion can suppress instabilities due to short gauge length acquisitions with low SNR and geometry deployment uncertainty.

The work I present in Chapters 2 and 3 assumes the geometry of helical optical fibers wrapped along a straight cable. This assumption simplifies the multiparameter analysis where the helix wrapping angle remains constant along the cable. Figure 6.1(a) demonstrates a constant wrapping angle at 30° along a straight axis, whereas Figure 6.1(b) illustrates the same helix along a curved axis. The departure of the wrapping angle from the nominal 30° is most noticeable at the point of greatest curvature. Deployment of multicomponent DAS for geometries such as a deviated well requires additional analysis to ensure successful reconstruction of the full strain tensor.

Seismic wavefield work presents in the form of strain energy. The ability to release the transferred strain energy allows elastic media to return to its original state. Through multicomponent DAS, a new research opportunity exists in the area of structural health monitoring which can benefit from the measurement of strain energy for potential hazards and risks assessments, especially after significant events such as an earthquake. The analysis enables engineers to focus remedial efforts on sections subject to the largest accumulated strain energy. The total strain energy can be expressed as (Sadd, 2009)

\[ E = \frac{1}{2} e : \mathbf{t}, \]

where \( e \) represents the strain tensor and \( \mathbf{t} \) denotes the stress tensor. To highlight the significances of such measurement for future research, I perform a regional scale earthquake simulation in Southern California (SoCal) with the model CVM-S4.26 (Lee et al., 2014) and
Figure 6.1: (a) The top panel shows a helical optical fiber wrapped along a straight axis, where the bottom panel shows the wrapping angle as a function of the axial distance. (b) The analogous figure for a helical optical fiber wrapped along a curved axis.

elevation map obtained from the Southern California Earthquake Center (SCEC) unified community velocity model (UCVM) software framework (Small et al., 2017). Figures 6.2(a), 6.2(b), and 6.2(c) show the respective compressional, shear, and density model. The event underlying my simulation is the 1991 magnitude 5.8 Sierra Madre earthquake. The event occurred underneath the San Gabriel Mountains that result in total damage of approximately $40 million (Hauksson, 1994). Figure 6.2(d) illustrates the earthquake location in red and the potential deployment of multicomponent DAS systems in white. Figure 6.3(a) shows a snapshot of the wavefield simulation using the SPECFEM3D Cartesian software (Komatitsch and Villette, 1998; Komatitsch and Tromp, 2002a,b). To determine the total strain energy, I measure the strain tensor using multicomponent DAS, and under the assumption that the surrounding stiffness tensor is known, I estimate the stress tensor in Equation 6.1 assuming linear elasticity. Figure 6.3(b) shows the total strain energy over the duration of the earthquake simulation where the bright colors indicate high strain energy.
Figure 6.2: The Southern California model for the (a) P- and (b) S-wave velocities, and the (c) density from the CVM-S4.26 model (Lee et al., 2014). (d) The surface elevation together with white lines representing potential deployment of multicomponent DAS along the interstate and state highway system of Southern California. The 1991 Sierra Madre earthquake location shown in red.
Figure 6.3: (a) A simulation snapshot of the seismic wavefield due to the 1991 Sierra Madre earthquake. (b) The total strain energy (bright colors denote high intensity) obtained using multicomponent DAS overlaid on the Southern California map (U.S. Geological Survey, National Geospatial Program).
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APPENDIX
PERMISSIONS FOR CHAPTERS

This appendix details the permissions to reuse papers published with various publishers in the dissertation and the permission to include the results obtained using the Eagle Ford Shale dataset.

A.1 Permission from publisher

The snippet below retrieved from https://seg.org/Publications/Policies-and-Permissions/Open-Access-Policy grants the permission (highlighted in yellow) to reuse published papers with *Geophysics* to be in a thesis or dissertation.

![SEG Policy on Open-access Publishing](https://seg.org/Publications/Policies-and-Permissions/Open-Access-Policy)

---

Figure A.1: Permission from *Geophysics*. 

---
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Figure A.2: Permission from John Wiley and Sons, publisher for *Geophysical Prospecting*. 
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A.2 Permission for field datasets

In this appendix, I include a copy of the emails exchanged with company representatives who grant permission to include the field datasets for publication in the dissertation. The Eagle Ford Shale dataset in Chapter 5 is from Devon Energy Corporation.

Figure A.3: Permission from Devon Energy Corporation.