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ABSTRACT

The Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence conjectures a duality between gravitational theories in asymptotically Anti-de Sitter (AdS) spacetimes and non-gravitational quantum conformal field theories (CFTs) defined on the boundary of the gravitational spacetimes. This correspondence provides strong evidence for the holographic nature of gravity while also giving insight into the relationship between gravity and quantum mechanics. These ideas have been sharpened by the holographic entanglement entropy results of Ryu, Takayanagi, Rangamani, and Hubeny. However, most holographic entanglement entropy results are restricted to the technically simple setting of (2 + 1)-dimensional gravity. These have suggested a distinct relationship between thermal entropy of black holes in the gravitational theory and entanglement entropy corresponding to thermal states in the CFT. In higher dimensions, there exist black holes whose event horizon area (and seemingly thermal properties) are highly observer dependent. We find that, although this observer dependence does not carry over to the holographic entanglement entropy, there is an indication of a coordinate system which is best adapted for the holographic calculation. These coordinates only cover two regions of the spacetime which exactly correspond to the regions of the CFT on which particle modes are well defined and so we see that the holographic calculation in the spacetime is capable of predicting parts of the CFT where particles cannot exist.
# TABLE OF CONTENTS

ABSTRACT ................................................................. iii  
LIST OF FIGURES ........................................................ vi  
LIST OF SYMBOLS ...................................................... ix  
LIST OF ABBREVIATIONS ............................................. x  
ACKNOWLEDGMENTS ...................................................... xi  
DEDICATION ............................................................... xii  
CHAPTER 1 INTRODUCTION ........................................... 1  
CHAPTER 2 BACKGROUND .............................................. 7  
  2.1 General Relativity .................................................. 7  
  2.2 Killing Vectors ..................................................... 9  
  2.3 Conformal Killing Vectors ......................................... 11  
  2.4 Embedding Spaces .................................................. 11  
  2.5 Anti-de Sitter Spacetime ............................................ 14  
  2.6 Quotients ............................................................ 18  
  2.7 Topological Black Holes: The BTZ Black Hole ................. 19  
  2.8 (3+1)-Dimensional Topological Black Hole ..................... 26  
CHAPTER 3 HOLOGRAPHIC ENTANGLEMENT ENTROPY ............. 31  
  3.1 Classical Entropy .................................................. 31  
  3.2 Entanglement Entropy .............................................. 32  
  3.3 Entanglement Entropy in QFTs .................................... 33
3.4 Spacetime Entropy ................................................................. 35
  3.4.1 Area-Law ................................................................. 36
  3.4.2 Semiclassical Thermodynamic Calculations ......................... 39

3.5 Holographic Entanglement Entropy ....................................... 44
  3.5.1 (1+1)-Dimensional CFT at Zero Temperature ....................... 45
  3.5.2 (1+1)-Dimensional CFT at Finite Temperature ..................... 48
  3.5.3 BTZ Boundary Theory .................................................. 52
  3.5.4 Strip on Boundary of AdS\(_d\) ........................................ 54

CHAPTER 4 TIME-DEPENDENT BLACK HOLES IN HOLOGRAPHIC
ENTANGLEMENT ENTROPY ..................................................... 57

  4.1 Observer-Dependent Event Horizon .................................... 57
  4.2 Holographic Calculation ................................................ 58
  4.3 Thermodynamics of the Topological Black Hole ..................... 61
  4.4 Restriction of Particle Modes on Boundary ........................... 62

CHAPTER 5 CONCLUSIONS AND OUTLOOK .................................... 66

REFERENCES CITED ............................................................. 68
Figure 1.1 Examples of duality in AdS/CFT. Global AdS is dual to a vacuum state, a gravitational wave is dual to a particle-like excitation, and an eternal black hole is dual to a thermal state. ................................. 2

Figure 1.2 Lightlike trajectories in Minkowski space as viewed by inertial observers are given as lines at 45-degrees in the $x - t$ plane. In this example, the light pulse was emitted at $x = 0$, $t = 0$. ................................. 3

Figure 1.3 Lightlike trajectories in Minkowski space as viewed by accelerated observers are warped from those seen by inertial observers. The black line corresponds to $a = 0.1$, the blue line corresponds to $a = 0.5$, and the red line corresponds to $a = 1$. ................................. 4

Figure 1.4 An accelerated observer at constant $\xi$ emits a light pulse at time $t_i < 0$. The light crosses the surface $t = x$ at time $t_c \geq 0$. Since light travels on null trajectories, the light propagates parallel to either the $t = x$ or $t = -x$ surfaces and therefore cannot cross the $t = x$ surface again. Therefore, the constant $\xi$ observer sees an acceleration horizon at $t = x$. A similar argument for past-directed light pulses can be made for the $t = -x$ surface. ................................. 6

Figure 2.1 The 2-sphere can either be parameterized by two coordinates, $\theta$ and $\phi$, on the surface itself, or as a submanifold of $\mathbb{R}^3$ described by the constraint equation $x^2 + y^2 + z^2 = 1$. ................................. 12

Figure 2.2 Cross section of AdS$_d$ at $T_2 = X_{n+2} = 0$ described by surface (2.21) embedded in $\mathbb{R}^{2,d-1}$. ................................. 14

Figure 2.3 Example of how causality is violated with closed timelike curves. If the time coordinate, $t$, is periodic, we can have trajectories of massive particles (dashed line) which loop back on themselves in time. However, if two causally connected events, A and B, occur on this trajectory, it is impossible to say which caused the other, violating causality. ................................. 15

Figure 2.4 Lightlike trajectories for AdS$_d$ in spherical coordinates. These begin at $t = 0$ like those in Minkowski space, but then flatten out as $t \to \pi/2$. ................................. 16
Figure 2.5  Penrose diagram of global AdS with angular coordinates suppressed. The time coordinate runs in the vertical direction and the radial coordinate runs in the horizontal direction. The line on the left represents the origin of the space ($r = 0$) and the line on the right represents infinity ($r = \infty$). The dashed line shows the trajectory of a lightlike particle which reaches infinity and returns to $r = 0$ in finite time. 

Figure 2.6  The act of quotienting $\mathbb{R}^2$ to obtain the cylinder. First, we identify that $\mathbb{R}^2$ has Killing vector associated with translations in $x$. Then, we cut the space orthogonal to the flow of this Killing vector. Finally, we identify the two cuts to change the topology of the space. Dashed lines extend to infinity in this figure.

Figure 2.7  Special surfaces induced by a quotient generated by $\xi$ in the $T_2 - X_2$ plane. The hyperbola given by $X_2^2 - T_2^2 = -1$ is the singularity, while the lines $X_2^2 - T_2^2 = 0$ are the event horizons. A and B are spacetime points at which light pulses are emitted in the exterior and interior of the black hole, respectively. The corresponding future-directed and past-directed light cones are 45-degree lines.

Figure 2.8  Maximally extended BTZ spacetime. Regions I and IV are asymptotically distinct exterior regions, region II is the black hole interior and region III is the white hole interior. This space is geodesically complete since any null geodesic either terminates at a singularity or extends to infinity.

Figure 2.9  Special surfaces induced by a quotient generated by $\xi$ in the $T_2 - X_2 - X_3$ hyperplane. The hyperboloid given by $X_2^2 + X_3^2 - T_2^2 = -1$ is the singularity (red), while the cones $X_2^2 + X_3^2 - T_2^2 = 0$ are the event horizons (black).

Figure 3.1  QFT on subregion $A$ is entangled with the rest of QFT on $\overline{A}$ and therefore the entanglement entropy for region $A$ is nonzero. Since the total QFT is pure, the entanglement entropy of QFT on $A \cup \overline{A}$ is zero.

Figure 3.2  To calculate the entanglement entropy of the CFT on region $A$ with the CFT on region $\overline{A}$, we calculate the area of the extremal-area surface, $\gamma$, which ends on the boundary of $A$, $\partial A$.

Figure 3.3  The entanglement entropy of the CFT on region $A$ with length $2R$ can be calculated by the minimal area surface, $\gamma$, given by semicircles of radius $R$ which intersect the boundary at right angles.
Figure 3.4 The minimal surface $\gamma$ will have a critical point at $r = r_*$. Since $\gamma$ is uniquely specified by either $r_*$ or the length of the region $A$ of the boundary, $2R$, we can use either to give $\gamma$. . . . . . . . . . . . . . . . . . . 49

Figure 3.5 Minimal area surface, $\gamma$ (red), corresponding to different sizes of region $A$ (green) on the boundary. When $A$ reaches a certain size, $\gamma' \cup H < \gamma$ becomes the minimal area surface, and when $A$ is the full boundary, only the area of the event horizon remains. . . . . . . . . . . . . . . . . . . . . . . 52

Figure 3.6 Penrose diagram of the maximally extended BTZ black hole. Here, there are two distinct boundaries, $D_R$ and $D_L$, on which $\eta_b$ is a timelike Killing vector. On $D_R$, the $t$-component of $\eta_b$ ($\eta^{(t)}_b$) is positive, and so we associate this region with positive energy modes, while on $D_R$, $\eta^{(t)}_b$ is negative, so we associate this region with negative energy modes. . . . . . . 54

Figure 3.7 Minimal area surface, $\gamma$ (green) corresponding to strip $A$ of the boundary (red). The strip has length $L$ and width $R$. . . . . . . . . . . . . . 55

Figure 4.1 Diagram of the boundary of the topological black hole. The dashed circle represents $t = \tau = 0$, where $\eta_b$ is timelike over the whole boundary. We see two distinct regions on the boundary where $\eta_b$ is timelike, one where the time component, $\eta^{(t)}_b$, is positive, which we associate with positive energy modes (red), while on the other, $\eta^{(t)}_b$ is negative, which we associate with negative energy modes (blue). This figure is in contrast to Figure 3.6 since the latter shows two distinct boundaries where the modes are defined, while this shows two regions of the same boundary where modes are defined. . . . . . . . . . . . . . . . . . . . . . . . 65
LIST OF SYMBOLS

Differential line element of space(time) (metric) \( ds \)
Ricci Tensor \( R_{\mu\nu} \)
Ricci Scalar \( R \)
Cosmological Constant \( \Lambda \)
Metric tensor \( g_{\mu\nu} \)
Christoffel symbol \( \Gamma^\lambda_{\mu\nu} \)
Covariant derivative \( \nabla_\mu \)
Killing vector \( K^\mu \)
Killing vector (coordinate-invariant form) \( \xi \) or \( \eta \)
Conformal factor \( \Omega^2 \)
Unphysical differential line element (unphysical metric) \( d\tilde{s} \)
Trace \( \text{Tr} \)
Determinate of metric \( g \)
Differential line element on submanifold (induced metric) \( d\sigma \)
Induced metric \( h_{\mu\nu} \)
Determinate of induced metric \( h \)
LIST OF ABBREVIATIONS

Anti-de Sitter ......................................................... AdS
Conformal Field Theory ........................................ CFT
Quantum Field Theory ........................................... QFT
Bañados-Tietelboim-Zanelli .................................... BTZ
Holographic Entanglement Entropy ............................ HEE
ACKNOWLEDGMENTS

First and foremost, I would like to acknowledge Dr. Alex Flournoy, who took the time out of his already busy life to be my advisor for this project. I have learned more about theoretical physics under Alex than I ever could have hoped. I would also like to acknowledge my thesis committee, Dr. Jeff Squier, Dr. Kyle Leach, and Dr. Laith Haddad for allowing me to pursue this project, despite it being outside many of their research interests. Thank you all very much.
This thesis is dedicated to my family, friends, and all others who have supported me throughout the meandering journey of my life.
CHAPTER 1
INTRODUCTION

The Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence, originally proposed by Maldacena in 1997, realizes an equivalence between gravitational theories in a $d$-dimensional asymptotically AdS spacetime (also known as the “bulk”) and non-gravitational CFTs defined on a fixed $(d - 1)$-dimensional spacetime which shares the same geometry as the boundary of the asymptotically AdS spacetime [2].

Quantum field theories (QFTs) in flat spacetime typically exhibit Lorentz invariance and invariance under spacetime translations. CFTs are QFTs that remain invariant under the larger group of conformal transformations which include not only Lorentz transformations and spacetime translations but also scale transformations and special conformal transformations [4].

That there is a duality between these two different theories implies that the physics in one theory is equally described by the physics in the other theory. This is particularly surprising since one side utilizes a field theory on a fixed geometry, while the other side uses a dynamical geometry in one spacetime dimension higher. As examples, global AdS is dual to the vacuum state of the CFT, a gravitational wave in the bulk is dual to a particle-like excitation in the CFT, and an eternal black hole in the bulk is dual to a thermal state in the CFT (Figure 1.1) [2, 5, 17].

Though the AdS/CFT duality is conjectured to hold for all physical phenomena in both the geometric bulk and the quantum boundary theory, there is a certain type of entropy which is unique to quantum systems. The geometric dual to this particular type of entropy was originally proposed by Ryu-Takayanagi in 2006, and generalized to a covariant formalism by Hubeny-Rangamani-Takayanagi in 2007 [10, 11]. However, in general relativity, it is a common occurrence that different observers experience the same universe in different ways.
Figure 1.1: Examples of duality in AdS/CFT. Global AdS is dual to a vacuum state, a gravitational wave is dual to a particle-like excitation, and an eternal black hole is dual to a thermal state.

For example, an observer outside of a static black hole does not have access to the entire spacetime since they cannot see past the event horizon, but an observer falling into the black hole will eventually be able to see the entire spacetime, including the black hole interior.

As a more concrete example, consider Minkowski space (in $(1+1)$ dimensions for simplicity) with differential line element

$$ds^2 = -dt^2 + dx^2$$

where we have used natural units where $c = 1$. If we want to examine the paths which light takes (i.e. null geodesics), we can set $ds^2 = 0$

$$dt^2 = dx^2 \Rightarrow \frac{dt}{dx} = \pm 1 \Rightarrow t(x) = \pm x + x_0$$

where $x_0$ is where the light is emitted at $t = 0$. This gives us the usual light cones of special relativity shown in Figure 1.2.

If we wish to find these same trajectories for a non-inertial observer moving at some acceleration $\alpha = \text{const.}$, we can first define a 4-acceleration

$$a^\mu = \frac{d^2 x^\mu}{d\tau^2}$$
Figure 1.2: Lightlike trajectories in Minkowski space as viewed by inertial observers are given as lines at 45-degrees in the $x - t$ plane. In this example, the light pulse was emitted at $x = 0, t = 0$.

where $\tau$ is the proper time, or the time measured by a clock in a co-moving frame. Since the magnitude of the 4-acceleration is just $\alpha$, we have

$$\sqrt{a^\mu a_\mu} = \sqrt{-\left(\frac{d^2t}{d\tau^2}\right)^2 + \left(\frac{dx}{d\tau^2}\right)^2} = \alpha$$  (1.4)

which has the solution

$$t(\tau) = \frac{1}{\alpha} \sinh(\alpha \tau)$$

$$x(\tau) = \frac{1}{\alpha} \cosh(\alpha \tau).$$  (1.5)

Using this result, we can now intuit new coordinates

$$t = \left(\frac{1}{\alpha} + \xi\right) \sinh(\alpha \eta)$$

$$x = \left(\frac{1}{\alpha} + \xi\right) \cosh(\alpha \eta)$$  (1.6)
where $a$ is some positive constant, $\eta \in (-\infty, \infty)$, and $\xi \in [-1/a, \infty)$. The metric (1.1) becomes
\[ ds^2 = -(1 + a\xi)^2 d\eta^2 + d\xi^2. \] (1.7)
If we take $\eta = \tau$ to be proper time, the magnitude of the 4-acceleration becomes
\[ \sqrt{a\mu a_{\mu}} = a(1 + a\xi). \] (1.8)
Generally, a coordinate system is adapted to observers at fixed spatial points, so fixed $x$ in coordinates corresponding to metric (1.1) and fixed $\xi$ in coordinates corresponding to metric (1.7) [18]. From the form of (1.4) and (1.8), we can see that observers of constant $\xi$ are uniformly accelerating.

![Figure 1.3: Lightlike trajectories in Minkowski space as viewed by accelerated observers are warped from those seen by inertial observers. The black line corresponds to $a = 0.1$, the blue line corresponds to $a = 0.5$, and the red line corresponds to $a = 1$.](image)

Now we can ask, what does an accelerated observer in flat space see? The first thing we notice is that a uniformly accelerated observer does not see light take the same trajectories
as an inertial observer. Setting $ds^2 = 0$ in (1.7), we find

$$\eta(\xi) = \pm \int \frac{d\xi}{1 + a\xi} = \pm \frac{1}{a} \log \left( \frac{1 + a\xi}{1 + a\xi_0} \right)$$

(1.9)

where $\xi_0$ is where the light is emitted at $\eta = 0$. These trajectories are shown in Figure 1.3.

In the limit where we have $a \to 0$, $\eta(\xi) = \pm(\xi - \xi_0)$, which is the trajectory an unaccelerated observer would see. This is exactly what we would expect since, when $a = 0$, the metric (1.7) reduces to the metric in inertial coordinates (1.1).

More relevant to this thesis than the new perceived paths of light is the introduction of acceleration horizons. From the coordinate ranges of $\xi$ and $\eta$, we can see that these coordinates only cover the region of Minkowski space where $t \in (-\infty, \infty)$ and $x > 0$. Furthermore, an observer of constant $\xi$ travels along the hyperbola given by

$$x^2 - t^2 = \frac{1}{a} + \xi,$$

(1.10)

bounded by the surfaces $t = \pm x$. However, these surfaces are just null (light-like) trajectories for an unaccelerated observer. Consider an accelerated observer of constant $\xi$ emitting a light pulse at inertial time $t = t_i < 0$. At some point $t = t_c \geq 0$, the accelerated observer sees the light pulse cross the null surface, but for any time $t > t_c$, it is impossible for this light pulse to return to the accelerated observer. Therefore, the accelerated observer cannot receive signals from beyond the surface, analogous to a black hole event horizon (Figure 1.4).

From the example of an accelerated observer in Minkowski space, it is clear that, in general relativity different observers can experience the same spacetime in different ways. This thesis will mainly focus on how these observer-dependences translate to a dual Conformal Field Theory description in the conjectured AdS/CFT correspondence.

In chapter 2, we present the background material necessary for this thesis. In chapter 3, we discuss different types of entropy in both quantum and gravitational systems, give methods of calculation in the two different systems separately, and finally present the holographic entanglement entropy conjecture. In chapter 4, we give the results of our work, and in chapter 5, we give a brief summary of the results and outlook for future work.
Figure 1.4: An accelerated observer at constant $\xi$ emits a light pulse at time $t_i < 0$. The light crosses the surface $t = x$ at time $t_c \geq 0$. Since light travels on null trajectories, the light propagates parallel to either the $t = x$ or $t = -x$ surfaces and therefore cannot cross the $t = x$ surface again. Therefore, the constant $\xi$ observer sees an acceleration horizon at $t = x$. A similar argument for past-directed light pulses can be made for the $t = -x$ surface.
CHAPTER 2
BACKGROUND

We will be mostly working from the geometric side of the AdS/CFT correspondence, and so it is important to first become comfortable with the language of general relativity as well as the tools used to construct and analyze the spacetime of interest: the \((3+1)\)-dimensional topological black hole. Section 2.1 introduces the field equation of general relativity, gives physical intuition into the meaning of the equation, and justifies the use of coordinate transformations as a gauge freedom. Section 2.2 introduces a method of identifying symmetries of a space through the use of Killing’s equation, which will be vital for building quotient spaces and for finding regions on the boundary theory which support particles. Section 2.3 extends the results of section 2.2 to conformal Killing vectors which preserve the metric of a space up to a scaling factor. Section 2.4 provides an easier way of analyzing complicated spaces by embedding the space in a higher dimensional one to simplify calculations. We discuss the benefits as well as the disadvantages of using embedding spaces. Using the concepts of section 2.4, we define Anti-de Sitter spacetime and give some of its properties in section 2.5. In section 2.6, we show a way of constructing globally non-trivial spaces from globally trivial ones while keeping the simple local properties of the original spaces. Finally, we introduce the \((2+1)\)- and \((3+1)\)-dimensional topological black holes in sections 2.7 and 2.8 using the ideas introduced in previous sections.

2.1 General Relativity

We begin the discussion of general relativity with Einstein’s field equation

\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \Lambda g_{\mu\nu} = 8\pi G_N T_{\mu\nu},
\]

(2.1)

where \(g_{\mu\nu}\) is the \(\mu, \nu\) component of the metric tensor, \(\Lambda\) is the cosmological constant, \(G_N\) is Newton’s gravitational constant, and \(T_{\mu\nu}\) is the \(\mu, \nu\) component of the energy-momentum
tensor [15, 18]. We will only focus on vacuum solutions, where $T_{\mu\nu} = 0$. $R_{\mu\nu}$ is the $\mu$, $\nu$ component of the Ricci tensor, given by

$$R_{\mu\nu} = \partial_\lambda \Gamma^\lambda_{\mu\nu} - \partial_\nu \Gamma^\lambda_{\mu\lambda} + \Gamma^\phi_{\mu\nu} \Gamma^\lambda_{\phi\lambda} - \Gamma^\phi_{\mu\lambda} \Gamma^\lambda_{\phi\nu},$$

$$\Gamma^\lambda_{\mu\nu} = \frac{1}{2} g^{\lambda\phi} (\partial_\mu g_{\phi\nu} + \partial_\nu g_{\phi\mu} - \partial_\phi g_{\mu\nu}) \quad (2.2)$$

where $\Gamma^\lambda_{\mu\nu}$ are the components of the Christoffel symbols, $g^{\mu\nu}$ are the components of the inverse metric such that $g_{\mu\nu} g^{\phi\lambda} = \delta^\lambda_\mu$ ($\delta^\lambda_\mu$ is the Kronecker delta), and we have assumed the Einstein summation convention, where like indices are summed over unless otherwise stated.

From this point forward, we will not distinguish between the components of a tensor and the tensor itself, i.e. we will call $g_{\mu\nu}$ the metric instead of the components of the metric. Finally, $R = g^{\mu\nu} R_{\mu\nu}$ is the Ricci scalar. Since $R_{\mu\nu}$ and $R$ are made up of second derivatives of the metric, the left-hand side of (2.1) gives information about the curvature of the space, while the right-hand side can be viewed as a source term. This is the statement that energy and momentum curve spacetime [15, 18].

The cosmological constant term can be viewed in two ways: if placed on the left-hand side, it introduces a constant contribution to the curvature everywhere in the space, but when placed on the right-hand side, it adds a constant energy-momentum term everywhere (i.e. a constant vacuum energy-momentum density). The resulting geometry is indifferent to the interpretation of the cosmological constant [15, 18]. We will be mainly focusing on asymptotically Anti-de Sitter spaces for which $\Lambda < 0$.

Tensor equations are used in general relativity due to the fact that tensor equations such as (2.1) are form invariant under coordinate transformations [19]. We often choose coordinates adapted to observers, and so the form invariance of equations under coordinate transformation is the same as requiring that the fundamental laws of physics are the same in all reference frames. In fact, coordinate systems can be thought of as a gauge freedom of general relativity, one that will be thoroughly exploited in this thesis. This becomes quite useful due to the fact that different coordinate systems can give different insights to the
space, and certain coordinates are better adapted to the symmetries of the space.

### 2.2 Killing Vectors

For reasons which will become clear in later sections, it is important to be able to identify symmetries of the space. We can identify a symmetry of a space as an infinitesimal coordinate transformation, \( x^\mu \rightarrow x'^\mu = x^\mu + a K^\mu \), which leaves the metric unchanged, \( g_{\mu\nu}(x^\mu) = g_{\mu\nu}(x'^\mu) \).

To find \( K^\mu \), we must solve Killing’s equations

\[
\nabla_{(\mu} K_{\nu)} = \nabla_{\mu} K_{\nu} + \nabla_{\nu} K_{\mu} = 0 \tag{2.3}
\]

where \( \nabla_{\mu} \) is the covariant derivative

\[
\nabla_{\mu} K_{\nu} = \partial_{\mu} K_{\nu} - \Gamma_{\mu\nu}^{\lambda} K_{\lambda}. \tag{2.4}
\]

\( K^\mu \) is called the Killing vector of a space and is often represented in its coordinate-invariant form \( \xi = K^\mu \partial_{\mu} \) [15, 18, 19].

As an example, we can consider \( \mathbb{R}^2 \) in polar coordinates, with metric

\[
ds^2 = dr^2 + r^2 d\phi^2. \tag{2.5}\]

Notice we have used the differential line element form of the metric, given by \( ds^2 = g_{\mu\nu}dx^\mu dx^\nu \).

The non-zero Christoffel symbols are

\[
\Gamma_{\phi\phi}^r = -r, \quad \Gamma_{r\phi}^\phi = \Gamma_{\phi r}^\phi = \frac{1}{r} \tag{2.6}
\]

and equation (2.4) yields three unique coupled differential equations

\[
\nabla_{\phi} K_r = \partial_{\phi} K_r = 0
\]
\[
\nabla_{\phi} K_\phi = \partial_{\phi} K_\phi + r K_r = 0
\]
\[
\nabla_{\phi} K_r + \nabla_{r} K_\phi = \partial_{\phi} K_r + \partial_{r} K_\phi - \frac{2}{r} K_\phi = 0 \tag{2.7}
\]

These equations give three unique solutions.
\[ K^{(1)}_{\mu} = (0, r^2) \Rightarrow (K^{(1)})^\mu = (0, 1) \Rightarrow \xi^{(1)} = \partial_\phi \]
\[ K^{(2)}_{\mu} = (\sin \phi, r \cos \phi) \Rightarrow (K^{(2)})^\mu = \left( \sin \phi, \frac{1}{r} \cos \phi \right) \Rightarrow \xi^{(2)} = \sin \phi \partial_r + \frac{1}{r} \cos \phi \partial_\phi \]
\[ K^{(3)}_{\mu} = (\cos \phi, -r \sin \phi) \Rightarrow (K^{(3)})^\mu = \left( \cos \phi, -\frac{1}{r} \sin \phi \right) \Rightarrow \xi^{(3)} = \cos \phi \partial_r - \frac{1}{r} \sin \phi \partial_\phi \]

where we have used the index-raising property of the metric, \( K^\mu = g^{\mu\nu} K_\nu \). From the form of \( \xi^{(1)} \), we can see that \( \mathbb{R}^2 \) has a symmetry of translation in \( \phi \), or rotational symmetry. However, the interpretations of \( \xi^{(2,3)} \) are somewhat obscure. To get a clearer understanding of what these symmetries are, we can define Cartesian coordinates
\[
x = r \cos \phi, \quad y = r \sin \phi \Rightarrow r = \sqrt{x^2 + y^2}, \quad \phi = \arctan \left( \frac{y}{x} \right)
\]

such that the metric becomes
\[
ds^2 = dx^2 + dy^2.
\]

The advantage of writing the Killing vector in its coordinate invariant form is that we can directly apply the coordinate transformation instead of solving Killing’s equation again. By the chain rule, we find
\[
\partial_r = \frac{\partial x}{\partial r} \partial_x + \frac{\partial y}{\partial r} \partial_y = \frac{x}{\sqrt{y^2 + x^2}} \partial_x + \frac{y}{\sqrt{y^2 + x^2}} \partial_y
\]
\[
\partial_\phi = \frac{\partial x}{\partial \phi} \partial_x + \frac{\partial y}{\partial \phi} \partial_y = -y \partial_x + x \partial_y
\]

and \( \xi^{(2)} \) and \( \xi^{(3)} \) become
\[
\xi^{(2)} = \partial_y, \quad \xi^{(3)} = \partial_x
\]

which simply correspond to translations in the \( y \) and \( x \) directions, respectively. In total, we have found that \( \mathbb{R}^2 \) has symmetry of translations in the \( x \) and \( y \) directions and of rotations in the \( \phi \) direction, which are exactly the symmetries we should expect of 2-dimensional Euclidean space.
2.3 Conformal Killing Vectors

Along with standard Killing vectors, we will be concerned with finding the conformal Killing vectors of a space, which preserve the metric under transformations generated by the vectors, but only up to scale. In other words, under infinitesimal coordinate transformation, \( x^\mu \rightarrow x'^\mu = x^\mu + aK^\mu \), the metric in coordinates \( x'^\mu \) is conformally related to the metric in coordinates \( x^\mu \), \( g_{\mu\nu}(x^\mu) = \lambda^2 g_{\mu\nu}(x'^\mu) \), where \( \lambda^2 \) is some positive constant. In a spacetime with spatial dimension \( n \), a conformal Killing vector obeys a modified version of Killing’s equation \([20]\)

\[
\nabla_\mu K_\nu + \nabla_\nu K_\mu - \frac{2}{n} g_{\mu\nu} \nabla_\lambda K^\lambda = 0.
\]

If the trace of the covariant derivative of \( K^\mu \) is zero, \( \nabla_\lambda K^\lambda = 0 \), this simplifies to the standard Killing’s equation. As we will see later, conformal Killing vectors are useful for studying symmetries on the boundary of a space.

2.4 Embedding Spaces

Often, the metric on a manifold can be complicated and hard to deal with. For example, consider the metric with non-trivial coordinate dependence

\[
ds^2 = d\theta^2 + \sin^2 \theta \, d\phi^2.
\]

It may not be immediately obvious what this manifold is describing, but it can be useful to realize it as a submanifold of a higher-dimensional space \([21]\). If we define the coordinates

\[
x = \sin \theta \cos \phi \\
y = \sin \theta \sin \phi \\
z = \cos \theta
\]

the somewhat complicated metric simply becomes the metric on \( \mathbb{R}^3 \)

\[
ds^2 = dx^2 + dy^2 + dz^2.
\]
However, since we have gone from a 2-dimensional space to a 3-dimensional one, we must specify a constraint equation to define the original 2-dimensional surface embedded in the 3-dimensional space. In this case, by considering (2.15), we can see that the surface is given by

\[ x^2 + y^2 + z^2 = 1 \]  

(2.17)

and it is now clear that the metric (2.14) is the metric on the unit 2-sphere (Figure 2.1). The benefit of describing (2.14) as a submanifold of \( \mathbb{R}^3 \) is that the embedding space is much easier to perform calculations with due to the trivial coordinate dependence. The constraint equation also allows us to find other useful coordinate transformations since any set of coordinates that satisfy (2.17) are valid coordinates on the sphere.

Figure 2.1: The 2-sphere can either be parameterized by two coordinates, \( \theta \) and \( \phi \), on the surface itself, or as a submanifold of \( \mathbb{R}^3 \) described by the constraint equation \( x^2 + y^2 + z^2 = 1 \).

While embedding spaces are powerful, we must realize that the submanifold and the embedding space can have very different properties. In this particular example, \( \mathbb{R}^3 \) is globally flat, while the sphere has constant curvature everywhere on the surface [18]. We must also
be wary of the fact that the symmetries of $\mathbb{R}^3$ are not necessarily the same as those of the sphere. For example, since the sphere is uniform, it has a symmetry of translations on its surface. If these translations along the surface of the sphere are represented in the embedding space, they will look like rotations, which are also symmetries of the embedding space. However, translational symmetries of the embedding space will not carry over to the sphere, since these symmetries are orthogonal to the sphere in regions.

We can show this mathematically by considering the Killing vector associated with translations in the $x$-direction in the embedding space, given by $\xi = \partial_x$. Using the coordinate transformations (2.15), we find that this becomes

$$\xi = -\frac{\sin \phi}{\sin \theta} \partial_\phi \quad (2.18)$$

on the sphere. Using (2.18) and the metric (2.14) in Killing’s equation, (2.4), we find $\nabla_{(\mu} K_{\nu)} \neq 0$. Since Killing’s equation is not satisfied, $\xi$ cannot generate a symmetry on the sphere, despite the fact that it generates a symmetry of the embedding space. If, however, we choose a rotational symmetry (in this case, a rotation in the $x-y$ plane) of the embedding space, generated by

$$\xi = -y \partial_x + x \partial_y \quad (2.19)$$

we can transform this into a vector on the sphere, given by

$$\xi = \partial_\phi \quad (2.20)$$

This vector does satisfy Killing’s equation, and we find that the only symmetries of $\mathbb{R}^3$ which translate to the sphere are the rotations in the three orthogonal planes, as expected. We will be focusing on spaces which have clear representations as subsurfaces in embedding spaces, and we will find it important to identify symmetries of the embedding spaces which carry over to the subsurfaces.
2.5 Anti-de Sitter Spacetime

Global $d$-dimensional Anti-de Sitter spacetime (AdS$_d$) is the maximally symmetric solution to Einstein’s equations with one timelike direction and $d - 1$ spacelike directions and constant negative curvature. We can realize AdS$_d$ as the $d$-dimensional hyperbolic surface

$$-T_1^2 - T_2^2 + \sum_{n=1}^{d-1} X_n^2 = -l$$

(2.21)

embedded in the $d + 1$-dimensional Minkowski-like space, $\mathbb{R}^{2,d-1}$, with metric

$$ds^2 = -dT_1^2 - dT_2^2 + \sum_{n=1}^{d-1} dX_n^2$$

(2.22)

where $l$ is known as the Anti-de Sitter radius and is inversely related to the constant curvature of the space [3]. For simplicity, we will set $l = 1$. The coordinate ranges of $\mathbb{R}^{2,d-1}$ are $T_1, T_2 \in (-\infty, \infty)$ and $X_n \in (-\infty, \infty)$. A cross-section of AdS$_d$ at $T_2 = X_{n+2} = 0$ is shown in Figure 2.2.

![Figure 2.2: Cross section of AdS$_d$ at $T_2 = X_{n+2} = 0$ described by surface (2.21) embedded in $\mathbb{R}^{2,d-1}$.](image)

To study AdS$_d$, we will define “spherical” coordinates on the surface (2.21) [23]
\[ T_1 = \sqrt{r^2 + 1} \cos t \]
\[ T_2 = \sqrt{r^2 + 1} \sin t \]
\[ X_n = r x_n \quad \text{where} \quad \sum_n x_n^2 = 1. \quad (2.23) \]

The \( x_n \)'s are shorthand for the angular coordinates, i.e. \( x_1 = \sin \phi_1 \sin \phi_2 \ldots \cos \phi_{d-2}, \quad x_2 = \sin \phi_1 \sin \phi_2 \ldots \sin \phi_{d-2} \) etc. The coordinate ranges are given by \( t \in (0, 2\pi], \quad r \in \left[0, \infty\right), \quad \{\phi_1, \phi_2, \ldots, \phi_{d-3}\} \in [0, \pi], \quad \phi_{d-2} \in (0, 2\pi]. \) We notice that the coordinate \( t, \) which acts as time in these coordinates, is periodic. This leads to closed timelike curves, i.e. trajectories of massive particles which loop back on themselves in time. This is a problem for the causality of the spacetime, since we can no longer specify cause and effect (Figure 2.3) [18]. To remedy this, we enforce a universal covering, which unwraps the time coordinate so that it has the range \( t \in (-\infty, \infty). \) We can also see that this coordinate transformation does indeed satisfy (2.21). The metric (2.22) becomes

\[ ds^2 = -(r^2 + 1)dt^2 + (r^2 + 1)^{-1}dr^2 + r^2 d\Omega_{d-2}^2 \quad (2.24) \]

where \( d\Omega_{d-2}^2 \) is the metric on the unit \((d-2)\)-sphere.

Figure 2.3: Example of how causality is violated with closed timelike curves. If the time coordinate, \( t, \) is periodic, we can have trajectories of massive particles (dashed line) which loop back on themselves in time. However, if two causally connected events, A and B, occur on this trajectory, it is impossible to say which caused the other, violating causality.
Light cones of a spacetime, which can be found by setting $ds^2 = 0$, can give insight to the properties of the spacetime. Restricting to radial trajectories, we can suppress $d\Omega^2_{d-2}$ and solve

$$0 = -(r^2 + 1)dt^2 + (r^2 + 1)^{-1}dr^2 \Rightarrow \frac{dt}{dr} = \pm(r^2 + 1)^{-1}$$

$$\Rightarrow t(r) = \pm \arctan r \mp \arctan r_0$$ (2.25)

where $r_0$ is an initial value of the $r$-coordinate. These null trajectories are plotted in Figure 2.4.

![Figure 2.4: Lightlike trajectories for AdS$_d$ in spherical coordinates. These begin at $t = 0$ like those in Minkowski space, but then flatten out as $t \to \pi/2$.](image)

If we want our light cones to be the standard 45-degree lines we are used to from Minkowski space, we can define a new radial coordinate

$$dr^* = \frac{dr}{r^2 + 1} \Rightarrow r^* = \arctan r$$ (2.26)

so that the metric becomes (with angular coordinates suppressed)

$$ds^2 = \sec^2 r^*( -dt^2 + dr^{*2})$$ (2.27)
where $r^* \in (0, \pi/2)$. By setting $ds^2 = 0$, we find $t(r^*) = \pm(r^* - r_0^*)$ and null trajectories are just lines at 45-degrees. However, we have also introduced a new interesting feature of the metric. If we multiply $ds^2$ by a conformal factor $\Omega^2 = \cos^2 r^*$, such that the angles between null trajectories are preserved, we find

$$d\tilde{s}^2 = \Omega^2 ds^2 = -dt^2 + dr^{*2}$$

(2.28)

where $d\tilde{s}^2$ (called the unphysical metric) is just the metric of 2-dimensional Minkowski space [15, 18]. From the coordinate transformation (2.26), we can see that $r \rightarrow \infty$ is mapped to the finite point $r^* = \pi/2$ after the conformal transformation, which is just a timelike line (see Figure 2.5). Since $r = \infty$ is timelike, it means that light can reach $r = \infty$ and return to the origin, $r = 0$, in finite time. In this sense, AdS$_d$ has a boundary, and this asymptotic boundary is exactly the space we use as the background for the CFT in the AdS/CFT correspondence [2, 3].

Figure 2.5: Penrose diagram of global AdS with angular coordinates suppressed. The time coordinate runs in the vertical direction and the radial coordinate runs in the horizontal direction. The line on the left represents the origin of the space ($r = 0$) and the line on the right represents infinity ($r = \infty$). The dashed line shows the trajectory of a lightlike particle which reaches infinity and returns to $r = 0$ in finite time.
2.6 Quotients

One interesting aspect of differential geometry is that spaces that are different globally (have different topologies) can look the same locally (have the same curvature). In fact, we can build spaces which have interesting global properties from topologically trivial spaces. One possible way of building these topologically different spaces is by performing a quotient [24]. To quotient a space, we must first identify a symmetry of the space, which is usually done by solving Killing’s equation. Then, we cut the space orthogonal to the Killing’s vector field, and finally we identify the cuts as the same surface.

For example, take the 2-dimensional Euclidean plane, $\mathbb{R}^2$, with metric

$$ds^2 = dx^2 + dy^2.$$  \hspace{1cm} (2.29)

This space has a Killing vector, $\xi = \partial_x$, which generates the transformation $(x, y) \rightarrow (x+a, y)$, where $a$ is an arbitrary parameter. Introducing a new coordinate (for reasons which will become clear), $\theta = (2\pi/a)x$, the metric becomes

$$ds^2 = dy^2 + \left(\frac{a}{2\pi}\right)^2 d\theta^2$$ \hspace{1cm} (2.30)

with Killing vector $\xi = (2\pi/a)\partial_\theta$, which now generates the transformation $(\theta, y) \rightarrow (\theta + 2\pi, y)$. Since this Killing vector tells us that the surfaces $\theta$ and $\theta + 2\pi$ are identical, we can glue these two surfaces together such that $\theta \in (0, 2\pi]$. The space keeps the property of flatness, but since we have taken an infinite coordinate and made it periodic, we have changed the topology of the space from a plane to a cylinder with radius $a/(2\pi)$ (Figure 2.6).

As we have already seen, identifying the exact form of the transformation generated by an arbitrary Killing vector can be significantly more challenging than this simple example with $\mathbb{R}^2$, so we may be forced to change coordinates so that the action of the quotient is clear [25].

The act of quotienting a space (especially AdS) is of interest due to the fact that we can obtain interesting, nontrivial spaces from very simple spaces and retain many of the simple properties of the original space.
2.7 Topological Black Holes: The BTZ Black Hole

To further see the power of quotienting spaces and to set the stage for the main spacetime of interest, we will consider the (2 + 1)-dimensional topological “BTZ” black hole, named after Bañados, Teitelboim, and Zanelli [13]. First, however, it will be helpful to introduce the black hole in asymptotically (3+1)-dimensional Minkowski space for comparison. This black hole was discovered by Schwarzschild in 1916 by assuming a spherically symmetric vacuum solution to Einstein’s equation with no cosmological constant [15, 18]. The Schwarzschild metric is given by

\[ ds^2 = -\left(1 - \frac{2GM}{r}\right)dt^2 + \left(1 - \frac{2GM}{r}\right)^{-1}dr^2 + r^2d\Omega_2^2 \]  

(2.31)

where \( M \) is the mass of the black hole [15, 18]. This form of the metric has two surfaces where the metric is ill-behaved: \( r = 2GM \) and \( r = 0 \). However, these pathologies may just be an artifact of coordinates, not an actual problem with the curvature. If we want to study the curvature at these surfaces, we can use the Riemann tensor, defined as

\[ R^{\mu}_{\nu\lambda\alpha} = \partial_\lambda \Gamma^\mu_{\nu\alpha} - \partial_\nu \Gamma^\mu_{\lambda\alpha} + \Gamma^\beta_{\nu\alpha} \Gamma^\mu_{\lambda\beta} - \Gamma^\beta_{\nu\lambda} \Gamma^\mu_{\beta\alpha} \]

(2.32)

but if these ill-behaved surfaces are a result of coordinates, we need a coordinate-independent quantity, the simplest being a scalar, which we can form by squaring the Riemann tensor.
The square of the Riemann tensor using metric (2.31) is given by

$$R_{\mu\nu\lambda\alpha}R_{\mu\nu\lambda\alpha} = \frac{48G_N^2M^2}{r^2}. \quad (2.33)$$

From this, we see that nothing is diverging in the curvature at \( r = 2G_NM \), but we do have diverging curvature at \( r = 0 \). Since general relativity cannot handle these divergences, we must remove this point from the spacetime, but this creates a surface in spacetime where the trajectories of massive particles can end without reaching infinity. This type of surface is known as a singularity [18].

At \( r = 2G_NM \), although the curvature is not divergent, the \( dt^2 \) and \( dr^2 \) terms in (2.31) switch signs, i.e. the spacelike term \( dr^2 \) becomes timelike for \( r < 2G_NM \). Since massive and lightlike particles are only allowed to travel through timelike dimensions in one direction, a massive or lightlike particle which crosses the \( r = 2G_NM \) surface can only go toward the singularity at \( r = 0 \). We call the surface \( r = 2G_NM \) an event horizon [18].

We begin the discussion of the topological black hole by defining AdS_3 as the surface

$$-T_1^2 - T_2^2 + X_1^2 + X_2^2 = -1 \quad (2.34)$$

embedded in \( \mathbb{R}^{2,2} \) with metric [3]

$$ds^2 = -dT_1^2 -dT_2^2 + dX_1^2 + dX_2^2. \quad (2.35)$$

Using (2.35) in Killing’s equation yields ten unique coupled differential equations

$$\partial_{T_1}K_{T_1} = 0, \partial_{T_2}K_{T_2} = 0, \partial_{X_1}K_{X_1} = 0, \partial_{X_2}K_{X_2} = 0$$

$$\partial_{T_1}K_{T_2} + \partial_{T_2}K_{T_1} = 0, \partial_{T_1}K_{X_1} + \partial_{X_1}K_{T_1} = 0, \partial_{T_1}K_{X_2} + \partial_{X_2}K_{T_1} = 0$$

$$\partial_{T_2}K_{X_1} + \partial_{X_1}K_{T_2} = 0, \partial_{T_2}K_{X_2} + \partial_{X_2}K_{T_2} = 0, \partial_{X_1}K_{X_2} + \partial_{X_2}K_{X_1} = 0. \quad (2.36)$$

Note that any solution for \( K^\mu \) must solve all ten of these equations simultaneously. We will choose the boost-like solution

$$\xi = -X_1\partial_{T_1} - T_1\partial_{X_1} \quad \Rightarrow \quad \xi^2 = K_\mu K^\mu = T_1^2 - X_1^2 \quad (2.37)$$
to generate the quotient \([25, 26]\). This Killing vector is allowed to have negative magnitude, \(\xi^2 < 0\), and can therefore be timelike. Once we perform the quotient, these regions will result in closed timelike curves, so to preserve causality, we must remove them from the space \([13, 25]\). However, this will create surfaces where trajectories of massive particles can end without reaching infinity, which we recognize as singularities. The locations of the singularities in these coordinates are given by \(T_1^2 - X_1^2 = 0\). Using (2.34), this corresponds to the hyperbola \(-T_2^2 + X_2^2 = -1\). Since null trajectories in the \(T_2 - X_2\) plane are just given by lines at 45-degrees, another interesting surface to examine is \(T_2^2 - X_2^2 = 0\), which describes the null trajectories which bound the singularities. Since, once lightlike or massive particles pass these surfaces, they can only go toward the singularity, we recognize these as event horizons. We know that a quotient must preserve local curvature, and so we see that a quotient by \(\xi\) will generate a black hole spacetime which is locally AdS\(_3\), i.e. which has constant curvature everywhere \([13, 25]\). These special surfaces are plotted in Figure 2.7.

Figure 2.7: Special surfaces induced by a quotient generated by \(\xi\) in the \(T_2 - X_2\) plane. The hyperbola given by \(X_2^2 - T_2^2 = -1\) is the singularity, while the lines \(X_2^2 - T_2^2 = 0\) are the event horizons. A and B are spacetime points at which light pulses are emitted in the exterior and interior of the black hole, respectively. The corresponding future-directed and past-directed light cones are 45-degree lines.
To study the topological black hole in more detail, we define coordinates on the surface (2.34) such that $\xi$ generates a spatial translation, $\xi \propto \partial_\phi$. If we choose $T_1 = T_1(r, \phi)$ and $X_1 = X_1(r, \phi)$, then by the chain rule

$$\xi = \left( -X_1 \frac{\partial \phi}{\partial T_1} - T_1 \frac{\partial \phi}{\partial X_1} \right) \partial_\phi + \left( -X_1 \frac{\partial r}{\partial T_1} - T_1 \frac{\partial r}{\partial X_1} \right) \partial_r = \alpha \partial_\phi$$

$$\Rightarrow -X_1 \frac{\partial \phi}{\partial T_1} - T_1 \frac{\partial \phi}{\partial X_1} = \alpha, \quad -X_1 \frac{\partial r}{\partial T_1} - T_1 \frac{\partial r}{\partial X_1} = 0 \quad (2.38)$$

where $\alpha$ is an unknown constant. Solving for $\phi$, we find

$$\phi = \alpha \arctanh \left( \frac{X_1}{T_1} \right) \quad (2.39)$$

and so we will guess the transformation

$$T_1 = \sqrt{A(r)} \cosh \left( -\frac{\phi}{\alpha} \right)$$

$$X_1 = \sqrt{A(r)} \sinh \left( -\frac{\phi}{\alpha} \right) \quad (2.40)$$

with $A(r)$ an unknown function [25, 26]. We can see that this satisfies the equation in terms of $r$ since we have

$$A(r) = T^2_1 - X^2_1 \Rightarrow \frac{\partial}{\partial T_1} [A(r)] = \frac{\partial A}{\partial r} \frac{\partial r}{\partial T_1} = 2T_1 \Rightarrow \frac{\partial r}{\partial T_1} = \frac{2T_1}{A'},$$

$$\frac{\partial}{\partial X_1} [A(r)] = \frac{\partial A}{\partial r} \frac{\partial r}{\partial X_1} = -2X_1 \Rightarrow \frac{\partial r}{\partial X_1} = -\frac{2X_1}{A'} \quad (2.41)$$

and so we find

$$-X_1 \frac{\partial r}{\partial T_1} - T_1 \frac{\partial r}{\partial X_1} = -\frac{2X_1T_1}{A'} + \frac{2T_1X_1}{A'} = 0. \quad (2.42)$$

Since we are defining coordinates on the subsurface in terms of the embedding space coordinates, the new coordinates must satisfy (2.34). The most natural choice for $T_2$ and $X_2$ is
\[ T_2 = \sqrt{B(r)} \sinh (\beta t) \]
\[ X_2 = \sqrt{B(r)} \cosh (\beta t) \] (2.43)

such that (2.34) becomes

\[ -A(r) + B(r) = -1. \] (2.44)

Again, \( \beta \) is an unknown constant to be chosen later. Since now, a symmetry generated by \( \xi = \alpha \partial_\phi \) transforms the point \( (t, r, \phi) \to (t, r, \phi + a\alpha) \), we will set \( \alpha = 2\pi/a \) so that the quotient will make the \( \phi \) coordinate periodic with range \( \phi \in (0, 2\pi] \). In these new coordinates, the metric (2.35) becomes

\[ ds^2 = -\beta^2 B(r) dt^2 + \left( \frac{B'(r)^2}{4B(r)} - \frac{A'(r)^2}{4A(r)} \right) dr^2 + \frac{a^2 A(r)}{\pi^2} d\phi^2. \] (2.45)

Once the quotient is made and the \( \phi \) coordinate becomes periodic, we expect the \( d\phi^2 \) term to be the metric on the 1-sphere, given by \( d\Omega_1^2 = r^2 d\phi^2 \), and so we choose

\[ A(r) = \frac{\pi^2}{a^2} r^2 \Rightarrow B(r) = A(r) - 1 = \frac{\pi^2}{a^2} r^2 - 1 \] (2.46)

so that the metric takes the form

\[ ds^2 = -\frac{\beta^2}{a^2} (\pi^2 r^2 - a^2) dt^2 + \left( r^2 - \frac{a^2}{\pi^2} \right)^{-1} dr^2 + r^2 d\phi^2. \] (2.47)

Finally, for simplicity, we set \( a = \pi \sqrt{m} \) and \( \beta = \sqrt{m} \) and obtain the metric for the BTZ black hole in spherical coordinates

\[ ds^2 = -(r^2 - m) dt^2 + (r^2 - m)^{-1} dr^2 + r^2 d\phi^2 \] (2.48)

which has a similar form to (2.31). After the quotient, the coordinate ranges are \( t \in (-\infty, \infty), r \in [\sqrt{m}, \infty) \) (since \( B(r) \) is constrained to be positive), and \( \phi \in (0, 2\pi] \). We can use the coordinate transformations to find the location of the event horizon

\[ X_1^2 - T_1^2 = -1 \Rightarrow r = \sqrt{m} \] (2.49)
however, the coordinates are restricted to the exterior of the event horizon, and so do not see the location of the singularity [26]. Since the location of the event horizon depends only on \( m \), we can associate this quantity with the mass of the black hole.

If we want to find coordinates which are valid on the interior of the black hole, we can take \( \sqrt{B(r)} \to -\sqrt{-B(r)} \) in (2.43) and we get back the same metric (2.48) [26]. Here, we can find the location of the singularity

\[
X^2_1 - T^2_1 = 0 \Rightarrow r = 0. \tag{2.50}
\]

Unfortunately, the metric (2.48) is pathological at the event horizon, but we know that nothing is singular about the curvature there (since this spacetime was formed from a quotient of AdS\(_3\), it retains the property that the curvature is not coordinate-dependent). To get rid of this pathology, we can define coordinates

\[
T = \frac{1}{\sqrt{m}} \left( \frac{r - \sqrt{m}}{r + \sqrt{m}} \right)^{\frac{1}{2}} \sinh(\sqrt{m} t)
\]

\[
Z = \frac{1}{\sqrt{m}} \left( \frac{r - \sqrt{m}}{r + \sqrt{m}} \right)^{\frac{1}{2}} \cosh(\sqrt{m} t) \tag{2.51}
\]

so that the metric becomes

\[
ds^2 = \frac{m}{[1 + m(T^2 - Z^2)]^2} \left[ -4dT^2 + 4dZ^2 + (1 + m\{Z^2 - T^2\})^2d\phi^2 \right] \tag{2.52}
\]

which is regular at \( r = \sqrt{m} \) or \( T = Z = 0 \). Due to the coordinate ranges of \( t \) and \( r \), \( T \in (-\infty, \infty) \), \( Z \in [0, \infty) \), and \( Z^2 - T^2 \geq 0 \), which are again constrained to the exterior of the black hole (Region I in Figure 2.8). If we only consider the metric (2.52) at a constant value of \( \phi \), we can immediately see that null trajectories are given by 45-degree lines. From the coordinate transformation, it is also clear that the event horizon(s) is (are) located at \( Z^2 - T^2 = 0 \).

If instead, we want coordinates which are valid on the interior of the black hole, we can use the transformation
\[ T = \frac{1}{\sqrt{m}} \left( \frac{\sqrt{m} - r}{r + \sqrt{m}} \right)^{\frac{1}{2}} \cosh(\sqrt{m} t) \]
\[ Z = \frac{1}{\sqrt{m}} \left( \frac{\sqrt{m} - r}{r + \sqrt{m}} \right)^{\frac{1}{2}} \sinh(\sqrt{m} t) \] (2.53)

and obtain the metric (2.52). Now, the coordinates are only valid for \( T \in [0, \infty) \) and \( Z \in (-\infty, \infty) \) (Region II in Figure 2.8). Again, we find the event horizon(s) to be located at \( Z^2 - T^2 = 0 \).

What is noteworthy about the spacetime we have so far is that it is geodesically incomplete, i.e. we can find null trajectories (past or future directed) that do not end at a singularity or go to infinity [18]. In fact, at the surface \( T = -Z \), past-directed null trajectories can end, but we know that this surface is not pathological. To remedy this, we maximally extend the coordinates \( T \) and \( Z \) so that they always take the ranges \( T, Z \in (-\infty, \infty) \) [34]. This process introduces two new regions: a time-reversed version of the black hole, or white hole (Region III in Figure 2.8), and a second exterior region (Region IV in Figure 2.8)! Region IV is asymptotically distinct from Region I (the two regions do not share a boundary), and a particle must propagate superluminally to travel from Region I to Region IV or vice versa. This will be a key difference between the topological black holes in \( (2 + 1) \) versus \( (3 + 1) \) dimensions.

The BTZ black hole provides a great method for studying black holes due to its simplicity both in the form of the metric (2.48) its coordinate-independent curvature. These characteristics have also made possible many calculations in the AdS/CFT correspondence which would be intractable in other black hole spacetimes [5, 10, 11]. By using the \( (3 + 1) \)-dimensional topological black hole, we retain the coordinate-independent curvature, but we must sacrifice another characteristic that makes (2.48) such a convenient metric to perform calculations with: time-independence.
Figure 2.8: Maximally extended BTZ spacetime. Regions I and IV are asymptotically distinct exterior regions, region II is the black hole interior and region III is the white hole interior. This space is geodesically complete since any null geodesic either terminates at a singularity or extends to infinity.

2.8 (3+1)-Dimensional Topological Black Hole

The process of obtaining the topological black hole in (3+1) dimensions is nearly identical to that of section 2.7, but in one higher dimension [14]. We begin with AdS

\[-T_1^2 - T_2^2 + X_1^2 + X_2^2 + X_3^2 = -1\]  \hfill (2.54)

embedded in $\mathbb{R}^{2,3}$ with metric

\[ds^2 = -dT_1^2 - dT_2^2 + dX_1^2 + dX_2^2 + dX_3^2.\]  \hfill (2.55)

Like the BTZ case, we can recognize that this space has a boost-like Killing vector $\xi = -X_1 \partial_{T_1} - T_1 \partial_{X_1}$, which we will choose to generate the quotient [14]. Again, we see that the magnitude $\xi^2 = T_1^2 - X_1^2$ can be timelike, so to avoid closed timelike curves, we remove these regions of the space, and so lightlike or timelike trajectories end at the surface $T_1^2 - X_1^2 = 0$, which we identify as a singularity. From (2.54), we see that this surface corresponds to the hyperboloid $-T_2^2 + X_2^2 + X_3^2 = -1$. This hyperboloid is bounded by the null surface
\(-T_2^2 + X_2^2 + X_3^2 = 0\) which, like the BTZ case, we will identify as the event horizon after the quotient. These surfaces are shown in Figure 2.9 [14].

![Figure 2.9: Special surfaces induced by a quotient generated by \(\xi\) in the \(T_2 - X_2 - X_3\) hyperplane. The hyperboloid given by \(X_2^2 + X_3^2 - T_2^2 = -1\) is the singularity (red), while the cones \(X_2^2 + X_3^2 - T_2^2 = 0\) are the event horizons (black).](image)

To examine the specific behavior of the \((3 + 1)\)-dimensional topological black hole, we must define coordinates on the surface (2.54). We will consider three coordinate systems adapted to different observers that will be important for examining observer-dependence in the AdS/CFT correspondence: the first system is adapted to observers falling into the black hole, the second system corresponds to observers who remain outside of the black hole and see the full exterior as well as a time-dependent spacetime, and the final system corresponds to observers who remain outside of the black hole, but only see a part of the exterior which is time-independent. As in section 2.7, we will choose coordinates where \(\xi = \partial_\phi\) is spacelike [14].

The first set of coordinates which are adapted to infalling observers can be given by
\[ T_1 = \frac{1 - t^2 + y_1^2 + y_2^2}{1 + t^2 - y_1^2 - y_2^2} \cosh(\phi) , \quad T_2 = \frac{2t}{1 + t^2 - y_1^2 - y_2^2} \]

\[ X_1 = \frac{1 - t^2 + y_1^2 + y_2^2}{1 + t^2 - y_1^2 - y_2^2} \sinh(\phi) , \quad X_2 = \frac{2y_1}{1 + t^2 - y_1^2 - y_2^2} , \quad X_3 = \frac{2y_2}{1 + t^2 - y_1^2 - y_2^2} \]

so that the metric (2.55) becomes

\[ ds^2 = \frac{4}{(1 + t^2 - y_1^2 - y_2^2)^2} (-dt^2 + dy_1^2 + dy_2^2) + \left( \frac{1 - t^2 + y_1^2 + y_2^2}{1 + t^2 - y_1^2 - y_2^2} \right)^2 d\phi^2 \]  

(2.57)

where the coordinates take the ranges \( t \in (-\infty, \infty), \ y_1, y_2 \in (-\infty, \infty), \) and \( \phi \in (0, 2\pi] \) after the quotient [14]. For convenience later on, it will be helpful to define \( y_1 = \chi \cos \theta \) and \( y_2 = \chi \sin \theta \), so the metric takes the form

\[ ds^2 = \frac{4}{(1 + t^2 - \chi^2)^2} (-dt^2 + d\chi^2 + \chi^2 d\theta^2) + \left( \frac{1 - t^2 + \chi^2}{1 + t^2 - \chi^2} \right)^2 d\phi^2 \]  

(2.58)

with \( \chi \in [0, \infty) \) and \( \theta \in (0, 2\pi] \). In these coordinates, the singularity is located at \( \chi^2 = t^2 - 1 \) and the event horizon is located at \( \chi^2 = t^2 \). From this, it is clear that the metric (2.58) is regular at the event horizon and therefore is valid over the whole spacetime. At the surface \( \chi^2 - t^2 = 1 \), the metric diverges, but we see that this surface also corresponds to where the embedding coordinates diverge, and so we identify this surface as the boundary of the spacetime. This spacetime is also geodesically complete since any lightlike trajectory either reaches the boundary or ends at the singularity. Therefore, no maximal extension is necessary and we conclude this spacetime has a single asymptotic boundary, as opposed to the BTZ case, which had two distinct asymptotic boundaries. We will refer to these coordinates as “Kruskal” coordinates, since they are analogous to the maximally extended black hole coordinates originally discovered by Kruskal [18, 34].

The second set of coordinates we will use are given by
\[ t = \rho \sinh \tau \]
\[ y_1 = \rho \cos \theta \cosh \tau \]
\[ y_2 = \rho \sin \theta \cosh \tau \]

(2.59)

with ranges \( \tau \in (-\infty, \infty), \rho \in [0, 1), \) and \( \theta \in (0, 2\pi] \) [14]. The metric (2.57) becomes

\[
ds^2 = \frac{4}{(1-\rho^2)^2} \left( -\rho^2 d\tau^2 + d\rho^2 + \rho^2 \cosh^2 \tau d\theta^2 \right) + \left( \frac{1+\rho^2}{1-\rho^2} \right)^2 d\phi^2.
\]

(2.60)

These coordinates do not cover the entire spacetime and in fact are restricted to the region

\[ y_1^2 + y_2^2 - t^2 = \rho^2 \geq 0 \]

(2.61)

which we can recognize as the exterior of the black hole. We also can see that the boundary is located at \( \rho = 1 \) where the metric (2.60) diverges. Since these coordinates are valid over the entire exterior, we will refer to them as “full exterior” coordinates. Metric (2.60) is most analogous to (2.48) for the \((2 + 1)\)-dimensional case, but we also note that, since \( \tau \) plays the role of time, (2.60) is time-dependent while (2.48) does not depend on time.

We can choose instead to work in static coordinates, defined by

\[ t = \rho \sin \psi \sinh \tau \]
\[ y_1 = \rho \sin \psi \cosh \tau \]
\[ y_2 = \rho \cos \psi \]

(2.62)

with \( \tau \in (-\infty, \infty), \rho \in [0, 1), \) and \( \psi \in [0, \pi] \) [14]. This takes the metric (2.57) to

\[
ds^2 = \frac{4}{(1-\rho^2)^2} \left( -\rho^2 \sin^2 \psi d\tau^2 + d\rho^2 + \rho^2 d\psi^2 \right) + \left( \frac{1+\rho^2}{1-\rho^2} \right)^2 d\phi^2
\]

(2.63)

where again, the event horizon is located at \( \rho = 0 \) and the boundary at \( \rho = 1 \). While these coordinates have the benefit of being time-independent, they do not cover even the full exterior and are restricted to the region [14]

\[ y_1^2 - t^2 \geq 0. \]

(2.64)
In this section, we have introduced three coordinate systems which describe the \((3 + 1)\)-dimensional topological black hole spacetime. Kruskal coordinates (2.57), which are time-dependent and exhibit a time-dependent event horizon, full exterior coordinates (2.60), which are also time-dependent, but see a time-independent event horizon, and static coordinates (2.63), which are time-independent, but only cover a portion of the exterior of the black hole.

As we have already seen, general relativity allows for different observers to experience the same spacetime in different ways [15, 18, 33]. However, as we will see, Kruskal and full exterior observers disagree on the area of the even horizon of the black hole and this will have important implications for the discussion of entropy and thermodynamics. This type of disagreement can be seen in comparing accelerated and inertial observers in AdS, but in that context, the different observers are associated with different regions of the boundary theory [17, 31]. In the case of observers corresponding to coordinates (2.57) and (2.60), both are associated with the full boundary and therefore are suitable choices for dual theories to the full CFT. Our goal is to examine how this disagreement between valid choices of coordinates in the bulk is reflected in the boundary CFT.
CHAPTER 3
HOLOGRAPHIC ENTANGLEMENT ENTROPY

The holographic entanglement entropy (HEE) conjecture was originally proposed by Ryu and Takayanagi in 2006 [10]. This was later extended to the covariant prescription of Hubeny, Rangamani, and Takayanagi in 2007 [11]. To introduce HEE, we first motivate the discussion by relating classical entropy to information (or lack thereof) in section 3.1. Then, we introduce the notion of entanglement entropy of quantum systems in section 3.2 and generalize this to local quantum field theories in section 3.3. In section 3.4, we show two ways of calculating entropy of spacetimes: first, by calculating the area of horizons in the spacetime and second, by using a semiclassical approach by defining an action and relating it to the partition function. Finally, we introduce the holographic entanglement entropy conjecture of Ryu-Takayanagi and present known results showing validity of the conjecture.

3.1 Classical Entropy

Perhaps the most relevant way to think of entropy is as a measurement of what an observer can know, but chooses not to. According to statistical mechanics, the entropy of a system is given by

\[ S = -k_B \sum_{i=1}^{N} p_i \log p_i \]

(3.1)

where \( k_B \) is Boltzmann’s constant, \( N \) is the total number of possible microstates, and \( p_i \) is the probability of the system being in microstate \( i \) [27]. This statistical definition of entropy lends itself well to the idea that entropy gives a measurement of what is unknown. For example, if we have a confined gas of particles, we can measure macroscopic quantities of the system, e.g. \( T, V, N \), but the system can still occupy many different states corresponding to microscopic quantities (position, momenta, etc. of each particle). Since each of these states has a probability of occupation, \( p_i \neq 1 \), we will measure \( S \neq 0 \) by (3.1). However, if we
choose to know everything about the system, i.e. measure all of the microscopic quantities of every particle, the system will only occupy a single state with $p = 1$ and we will find $S = 0$.

Although the idea of entropy in terms of “intentional ignorance” comes from the classical definition, it naturally extends to both the quantum and relativistic cases.

### 3.2 Entanglement Entropy

In addition to ordinary thermal entropy, quantum systems can exhibit a new type of entropy, known as entanglement entropy. Given a quantum system described by the density matrix $\rho$, the von Neumann entropy is given by [28]

$$S = -\text{Tr}(\rho \log \rho). \quad (3.2)$$

The density matrix can be diagonalized such that it is expressed as an ensemble of outer products of state vectors, $\rho = \sum_i c_i |\psi_i\rangle \langle \psi_i|$, where the $c_i$’s are eigenvalues of the density matrix that can be interpreted as probabilities such that $\sum_i c_i = 1$. If the system can be reduced to a single outer product (i.e. the system can be described by a single state vector), then $S = 0$ and we refer to the state as pure; otherwise, we refer to the system as being in a mixed state for which $S \neq 0$. However, it is always possible to take a system in a mixed state and realize it as a subsystem of a larger system which itself is in a pure state. The larger system is then referred to as the purification of the system in a mixed state. A key feature of the purification is that the original system is non-trivially entangled with the remainder of the larger system [28].

Turning this logic around, we can start with a system in a pure state with vanishing entropy. Then it is possible that considering only a subsystem can give rise to non-trivial entanglement and therefore non-zero entropy for the subsystem. Note, this is in stark contrast to entropy in thermodynamic systems where the entropy of a subsystem of a zero entropy system will always itself be zero [17].

As an example, consider a system consisting of two particles $A$ and $B$ in the spin state

$$|\psi\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle) \quad (3.3)$$
where we have used the shorthand notation $|\uparrow\downarrow\rangle = |\uparrow\rangle_A \otimes |\downarrow\rangle_B$ and $|\uparrow\rangle_A$ refers to particle $A$ being in the spin-up state. We can define the density matrix as

$$\rho = |\psi\rangle \langle \psi|$$

(3.4)

which is the diagonal form of the density matrix. To find the von Neumann entropy of the total state, we can use the non-zero eigenvalues $\lambda_i$

$$S = -\text{Tr}(\rho \log \rho) = -\sum_i \lambda_i \log \lambda_i. \quad (3.5)$$

Since the density matrix (3.4) has only a single non-zero eigenvalue, $\lambda = 1$, we find $S = 0$ and the total state is pure. However, we can restrict our attention to just particle $A$ by tracing over the states of particle $B$ to find the reduced density matrix for particle $A$

$$\rho_A = \sum_{\alpha=\uparrow,\downarrow} \sum_B \langle \alpha|\rho|\alpha\rangle_B$$

$$= \frac{1}{2} B \langle \uparrow | (|\uparrow\rangle_A |\downarrow\rangle_B + |\downarrow\rangle_A |\uparrow\rangle_B) \rangle (|\uparrow\rangle_A \langle \downarrow|_B + \langle \downarrow|_A \langle \uparrow|_B) |\uparrow\rangle_B$$

$$+ \frac{1}{2} B \langle \downarrow | (|\uparrow\rangle_A |\downarrow\rangle_B + |\downarrow\rangle_A |\uparrow\rangle_B) \rangle (|\uparrow\rangle_A \langle \downarrow|_B + \langle \downarrow|_A \langle \uparrow|_B) |\downarrow\rangle_B$$

$$= \frac{1}{2} (|\uparrow\rangle \langle \uparrow| + |\downarrow\rangle \langle \downarrow|)_A \quad (3.6)$$

where the final expression is only in terms of particle $A$ and we have used the fact that $B \langle \alpha|\beta\rangle_B = \delta_{\alpha\beta}$ with $\alpha, \beta \in \{\uparrow, \downarrow\}$. Again, this reduced density matrix is in diagonal form, however, $\rho_A$ has two eigenvalues $\lambda_1 = \lambda_2 = 1/2$. Therefore, the von Neumann entropy of just particle $A$ is $S_A = \log 2$ and we can say that particle $A$ is in a mixed state.

We can also consider being given a particle in mixed state (3.6). We can then realize that the combination of $\rho_A$ and $\rho_B$, $\rho = \rho_A \otimes \rho_B$, is pure. The state $\rho$ would then be considered a purification of state $\rho_A$.

### 3.3 Entanglement Entropy in QFTs

The expression for von Neumann entropy (3.2) naturally extends to systems in quantum field theories. If we have a QFT on a manifold $\partial \mathcal{M}$ (a notation which will become clear
in the context of the AdS/CFT correspondence), instead of considering a subsystem, we consider a subregion, \( A \), of \( \partial \mathcal{M} \). Generally, the field theory on \( A \) will be entangled with the field theory on the rest of \( \partial \mathcal{M} \), a region which we will call \( \bar{A} \) (Figure 3.1). Just like before, if we define the state of the total QFT on \( \partial \mathcal{M} \) as \( |\Psi\rangle \), the density matrix of the entire theory is given by \([11, 12]\)

\[
\rho_{\text{tot}} = |\Psi\rangle \langle \Psi|.
\] (3.7)

\[
S = 0
\]

\[
\rho_A = \text{Tr}_\bar{A}(\rho_{\text{tot}})
\] (3.8)

then the entanglement entropy of the region \( A \) is given by the regular von Neumann entropy

\[
S_A = \text{Tr}_A(\rho_A \log \rho_A).
\] (3.9)

Unfortunately, the calculation of \( \rho_{\text{tot}} \) and \( \rho_A \) is quite involved for all but the simplest examples [11, 12]. For the special case of the \((1 + 1)\)-dimensional CFT, there exists a formula to calculate entropy introduced by Cardy, given by

\[
S = 2\pi \sqrt{\frac{c}{6} \left( L_0 - \frac{c}{24} \right)}
\] (3.10)
where $L_0$ is the product of the energy of the CFT and the length of the region of the CFT that is of interest, and $c$ is the central charge of the CFT (the Noether charge corresponding to an operator which commutes with all other symmetry operators) [29, 40, 43]. Due to the nature of taking the continuum limit of a CFT, many of these calculations diverge and in these cases, it is necessary to regularize the result by introducing a lattice spacing, $\epsilon$, where we take $\epsilon \to 0$ in the continuum limit [11, 12]. Two important results from the Cardy formula are the entropy of a region $A$ of length $2R$ of a $(1 + 1)$-dimensional CFT at zero temperature

$$S_A \sim \frac{c}{3} \log \left( \frac{2R}{\epsilon} \right)$$

and the entropy of a similar region at finite inverse temperature, $\beta$ [11, 12]

$$S_A(\beta) \sim \frac{c}{3} \log \left( \frac{\beta}{\pi \epsilon} \sinh \left( \frac{\pi R}{\beta} \right) \right).$$

As we will see, these two results (as well as others) serve as a consistency check against the results of the holographic calculation.

Since local QFTs have an infinite number of free parameters in the continuum limit, the entanglement entropy of a subregion of the QFT provides a useful way of determining the free parameters which actively participate in dynamics of the theory. Holographic entanglement entropy seeks to provide another means of simplifying the complex entanglement entropy calculation by relating it to the relatively simple calculation of areas in the bulk.

### 3.4 Spacetime Entropy

At first, we might not expect black holes to have an intrinsic entropy associated with them since, classically, they are uniquely described by their mass, charge, and angular momentum. However, if we allow a system with nonzero entropy to fall into the black hole, and the black hole itself does not have an entropy observable by an exterior frame, this would violate the second law of thermodynamics: the entropy of the system would be lost to the outside universe when it crosses the horizon. Therefore, a black hole must have a quantity associated
with entropy that can be measured by an outside observer. This entropy can be calculated in two ways: the first, by realizing the close relationship between the area of event horizons and entropy while the second incorporates a semiclassical calculation of the partition function from the action.

3.4.1 Area-Law

If we examine the first law of ordinary thermodynamics,

$$\delta E = T \delta S + P \delta V,$$

we see a single term which is necessarily non-decreasing: $$\delta S \geq 0$$ [27, 35]. On the other hand, a change in energy of a black hole can be given by what is known as the “first law of black hole mechanics”

$$\delta E = \frac{\kappa}{2\pi} \delta A + \Omega \delta J + \Phi \delta Q,$$

where $$\kappa$$ is the surface gravity at the event horizon, $$A$$ is the area of the event horizon, $$\Omega$$ is the angular velocity of the horizon, $$J$$ is the angular momentum of the black hole, $$\Phi$$ is the electric potential, and $$Q$$ is the charge of the black hole [6]. Classically, a black hole’s angular momentum and charge can increase or decrease, but it has been shown that the area of a black hole’s event horizon is non-decreasing: $$\delta A \geq 0$$ (known as the “second law of black hole mechanics”) [6, 7]. These results led Bekenstein to propose that the entropy of a black hole is proportional to the area of the event horizon. Hawking later confirmed this and found the proportionality constant to be $$1/4G_N$$,

$$S_{BH} = \frac{\text{Area}(r = r_s)}{4G_N},$$

where Area($$r = r_s$$) denotes the area of the event horizon (when the radial component is equal to the Schwarzschild radius), and $$G_N$$ is Newton’s gravitational constant [8, 9].

In ordinary thermodynamics, entropy is an extensive quantity, meaning that if we take two isolated subsystems and combine them, the entropy of the total system will be the sum of the entropies of the subsystems. Since volumes also display this same additive
characteristic, we say that entropy admits *volume scaling*: the entropy of a system will change proportionally to the volume of the system. This is in contrast to the *area scaling* of black hole entropy. However, it makes sense that the entropy of a black hole scales with the area of the horizon rather than the volume, since an exterior observer cannot gain information about the internal geometry of the black hole, and so it is impossible to calculate the volume. The area scaling of black hole entropy was the first instance of the *holographic nature of gravity*, where information in a spacetime or a region of a spacetime is encoded on the lower-dimensional boundary of the region.

As an example of the area-law for the entropy of black holes, we will examine the BTZ black hole with metric

$$ds^2 = -(r^2 - m)dt^2 + (r^2 - m)^{-1}dr^2 + r^2d\phi^2$$

(3.16)

with coordinate ranges $t \in (-\infty, \infty)$, $r \in (0, \infty)$, and $\phi \in (0, 2\pi]$ and $m$ the mass of the black hole. The area of the event horizon is given by

$$\text{Area}(r = r_s) = \int dx \sqrt{h(r = r_s)}$$

(3.17)

where $h(r = r_s)$ is the determinate of the induced metric on the event horizon, located at $r_s = \sqrt{m}$, and $x$ it the coordinate which parameterizes the event horizon [18]. It is noteworthy that, since this is a $(2 + 1)$-dimensional spacetime, the area calculation actually corresponds to the length of a line. In general, when we calculate the area, we evaluate (3.17) for a $(d - 2)$-dimensional surface parameterized by $(d - 2)$ coordinates. This induced metric is given by

$$d\sigma_{r=\sqrt{m}}^2 = md\phi^2.$$  

(3.18)

Taking the determinate gives

$$h(r = 2m) = m.$$  

(3.19)
This gives the expression for the area of the event horizon

\[
\text{Area}(r = 2m) = \sqrt{m} \int_0^{2\pi} d\phi = 2\pi \sqrt{m}. \tag{3.20}
\]

Therefore, by using (3.15), we find the entropy of the BTZ black hole to be

\[
S_{\text{BH}} = \frac{\pi \sqrt{m}}{2G_N} \tag{3.21}
\]

and we see that the entropy of the black hole grows proportionally with the square root of the mass of the black hole.

In comparing the first law of black hole mechanics (3.14) to the first law of thermodynamics (3.13), we can also see that, if area is related to entropy, then the coefficient of \(\delta A\) in (3.14) should be related to temperature. In fact, Hawking found that the temperature of the black hole can be given directly in terms of the surface gravity at the event horizon by

\[
T = \frac{\kappa}{2\pi} \tag{3.22}
\]

where the surface gravity is given by

\[
K^\mu \nabla_\mu K^\nu = \kappa K^\nu \tag{3.23}
\]

where \(K^\mu\) is the Killing vector which becomes null at the event horizon [6, 18]. We can calculate the temperature of the BTZ black hole by solving for \(\kappa\) in equation (3.23) evaluated at the event horizon. However, the metric (2.48) is not well behaved at the event horizon \(r = \sqrt{m}\), so we define a new time coordinate

\[
v = t + \int \frac{dr}{r^2 - m} \tag{3.24}
\]

so that the metric

\[
d s^2 = -(r^2 - m) dv^2 + 2dvdr + r^2 d\phi^2 \tag{3.25}
\]

is regular at \(r = \sqrt{m}\). We find that this spacetime has a Killing vector \(\xi = \partial_v\) which has magnitude

\[
\xi^2 = K^\mu K_\mu = -(r^2 - m) \tag{3.26}
\]
which is null at the event horizon \( r = \sqrt{m} \). The \( \nu \)-component of equation (3.23) gives

\[
\nu = \kappa. \tag{3.27}
\]

Evaluated at \( r = \sqrt{m} \), we find the temperature of the BTZ black hole to be

\[
T = \frac{\sqrt{m}}{2\pi}. \tag{3.28}
\]

These definitions of entropy and temperature have been historically important in defining Hawking radiation and the process of black hole evaporation [8, 32]. However, since they rely on event horizons in the spacetime, they can be difficult to interpret in cases such as thermal AdS or cases where event horizons change according to observers. For these special cases, we can use a semiclassical approach to find these quantities.

### 3.4.2 Semiclassical Thermodynamic Calculations

The driving force behind spacetime thermodynamics from a semiclassical approach is the Wick rotation. The Wick rotation realizes the fact that, in a Lorenzian-signature space, if we take the time coordinate to be imaginary, it becomes a Euclidean-signature space [44]. For example, take the BTZ metric in spherical coordinates. If we take \( t \rightarrow -it_E \), the metric (2.48) becomes

\[
ds^2 = (r^2 - m)dt_E^2 + (r^2 - m)^{-1}dr^2 + r^2 d\phi^2 \tag{3.29}
\]

which has Euclidean signature (all terms positive) for \( r > \sqrt{m} \). In quantum mechanics, the time evolution operator is given by (for time-independent Hamiltonian, \( \hat{H} \)) [28]

\[
\hat{U} = \exp \left(-i\hat{H}t\right). \tag{3.30}
\]

If the Hamiltonian has an eigenbasis

\[
\hat{H} |\psi_n\rangle = E_n |\psi_n\rangle \tag{3.31}
\]

where \( E_n \) is the energy of the \( |\psi_n\rangle \) state, we can re-write the time-evolution operator as [28]

\[
\hat{U} = \sum_{m,n} |\psi_m\rangle \langle \psi_m| \exp \left(-i\hat{H}t\right) |\psi_n\rangle \langle \psi_n| = \sum_n |\psi_n\rangle \exp (-iE_n t) \langle \psi_n|. \tag{3.32}
\]
Taking $t \to -it_E$, the time evolution operator becomes

$$\hat{U}_E = \sum_n |\psi_n\rangle \exp(-E_n t_E) \langle \psi_n|$$

(3.33)

which takes a near identical form to the partition function

$$Z = \sum_n \exp(-\beta E_n)$$

(3.34)

where $\beta$ is the inverse temperature [27, 35]. Clearly, the Euclidean time and inverse temperature are closely related, and since Green’s functions (and therefore propagators which use the time evolution operator to propagate a state) are periodic in imaginary time with period $\beta$, we can calculate the temperature of a spacetime by finding the periodicity of the Euclidean time coordinate [16].

Using (3.29), we can find the periodicity of $t_E$ by looking near the origin, $r = \sqrt{m}$, of the Euclidean signature space. This limit is given by

$$r = \sqrt{m}(1 + \epsilon^2), \quad 0 < \epsilon \ll 1 \Rightarrow dr = 2\sqrt{m} \epsilon d\epsilon, \quad r^2 - m = 2m\epsilon^2 + O(\epsilon^4)$$

(3.35)

and so the metric (3.29) becomes

$$ds^2 = 2m\epsilon^2 dt_E^2 + 2d\epsilon^2 + m(1 + 2\epsilon^2)d\phi^2 + O(\epsilon^4)$$

$$\Rightarrow ds^2 = 2[m\epsilon^2 dt_E^2 + d\epsilon^2] + m(1 + 2\epsilon^2)d\phi^2 + O(\epsilon^4).$$

(3.36)

The term in square brackets we can recognize as the metric on a disk

$$ds^2_{disk} = dr^2 + r^2 d\theta^2$$

(3.37)

if $t_E$ has periodicity

$$\beta = \frac{2\pi}{\sqrt{m}}$$

(3.38)

and so the temperature is given by

$$T = \frac{1}{\beta} = \frac{\sqrt{m}}{2\pi}$$

(3.39)
which is the exact result from the surface gravity calculation. Note that, to find the temperature using the periodicity trick, we had to take the near-horizon limit. Because of this, we conclude that the black hole is radiating at temperature $T$. This is not always the case: it is possible that we do not need to take this limit to obtain a periodic Euclidean time and can conclude that the entire space is at temperature $T$ [16].

The semiclassical method of calculating the entropy of a spacetime is more involved than the area calculation. If we specify a gravitational action $I_E$, we can define the partition function [16]

$$Z = e^{-I_E}$$

and the entropy will be given by [16, 27, 35]

$$S = (1 - \beta \partial_\beta) \log Z.$$  

We can begin with the Einstein-Hilbert action, from which the equations of motion of (Euclidean) general relativity (2.1) can be derived

$$I_{EH} = - \frac{1}{16\pi G_N} \int d^4x \sqrt{g} (R - 2\Lambda)$$  

where $g$ is the determinate of the Euclidean signature metric, $R$ is the Ricci scalar and $\Lambda$ is the cosmological constant [16, 18]. For the case of the BTZ black hole, these take the values

$$\sqrt{g} = r , \quad R = -6 , \quad \Lambda = -1$$  

and the Einstein-Hilbert action can be evaluated

$$I_{EH} = \frac{1}{4\pi G_N} \int_0^\beta dt_E \int_{r_m}^{r_\infty} dr \int_0^{2\pi} d\phi = \frac{\beta}{4G_N} (r_\infty - m)$$

where $r_\infty$ is a cutoff such that, in the limit where $r_\infty \to \infty$, the action diverges. To remedy this, we can add a counter-term to the action to cancel off the divergent term in the form of the Gibbons-Hawking-York boundary term

$$I_{GHY} = - \frac{1}{8\pi G_N} \int d^{d-1}x \sqrt{h} (K + L_{ct}[h])$$
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where $h$ is the determinate of the induced metric on $r_\infty$, $K$ is the trace of the extrinsic curvature of the boundary and $L_\alpha[h]$ is a function of the induced metric yet to be determined [16, 45]. We are allowed to add this term to the action since it is only a function of $h$ and will not change the equations of motion for a variation in $g_{\mu\nu}$. The induced metric at constant $r$ is given by

$$d\sigma^2 = (r^2 - m)dt_E^2 + r^2d\phi^2$$

and the determinate evaluated at $r = r_\infty$ is given by

$$\sqrt{h} = r_\infty \sqrt{r_\infty^2 - m}.$$  

We can define a normal vector, $n^\mu$ to the surface described by $h_{\mu\nu}$ by

$$h_{\mu\nu} = g_{\mu\nu} - n_\mu n_\nu$$

and in this particular case, we find only a single non-zero component of $n_\mu$ [11, 18]

$$n_r = -(r^2 - m)^{\frac{1}{2}}.$$  

We can define the trace of the extrinsic curvature in terms of this normal vector [11, 18]

$$K = \nabla_\mu n^\mu.$$

Evaluated at $r = r_\infty$, this gives

$$K = -r_\infty(r_\infty^2 - m)^{-\frac{1}{2}} - \frac{1}{r_\infty}(r_\infty^2 - m)^{\frac{1}{2}}.$$  

Using this expression in (3.45), we find

$$I_{GHY} = -\frac{1}{8\pi G_N} \int_0^\beta dt_E \int_0^{2\pi} d\phi \left[ r_\infty \sqrt{r_\infty^2 - m} \left( -r_\infty(r_\infty^2 - m)^{-\frac{1}{2}} - \frac{1}{r_\infty}(r_\infty^2 - m)^{\frac{1}{2}} + L[h] \right) \right].$$

If we choose $L[h] = c$ where $c$ is a constant, this becomes

$$I_{GHY} = \frac{\beta}{4G_N} \left( 2r_\infty^2 - m - c r_\infty \sqrt{r_\infty^2 - m} \right).$$
Since we are taking the limit as \( r_\infty \to \infty \), the square root term can be expanded in terms of \( 1/r_\infty \)

\[
c r_\infty \sqrt{r_\infty^2 - m} = c r_\infty^2 \sqrt{1 - \frac{m}{r_\infty^2}} = c \left( r_\infty^2 - \frac{m}{2} \right) + O \left( \frac{1}{r_\infty^2} \right)
\]

(3.54)

and the Gibbons-Hawking-York boundary term is

\[
I_{GHY} = \frac{\beta}{4G_N} \left( 2r_\infty^2 - m - c \left( r_\infty^2 - \frac{m}{2} \right) + O \left( \frac{1}{r_\infty^2} \right) \right).
\]

(3.55)

We can now add (3.44) and (3.55) to obtain

\[
I_{EH} + I_{GHY} = \frac{\beta}{4G_N} \left( 3r_\infty^2 - 2m - c \left( r_\infty^2 - \frac{m}{2} \right) + O \left( \frac{1}{r_\infty^2} \right) \right).
\]

(3.56)

Finally, choosing \( c = 3 \) to cancel of divergent terms and taking \( r_\infty \to \infty \), we find the final expression of the Euclidean action

\[
I_E = \lim_{r_\infty \to \infty} \left( I_{EH} + I_{GHY} \right) = -\frac{\beta m}{8G_N}.
\]

(3.57)

We can use this action in (3.40) and (3.41) to find an expression for the entropy of the spacetime. First, using

\[
m = \frac{4\pi^2}{\beta^2}
\]

(3.58)

we find the partition function to be

\[
Z = e^{-I_E} = \exp \left( \frac{\pi^2}{2\beta G_N} \right)
\]

(3.59)

and the entropy is given by

\[
S = (1 - \beta \partial_\beta) \log Z = \frac{\pi^2}{2\beta G_N} + \beta \left( \frac{\pi^2}{2\beta^2 G_N} \right) = \frac{\pi^2}{\beta G_N}
\]

\[
\Rightarrow S = \frac{\pi \sqrt{m}}{2G_N}
\]

(3.60)

which is the same as the area-law calculation.

The utility of the semiclassical calculations comes from the fact that we do not need an event horizon to find the temperature and the entropy of the spacetime and will, in fact, be
necessary for the specific case of the \((3 + 1)\)-dimensional topological black hole due to the fact that the area-law calculations are unreliable since observers do not agree on the area of the event horizon.

### 3.5 Holographic Entanglement Entropy

Since the AdS/CFT conjecture relates all phenomena in the bulk and the CFT, we should expect there to be a bulk geometric dual to quantum entanglement entropy \([2, 10]\). The original proposal for the bulk calculation of the entanglement entropy, \(S_A\), of a spatial region \(A\) was given by Ryu and Takayanagi and is given by

\[
S_A = \frac{\text{Area}(\gamma)}{4G_N^{(d)}}
\]  

where \(\gamma\) is the minimal area surface terminating on the boundary of \(A\) and \(G_N^{(d)}\) is Newton’s gravitational constant for a \(d\)-dimensional spacetime \([10]\). This formulation of HEE relies on a calculation at a fixed time, so it is not naturally covariant. The covariant generalization was introduced by Hubeny-Rangamani-Takayanagi, but is not necessary for our particular calculation \([11]\).

The motivation for the Ryu-Takayanagi formula is as follows \([30]\): to find the entanglement entropy of a spatial subregion \(A\) of the total CFT on \(\partial \mathcal{M}\), we must trace over all possible states of the CFT defined on the rest of the space \(\overline{A}\). The act of tracing over all possible states on \(\overline{A}\) is admitting that an observation of the CFT on \(A\) does not give any information about the CFT on \(\overline{A}\). To mirror this concept in the bulk, we should only consider observers which have access to the region \(A\) on the boundary. To do this, we must cut off the observer from the rest of the boundary by imposing an artificial horizon, given by the surface \(\gamma\) which ends on the boundary of \(A\), \(\partial A\) (Figure 3.2). Since there is a continuous family of surfaces in the bulk which terminate on \(\partial A\), to specify a unique surface, we choose the one with minimal area. However, we know that the entropy that this observer will see will be proportional to the area of \(\gamma\) due to the holographic entropy in the bulk theory.
Figure 3.2: To calculate the entanglement entropy of the CFT on region $A$ with the CFT on region $ar{A}$, we calculate the area of the extremal-area surface, $\gamma$, which ends on the boundary of $A$, $\partial A$.

This formula is quite remarkable due to the fact that it allows us to find the entanglement entropy of a CFT, which is generally an incredibly difficult process, just by finding an area in the bulk spacetime, which is significantly simpler. Before we apply HEE to more complicated situations, it is worth checking the conjecture for situations for which we already know the answer, i.e. (1 + 1)-dimensional CFTs for which we can use the Cardy formula.

3.5.1 (1+1)-Dimensional CFT at Zero Temperature

As we have already stated, the $(d − 1)$-dimensional CFT in its zero-temperature (i.e. vacuum) state is dual to global AdS$_d$. Using the simplest case of AdS$_3$, we can define Poincaré coordinates $(T, X, Z)$ in terms of the embedding coordinates $(T_1, T_2, X_1, X_2)$.
\[
T_1 = \frac{Z}{2} \left( 1 + \frac{1}{Z^2} (1 + X^2 - T^2) \right)
\]
\[
T_2 = \frac{T}{Z}
\]
\[
X_1 = \frac{X}{Z}
\]
\[
X_2 = \frac{Z}{2} \left( 1 + \frac{1}{Z^2} (-1 + X^2 - T^2) \right)
\]

which transform the metric (2.35) to
\[
ds^2 = \frac{1}{Z^2} (-dT^2 + dX^2 + dZ^2)
\]

with coordinate ranges \( T \in (-\infty, \infty), \ X \in (-\infty, \infty), \) and \( Z \in (0, \infty) \) [22]. Since all of the embedding coordinates as well as the metric diverge at \( Z = 0 \), we associate this with the boundary of \( \text{AdS}_3 \). A spatial region \( A \) of length \( 2R \) on the boundary is given by the range \( X \in [-R, R] \) and \( T = \text{const.} \) Since the metric (3.63) is independent of \( T \), which plays the role of time, a minimal area surface which terminates on the endpoints of \( A \) at any time will be valid at any other time, so for our calculation, we take \( T = \text{const} \) in the bulk as well as the boundary. Therefore, our minimal area surface, \( \gamma \), will be a spacelike line in the bulk which ends on \( X = -R \) and \( X = R \). We will parameterize this surface by \( Z \) so that \( X = X(Z) \) on \( \gamma \). The induced metric on this surface is given by

\[
h = g_{\mu\nu} \frac{\partial x^\mu}{\partial Z} \frac{\partial x^\nu}{\partial Z} = \frac{1}{Z^2} \left( 1 + \left( \frac{dX}{dZ} \right)^2 \right)
\]

where \( x^\mu \) are the coordinates on the full spacetime. The area of this surface is then given by

\[
\text{Area}(\gamma) = \int \sqrt{h} = \int_a^b \frac{dZ}{Z} \sqrt{1 + \left( \frac{dX}{dZ} \right)^2}
\]

and we will specify the bounds of the integral later. The integrand of (3.65) is a function of \( X(Z), dX/dZ, \) and \( Z \), so we can treat it as a Lagrangian

\[
\mathcal{L} \left( X, \frac{dX}{dZ}, Z \right) = \frac{1}{Z} \sqrt{1 + \left( \frac{dX}{dZ} \right)^2}
\]
which we can minimize with the standard Euler Lagrange equation [41]. Since the integrand of (3.65) does not explicitly depend on \( X(Z) \), we can see that the Euler-Lagrange equation simplifies to

\[
\frac{\partial L}{\partial (dX/dZ)} = \frac{dX}{dZ} \left( \frac{dX}{dZ} \right)^2 = k \quad \Rightarrow \quad \frac{dX}{dZ} = \pm \frac{Z}{\sqrt{k^2 - Z^2}}
\]  

(3.67)

where \( k \) is an unknown constant. Integrating with respect to \( Z \) and using the boundary conditions, \( X(0) = \pm R \), we find

\[
X(Z) = \pm \sqrt{R^2 - Z^2}.
\]  

(3.68)

Figure 3.3: The entanglement entropy of the CFT on region \( A \) with length \( 2R \) can be calculated by the minimal area surface, \( \gamma \), given by semicircles of radius \( R \) which intersect the boundary at right angles.

The extremal-area surface corresponding to region \( A \) on the boundary is just a circle which intersects the boundary at right angles (Figure 3.3). Since the maximum value that \( Z \) can take on this surface is \( R \) and the surface terminates at \( Z = 0 \), these are the upper and lower bounds on the integral, respectively. However, we will see that the area integral diverges from the region where \( Z \to 0 \), so we regularize by introducing a cutoff \( 0 < \epsilon \ll 1 \) as the lower bound. Using this in (3.65) gives

\[
\text{Area}(\gamma) = 2 \int_\epsilon^R dZ \frac{R}{Z} (R^2 - Z^2)^{-\frac{1}{2}} = 2 \log \left( \frac{2R}{\epsilon} \right)
\]  

(3.69)
for $R \gg \epsilon$. The multiplication by the factor of two comes from integration over a symmetric interval. From this, we can use HEE to say that the entanglement entropy of a spatial region $A$ of a $(1 + 1)$-dimensional CFT in its vacuum state is given by

$$S_A = \frac{1}{2G^{(3)}_N} \log \left( \frac{2R}{\epsilon} \right)$$

which agrees exactly with the result from the Cardy formula (3.11) if $c = 3/\left(2G^{(3)}_N\right)$ (which is the central charge predicted by the AdS/CFT correspondence [42]). Though this spacetime is relatively simple, it shows that HEE can reproduce known results from direct calculations using CFTs.

### 3.5.2 (1+1)-Dimensional CFT at Finite Temperature

As shown by Maldacena, a $(1 + 1)$-dimensional CFT at finite temperature $1/\beta$ is dual to the BTZ black hole which radiates at temperature $1/\beta$ [5]. Hence, a holographic approach using (3.61) should reproduce (3.12) for the BTZ spacetime. Beginning with metric (2.48), we can note that this spacetime is time-independent. We can then take $t = \text{const}$ and the extremal area surface, $\gamma$, will be a spacelike line which we will parameterize by $r$ such that $\phi = \phi(r)$ on $\gamma$. The induced metric on $\gamma$ is given by

$$h = g_{\mu\nu} \frac{\partial x^\mu}{\partial r} \frac{\partial x^\nu}{\partial r} = (r^2 - m)^{-1} + r^2 \left( \frac{d\phi}{dr} \right)^2$$

and the area functional becomes

$$\text{Area}(\gamma) = \int d\gamma = \int_a^b dr \sqrt{(r^2 - m)^{-1} + r^2 \left( \frac{d\phi}{dr} \right)^2}.$$  \hspace{1cm} (3.72)

We can again find $\phi(r)$ by solving the Euler-Langrange equation

$$\frac{r^2 d\phi}{dr} \frac{d}{dr} = k \Rightarrow \frac{d\phi}{dr} = \pm \sqrt{k^2 \frac{1}{r^2 - m} + r^2 \left( \frac{d\phi}{dr} \right)^2}.$$  \hspace{1cm} (3.73)
If we want the endpoints of region $A$ to be at $\phi = \pm R$, we should expect a critical point at $r = r_*$ such that

$$\left(\frac{dr}{d\phi}\right)_{r=r_*} = 0 \quad \Rightarrow \quad \left(\frac{d\phi}{dr}\right)_{r=r_*} \to \infty$$

which is satisfied if $k = r_*$. If we assume $r_* > m$, from (3.73), we can see that this is the only critical value for $\phi(r)$ and so $r_*$ corresponds to the minimum value of $r$ (Figure 3.4). Since either $R$ or $r_*$ uniquely define the surface, we can relate them by integrating (3.73)

$$R = \int_{r_*}^{\infty} dr \sqrt{\frac{r_*^2}{r^2(r^2 - m)(r^2 - r_*^2)}} = \frac{1}{2\sqrt{m}} \log \left(\frac{r_* + \sqrt{m}}{r_* - \sqrt{m}}\right) \Rightarrow r_* = \sqrt{m} \coth \left(\sqrt{m} R\right).$$

(3.75)

Figure 3.4: The minimal surface $\gamma$ will have a critical point at $r = r_*$. Since $\gamma$ is uniquely specified by either $r_*$ or the length of the region $A$ of the boundary, $2R$, we can use either to give $\gamma$.

Finally, we can use (3.73) in the area functional to find the area of the surface $\gamma$

$$\text{Area}(\gamma) = 2 \int_{r_*}^{r_\infty} \frac{r dr}{\sqrt{(r^2 - m)(r^2 - r_*^2)}} = 2 \log(2r_\infty) - \log(r_*^2 - m)$$

or

$$\text{Area}(\gamma) = 2 \log(2r_\infty) + \log \left(\frac{\sinh^2(\sqrt{m} R)}{m}\right)$$

(3.76)
where \( r_\infty \) is a cutoff that we take to infinity. Using \( r_\infty = 1/\epsilon \) with \( 0 < \epsilon \ll 1 \), and the inverse temperature of the BTZ black hole (3.28), we find the entanglement entropy of a CFT on region \( A \) of length \( 2R \) is given by

\[
S_A = \frac{1}{2G_N^{(2)}} \log \left( \frac{2\pi R}{\beta} \sinh \left( \frac{2\pi R}{\beta} \right) \frac{\beta}{\pi \epsilon} \right)
\]

(3.77)

which agrees with (3.12).

An easier way to arrive at the result (3.77) is to recall that the BTZ solution is locally AdS and so we can relate BTZ coordinates to Poincaré coordinates [11]. We first define null Poincaré coordinates

\[
W_\pm = X \pm T
\]

(3.78)

so that the metric (3.63) becomes [11, 22]

\[
ds^2 = \frac{1}{Z^2} (dW_+ dW_- + dZ^2).
\]

(3.79)

The coordinates of the BTZ black hole are related to null Poincaré coordinates by [46]

\[
W_\pm = \sqrt{\frac{r^2 - m}{r^2}} e^{\sqrt{m}(\phi_\pm t)}
\]

\[
Z = \sqrt{\frac{m}{r}} e^{\sqrt{m}\phi}.
\]

(3.80)

If our surface is anchored to the boundary at time \( t = t_0 \) with endpoints \( \phi_1 \) and \( \phi_2 \), we can represent the cutoff in Poincaré coordinates in terms of \( r_\infty \)

\[
\epsilon_{1,2} = \sqrt{\frac{m}{r_\infty}} e^{\sqrt{m}\phi_{1,2}}
\]

(3.81)

and a region of the boundary \( \Delta X \) is given by

\[
(\Delta X)^2 = \Delta W_+ \Delta W_- = \left( e^{\sqrt{m}(\phi_2 + t_0)} - e^{\sqrt{m}(\phi_1 + t_0)} \right) \left( e^{\sqrt{m}(\phi_2 - t_0)} - e^{\sqrt{m}(\phi_1 - t_0)} \right)
\]

\[
\Rightarrow (\Delta X)^2 = \left( e^{\sqrt{m}\phi_2} - e^{\sqrt{m}\phi_1} \right)^2.
\]

(3.82)
Using these values in (3.69)

\[
\text{Area}(\gamma) = \log \left( \frac{(\Delta X)^2}{\epsilon_1 \epsilon_2} \right) = 2 \log(2r_\infty) + \log \left( \frac{\sinh^2 (\sqrt{m}R)}{m} \right) \quad (3.83)
\]

we recover the area of \(\gamma\) for the BTZ spacetime after defining \(R = (\phi_2 - \phi_1)/2\).

One interesting aspect of HEE for the BTZ black hole is that it actually predicts that the boundary CFT as a whole should be in a mixed state \([10, 16, 30]\). To see this, we recognize that the event horizon, \(r = \sqrt{m}\), is also a valid solution to the Euler-Lagrange equations which minimize (3.72). However, this surface does not terminate on the boundary, so for it to be included in the holographic entanglement entropy, we must combine it with the surface \(\gamma\), i.e. take \(\gamma \cup H\) where \(H\) is the event horizon. Since the surface \(\gamma\) is spacelike, it will minimize the area, so the combined area of \(\gamma \cup H\) will never be less than that of \(\gamma\). However, as \(R\) increases, (3.76) also increases, so we expect there to be some value of \(R\) such that \(\text{Area}(\gamma' \cup H) < \text{Area}(\gamma)\) where \(\text{Area}(\gamma' \cup H)\) is given by

\[
\text{Area}(\gamma' \cup H) = 2 \log(2r_\infty) + \log \left( \frac{\sinh^2 (\sqrt{m}(\pi - R))}{m} \right) + 2\pi \sqrt{m} \quad (3.84)
\]

where \(\gamma'\) is the same surface as \(\gamma\), but with \(R \to \pi - R\). We find that \(\text{Area}(\gamma' \cup H) < \text{Area}(\gamma)\) for \(R < \pi\), so (3.84) is the valid area calculation for \(R \to \pi\), which corresponds to region \(A\) becoming the full boundary (Figure 3.5) \([10, 16, 30]\). In the limit as \(R = \pi\) and \(r_\infty \to \infty\), the logarithmic terms cancel and we are only left with the area of the event horizon and so the entanglement entropy of the full boundary CFT is given by

\[
S_{\text{CFT}} = \frac{\pi \sqrt{m}}{2G_N^{(3)}} \quad (3.85)
\]

which is exactly the entropy of the black hole.

Since the CFT is in a mixed state, we can attempt to find a purification, which will be the copy of the CFT on this boundary and the other copy of the CFT on the second boundary from the maximal extension, as we will see in the next section.
3.5.3 BTZ Boundary Theory

To find the purification of the CFT dual to the BTZ black hole, we begin by defining global coordinates for AdS$_3$

\[
T_1 = \frac{1 + r^2}{1 - r^2} \cos t \\
T_2 = \frac{1 + r^2}{1 - r^2} \sin t \\
X_1 = \frac{2r}{1 - r^2} \cos \theta \\
X_2 = \frac{2r}{1 - r^2} \sin \theta
\]  
(3.86)

with $r \in [0, 1)$, $t, \theta \in (0, 2\pi]$ [23]. As in section 2.5, to avoid closed timelike curves, we adopt a universal covering where $t \in (-\infty, \infty)$. The metric becomes

\[
ds^2 = \frac{4}{(1 - r^2)^2} \left( -\frac{1}{4} \left(1 + r^2\right)^2 dt^2 + dr^2 + r^2 d\theta^2 \right).
\]  
(3.87)

The Killing vector which generates the quotient will be given by $\xi = -X_1 \partial_{T_1} - T_1 \partial_{X_1}$ and we can identify an orthogonal Killing vector given by $\eta = X_2 \partial_{T_2} + T_2 \partial_{X_2}$ [38, 39]. We can transform (3.87) by a conformal factor, $\Omega^2 = (1-r^2)^2/4$ and take $r \to 1$ to obtain the metric on the conformal boundary

\[
d\sigma^2 = -dt^2 + d\theta^2.
\]  
(3.88)

The conformal Killing vectors generated by $\xi$ and $\eta$ on the boundary are given by [39]
\[ \xi_b = \sin t \cos \theta \partial_t + \cos t \sin \theta \partial_b \]
\[ \eta_b = \cos t \sin \theta \partial_t + \sin t \cos \theta \partial_b. \]  
(3.89)

Since \( \xi_b \) will generate the quotient in the boundary theory, we will only keep the regions where \( \xi_b^2 > 0 \) to avoid closed timelike curves. These are given by the two disconnected diamonds [38, 39]

\[
D_R = \left\{ (t, \theta) \left| 0 < \theta < \pi, |t| < \frac{\pi}{2} - \left| \theta - \frac{\pi}{2} \right| \right. \right\}
\]
\[
D_L = \left\{ (t, \theta) \left| -\pi < \theta < 0, |t| < \frac{\pi}{2} - \left| \theta + \frac{\pi}{2} \right| \right. \right\}. \]
(3.90)

The regions \( D_R \) and \( D_L \) correspond to the two separate asymptotic boundaries that result from quotienting AdS\(_3\) to obtain the BTZ black hole. We also note that \( \eta_b \) is timelike in both regions, but points in the future timelike direction in region \( D_R \) and the past timelike direction in region \( D_L \). Since \( \eta \) is timelike, when defining particle excitations in the boundary theory, we associate positive energy modes with the region where \( \eta \) is points to the future, while we define negative energy modes in the region where \( \eta \) points to the past [18, 36] (Figure 3.6). Therefore, the total Hilbert space will be given by \( \mathcal{H} = \mathcal{H}_R \otimes \mathcal{H}_L \) and we can describe the total state by a thermofield double

\[
|\Psi\rangle = \frac{1}{\sqrt{Z(\beta)}} \sum_n e^{-\beta E_n/2} \langle E_n \rangle_R \otimes \langle E_n \rangle_L
\]
(3.91)

which suggests particles in \( D_R \) are entangled with particles in \( D_L \) [5, 17].

The case of the BTZ black hole has given us insight into the dual CFT of black holes. We have seen that the CFT shares the thermal properties of the black hole, and that the entropy of the total CFT is the entropy of the black hole. Since the CFT is in a mixed state, we naturally purify it with a CFT on the second copy of the boundary from the maximal extension.

However, this seems to force the (3+1)-dimensional topological black hole into a paradox. If the black hole is thermal, we would expect the CFT to also be thermal. But if the CFT...
Figure 3.6: Penrose diagram of the maximally extended BTZ black hole. Here, there are two distinct boundaries, $D_R$ and $D_L$, on which $\eta_b$ is a timelike Killing vector. On $D_R$, the $t$-component of $\eta_b (\eta_b^{(t)})$ is positive, and so we associate this region with positive energy modes, while on $D_R$, $\eta_b^{(t)}$ is negative, so we associate this region with negative energy modes.

is thermal, it can typically be interpreted as being in a mixed state and we should be able to find a suitable purification. However, recall that this black hole only has a single boundary so the possible purification is unclear. This contradiction is what motivates us to study the (3 + 1)-dimensional topological black hole as an interesting test of the holographic entanglement entropy conjecture.

3.5.4 Strip on Boundary of AdS$_d$

The final known result we give is a generalization of the results of section 3.5.1 to AdS$_d$ for $d > 3$. The region $A$ on the boundary will be given by a strip with width $R$ and “length” $L^{d-3}$ (Figure 3.7). In this calculation, we assume that $L$ is held constant and we can vary $R$. The metric for AdS$_d$ in Poincaré coordinates is given by

$$ds^2 = \frac{1}{Z^2} \left( -dT^2 + dX^2 + \sum_{i=1}^{d-3} dY_i^2 + dZ^2 \right)$$

(3.92)

where \{T, X, Y_i\} $\in (-\infty, \infty)$ and $Z \in (0, \infty)$ [22]. The region $A$ on the boundary at $Z = 0$ will be given by $X \in [-R/2, R/2], Y_i \in [-L/2, L/2]$. Since we are fixing $L$ and varying $R$ we
can parametrize the surface, \( \gamma \), by \( Z \) so that \( X = X(Z) \). The area of \( \gamma \) is therefore [11, 30]

\[
\text{Area}(\gamma) = \prod_{i=1}^{d-3} \int_{-L/2}^{L/2} dY_i \int_{a}^{b} \frac{dZ}{Z^{d-2}} \sqrt{1 + \left( \frac{dX}{dZ} \right)^2}.
\] (3.93)

Figure 3.7: Minimal area surface, \( \gamma \) (green) corresponding to strip \( A \) of the boundary (red). The strip has length \( L \) and width \( R \).

The Euler-Lagrange equation yields

\[
\frac{dX}{dZ} = \frac{Z^{d-2}}{\sqrt{Z^{2(d-2)} - Z^{2(d-2)}}}
\] (3.94)

where \( Z_* \) is the turning point of \( \gamma \) (analogous to \( r_* \) in the BTZ example). We can relate \( Z_* \) to \( R \) by integrating

\[
\frac{R}{2} \sqrt{\pi} \Gamma \left( \frac{d-1}{2(d-2)} \right) = \frac{\Gamma \left( \frac{1}{2(d-2)} \right)}{\Gamma \left( \frac{1}{2(d-2)} \right)} Z_*.
\] (3.95)

The area of the \( \gamma \) is then given by [11, 30]
\[
\text{Area}(\gamma) = 2L^{d-3} \int_{\epsilon}^{Z_*} dZ \frac{Z_*^{d-2}}{Z^{d-2}} \left( Z_*^{2(d-2)} - Z^{2(d-2)} \right)^{-\frac{1}{2}}
\]

\[
\Rightarrow \text{Area}(\gamma) = \frac{2}{d-3} \left( \frac{L}{\epsilon} \right)^{d-3} - \frac{2^{d-2}\pi^{(d-2)/2}}{d-3} \left( \frac{\Gamma \left( \frac{d-1}{2(d-2)} \right)}{\Gamma \left( \frac{1}{2(d-2)} \right)} \right)^{d/2} \left( \frac{L}{R} \right)^{d-3}.
\] (3.96)

The entanglement entropy of region $A$ will then be given by this area divided by $4G_N^{(d)}$. This result will play a crucial role in our analysis of the $(3+1)$-dimensional topological black hole.
Up to this point, we have discussed known results to build the machinery to analyze the (3 + 1)-dimensional topological black hole. This chapter will be dedicated to this specific spacetime and its behavior in terms of the holographic entanglement entropy. We begin the discussion by explicitly calculating the area of the event horizon according to different observers in section 4.1 to further motivate interest in this particular spacetime. In section 4.2, we go through the holographic calculation of entanglement entropy. In section 4.3, we go through a deeper analysis of the thermodynamic properties of the black hole. Finally, in section 4.4, we find the regions in the boundary CFT which support particles and compare these results to those in section 4.2.

4.1 Observer-Dependent Event Horizon

As we have seen, the thermodynamics of a black hole are deeply tied to the area of the event horizon. In polar Kruskal coordinates, (2.58), at a constant time-slice, \( t = t_0 \), the event horizon is located at \( \chi = t_0 \). The induced metric on the horizon is then given by

\[
d\sigma_{\chi=t_0}^2 = 4t_0^2 d\theta^2 + d\varphi^2.
\]

and the square root of the determinate of the induced metric is

\[
\sqrt{h} = 2|t_0|.
\]

The area of the event horizon is then given by

\[
\text{Area}(\chi = t_0) = 2|t_0| \int_0^{2\pi} d\theta \int_0^{2\pi} d\varphi = 8\pi^2 |t_0|.
\]

which exhibits a time-dependence.

If we instead examine the spacetime in full exterior coordinates (2.60) or static coordinates
were the event horizon is located at $\rho = 0$, we find the induced metric to be

$$d\sigma_{\rho=0} = d\phi^2$$

which is simply the metric of the unit circle. Since this is a 1-dimensional surface, it necessarily has zero area in a $(3 + 1)$-dimensional spacetime.

This poses an issue that the holographic entanglement entropy must overcome. As we have seen, the entanglement entropy of the total CFT is closely related to the area of event horizons in the bulk. However, if observers cannot agree on the area of the horizon, we may expect different results from the holographic calculation. A natural resolution would be if the observers in question see different boundary regions, analogous to the inertial versus accelerated observers in AdS [17, 31]. However, since these observers both have access to the full boundary, they should both be suitable candidates for the geometric dual to the full CFT. Therefore, if the region, $A$, of the boundary does not change between coordinate systems, the entanglement entropy of the region should not change either. Hence, this seemingly creates a paradox which we must overcome to verify the holographic entanglement entropy conjecture.

4.2 Holographic Calculation

To compute the area of the extremal area surface, $\gamma$, which terminates on the boundary of $A$, we will use the method introduced in section 3.5.2 of realizing the topological black hole as locally AdS$_4$ and relating it to the area corresponding to a strip on the boundary with length $L$ and width $R$, given by (3.96)

$$\text{Area}(\gamma_P) = 2 \left( \frac{L}{\epsilon} \right) - \alpha \left( \frac{L}{R} \right)$$

where $\gamma_P$ is the minimal area surface in AdS$_4$ and

$$\alpha = 4\pi \left( \frac{\Gamma \left( \frac{3}{4} \right)}{\Gamma \left( \frac{1}{4} \right)} \right)^2$$

is a constant. We first apply HEE for the case of Kruskal coordinates. Polar Kruskal coordinates (2.58), are related to null Poincaré coordinates by
\[ W_\pm = X \pm T = \frac{2}{1 - t^2 + \chi^2} (\chi \cos \theta \pm t) e^\phi \]
\[ Y = \frac{2}{1 - t^2 + \chi^2} \chi \sin \theta e^\phi \]
\[ Z = \frac{1 + t^2 - \chi^2}{1 - t^2 + \chi^2} e^\phi \]  \hspace{1cm} (4.7)

In these coordinates, the boundary is the surface where \( Z \to 0 \), which corresponds to \( \chi = \sqrt{1 + t^2} \). If we anchor the surface \( \gamma \) to the boundary at fixed time \( t = t_0 \) such that \( \theta \in [\theta_1, \theta_2] \) and \( \phi \in [\phi_1, \phi_2] \), the cutoff at \( Z = \epsilon \ll 1 \) corresponds to

\[ \epsilon_{1,2} = a e^{\phi_{1,2}} \quad \text{where} \quad 0 < a \ll 1. \]  \hspace{1cm} (4.8)

For convenience, we center \( A \) so that \( \theta_1 = -\Theta \) and \( \theta_2 = \Theta \) and the length, \( L \), of \( A \) is given by

\[ L = \Delta Y = \sqrt{1 + t_0} (e^{\phi_2} + e^{\phi_1}) \sin \Theta \]  \hspace{1cm} (4.9)

and the width, \( R \) is given by

\[ R^2 = \Delta W_+ \Delta W_- = (e^{\phi_2} - e^{\phi_1})^2 \left[ (1 + t_0^2) \cos^2 \Theta - t_0^2 \right]. \]  \hspace{1cm} (4.10)

Using (4.8), (4.9), and (4.10) in (4.5), we find an expression for the area using \( \epsilon^2 = \epsilon_1 \epsilon_2 \)

\[ \text{Area}(\gamma) = 4 \left( \frac{\cosh \Delta}{a} \right) \sin \Theta - \alpha \left( \frac{\sqrt{1 + t_0} \sin \Theta}{\sqrt{(1 + t_0^2) \cos^2 \Theta - t_0^2}} \right) \coth \Delta \]  \hspace{1cm} (4.11)

where \( \Delta = (\phi_2 - \phi_1)/2 \). From this expression, we can see that the surface \( \gamma \) is restricted to the region

\[ (1 + t_0^2) \cos^2 \Theta - t_0^2 > 0. \]  \hspace{1cm} (4.12)

Similarly, we can perform the same HEE calculation with full exterior coordinates, which are related to null Poincaré coordinates by
\[ W_\pm = \frac{2\rho}{1+\rho^2} (\cosh \tau \cos \theta \pm \sinh \tau) e^\phi \]
\[ Y = \frac{2\rho}{1+\rho^2} \cosh \tau \sin \theta e^\phi \]
\[ Z = \frac{1-\rho^2}{1+\rho^2} e^\phi. \] (4.13)

For fixed time on the boundary \( \tau = \tau_0 \) and endpoints \((-\Theta, \phi_1)\) and \((\Theta, \phi_2)\), we find that the cutoff is given by
\[ \epsilon_{1,2} = a e^{\phi_{1,2}}, \] (4.14)
the length of region \( A \) is given by
\[ L = \cosh \tau_0 (e^{\phi_2} + e^{\phi_1}) \sin \Theta \] (4.15)
and the width
\[ R^2 = (e^{\phi_2} - e^{\phi_1})^2 (\cosh^2 \tau_0 \cos^2 \Theta - \sinh^2 \tau_0). \] (4.16)

Using these values in (4.5) gives the area of the surface \( \gamma \) in full exterior coordinates
\[ \text{Area}(\gamma) = 4 \left( \frac{\cosh \Delta}{a} \right) \sin \Theta - \alpha \left( \frac{\cosh \tau_0 \sin \Theta}{\sqrt{\cosh^2 \tau_0 \cos^2 \Theta - \sinh^2 \tau_0}} \right) \coth \Delta. \] (4.17)

If we examine the coordinates (2.57) and (2.60), we can see that \( \cosh \tau_0 = \sqrt{1+t_0^2} \), and so (4.11) and (4.17) are the same expression. In these coordinates, the surface is restricted to
\[ \cosh^2 \tau_0 \cos^2 \Theta - \sinh^2 \tau_0 > 0 \] (4.18)
on the boundary.

We recall that static coordinates (2.63) are confined to
\[ y_1^2 - t^2 > 0 \Rightarrow \chi^2 \cos^2 \theta - t^2 > 0 \] (4.19)
which on the boundary, \( t = t_0, \chi = \sqrt{1+t_0^2} \) (or \( \rho = \cosh \tau_0 \)), \( \theta = \Theta \), corresponds to exactly (4.12) and (4.18). Therefore, it seems static coordinates are naturally adapted to the HEE calculation.
We also note that, as \((1 + t_0^2) \cos^2 \Theta - t_0^2 \to 0\) \((\cosh^2 \tau_0 \cos^2 \Theta - \sinh^2 \tau_0 \to 0)\) and \(a \to 0\), i.e. we take the region \(A\) to be the full boundary of static coordinates, the area of \(\gamma\) also goes to zero. This suggests that the CFT on the full boundary in static coordinates is in a pure state.

As we should expect, the entanglement entropy of the CFT on region \(A\) of the boundary does not vary between coordinate systems using the holographic calculation. However, we have arrived at the somewhat surprising result that there is a preferred coordinate system for the HEE calculation: the static coordinates.

### 4.3 Thermodynamics of the Topological Black Hole

In section 4.1, we found that the area of the event horizon gave an inconsistent measure of the entropy of the spacetime, and so we will resort to the semiclassical calculation instead. In this section, we wish to discuss the thermodynamics of the bulk, but only in the portion of the spacetime for which \(\gamma\) is well defined. Therefore, we will restrict our attention to static coordinates. Taking \(\tau \to -i \tau_E\) in (2.63), the metric becomes

\[
ds^2 = \frac{4}{(1 - \rho^2)^2} \left[ \rho^2 \sin^2 \theta \, d\tau_E^2 + d\rho^2 + \rho^2 d\theta^2 \right] + \left( \frac{1 + \rho^2}{1 - \rho^2} \right)^2 d\phi^2. \tag{4.20}
\]

The term in the square brackets is the metric of the 3-ball if \(\tau_E\) is periodic with periodicity \(\tau_E = \tau_E + 2\pi\). The inverse temperature of the spacetime is equal to the periodicity of the imaginary time component and so the spacetime has temperature

\[
T = \frac{1}{2\pi}. \tag{4.21}
\]

We notice that, unlike the BTZ black hole in section 3.4.2, we did not need to take a near horizon limit to find the temperature of the spacetime. We therefore conclude that the entire space is thermal, not just the black hole. This should be expected, since we can obtain the \((3+1)\)-dimensional topological black hole from a double Wick rotation of thermal AdS4 [14].

Since \(\beta\) does not depend on the physical parameters of the space, as it did in section 3.4.2, from the form of (3.42) and (3.45), we can see that \(I_E \propto \beta\). Using (3.40) and (3.41),
we can see that if the Euclidean action is linear in $\beta$, the entropy will be zero. This agrees with the result that the entire CFT defined on this region is in a pure state. Now, we can analyze the theory on the boundary to give a possible candidate for the CFT dual to the topological black hole.

4.4 Restriction of Particle Modes on Boundary

To examine the theory on the boundary, we will follow a similar approach as in section 3.5.3. First, we define global coordinates on AdS$_4$

$$T_1 = \frac{1 + r^2}{1 - r^2} \cos t, \quad T_2 = \frac{1 + r^2}{1 - r^2} \sin t$$

$$X_1 = \frac{2r}{1 - r^2} \cos \lambda, \quad X_2 = \frac{2r}{1 - r^2} \cos \theta \sin \lambda, \quad X_3 = \frac{2r}{1 - r^2} \sin \theta \sin \lambda$$  \hspace{1cm} (4.22)

with ranges $r \in [0, 1)$, $\theta \in (0, 2\pi]$, $\lambda \in [0, \pi]$ and $t \in (-\infty, \infty)$ after enforcing a universal covering to avoid closed timelike curves [23]. The metric (2.55) becomes

$$ds^2 = \frac{4}{(1 - r^2)^2} \left( -\frac{(1 + r^2)^2}{4} dt^2 + dr^2 + r^2 d\lambda^2 + r^2 \cos^2 \lambda d\theta^2 \right)$$  \hspace{1cm} (4.23)

where the boundary is located at $r = 1$. The Killing vector that generates the quotient is given by $\xi = -X_1 \partial T_1 - T_1 \partial X_1$ and we can see that the Killing vector $\eta = X_2 \partial T_2 + T_2 \partial X_2$ is orthogonal to $\xi$. To get the metric on the boundary, we multiply (4.23) by the conformal factor $\Omega^2 = (1 - r^2)^2/4$ and take $r \to 1$ to obtain

$$d\sigma^2 = -dt^2 + d\lambda^2 + \cos^2 \lambda d\theta^2.$$  \hspace{1cm} (4.24)

The conformal Killing vectors on the boundary corresponding to $\xi$ and $\eta$ are given by

$$\xi_b = \cos \lambda \sin t \partial_t + \cos t \sin \lambda \partial_\lambda$$

$$\eta_b = \cos t \sin \lambda \cos \theta \partial_t + \sin t \cos \lambda \cos \theta \partial_\lambda - \sin t \csc \lambda \sin \theta \partial_\theta$$  \hspace{1cm} (4.25)
respectively. To find the region on the boundary that will survive the quotient, we find the region where $\xi^2 > 0$. Due to the range of $\lambda$, this only gives a single diamond

$$\{(\lambda, t) \mid 0 < \lambda < \pi, |t| < \frac{\pi}{2} - |\lambda - \frac{\pi}{2}|\}.$$ (4.26)

This is in contrast to the BTZ black hole, which returned two distinct diamonds on the boundary and is a reflection of the fact that the $(3 + 1)$-dimensional topological black hole only has a single, connected boundary. To better understand the action of $\xi_b$ on the boundary space, we define the coordinates (inspired by those used in [38])

$$\alpha = -\log \left[ \tan\left(\frac{\lambda - t}{2}\right) \right],$$

$$\beta = \log \left[ \tan\left(\frac{\lambda + t}{2}\right) \right].$$ (4.27)

giving the metric

$$d\sigma^2 = \frac{1}{\cosh \alpha \cosh \beta} \left( d\alpha d\beta + \cosh^2 \left(\frac{\alpha + \beta}{2}\right) d\theta^2 \right)$$ (4.28)

where the conformal Killing vectors are now given by

$$\xi_b = -\partial_\alpha + \partial_\beta$$

$$\eta_b = \cos \theta (\partial_\alpha + \partial_\beta) - \sin \theta \tanh \left(\frac{\alpha + \beta}{2}\right) \partial_\theta.$$ (4.29)

The vector $\xi_b$ maps the point $(\alpha, \beta, \theta) \to (\alpha - a, \beta + a, \theta)$. Unfortunately, the metric (4.28) is not invariant under an action generated by $\xi_b$, but the conformally equivalent metric

$$d\sigma^2 = d\alpha d\beta + \cosh^2 \left(\frac{\alpha + \beta}{2}\right) d\theta^2$$ (4.30)

is. Finally, defining $\alpha = \tau - \phi$ and $\beta = \tau + \phi$, where $\{\tau, \phi\} \in (-\infty, \infty)$, we obtain the metric

$$ds^2 = -d\tau^2 + \cosh^2 \tau d\theta^2 + d\phi^2$$ (4.31)

and the conformal Killing vectors take the form
\[ \xi_b = \partial_\phi \]

\[ \eta_b = \cos \theta \partial_\tau - \sin \theta \tanh \tau \partial_\theta. \quad (4.32) \]

A quotient by \( \xi_b \) makes the identification \( \phi = \phi + 2\pi n \) for \( n \in \mathbb{Z} \) and we see that the metric (4.30) is the conformal boundary of the topological black hole in full exterior coordinates (2.60).

Near \( \tau = 0 \), we find \( \eta_b = \cos \theta \partial_\tau \) is purely timelike, except for the points \( \theta = \pi/2 \) and \( \theta = -\pi/2 \). Moreover, for \(-\pi/2 < \theta < \pi/2\), \( \eta_b \) points in the future direction, while for \( \pi/2 < \theta < 3\pi/2 \), \( \eta_b \) points in the past direction. Therefore, we naturally associate \( \eta_b \) with particle modes in the boundary theory, where positive energy modes are associated with the region where \( \eta_b \) is future-directed, while negative energy modes are associated with the region where \( \eta_b \) is past-directed [18, 36].

As the system evolves away from \( \tau = 0 \), we find that \( \eta_b \) is no longer timelike on the whole boundary. Since we associate particle modes with time, the particles are not well defined on the regions where \( \eta_b \) is spacelike and so the particles will be restricted to the regions given by [18, 36]

\[ \eta_b^2 = -\cos^2 \theta + \sin^2 \theta \sinh^2 \tau < 0. \quad (4.33) \]

Using standard trigonometric and hyperbolic trigonometric identities, we find that this is equivalent to the regions which satisfy

\[ \cosh^2 \tau \cos^2 \theta - \sinh^2 \tau > 0 \quad (4.34) \]

but this is exactly the region of the boundary which the surface \( \gamma \) is restricted to (4.18). This is result that could have been anticipated, since we would not expect to have contributions to entanglement entropy from regions of the CFT on which we cannot have particles.

The fact that the area of the surface \( \gamma \) goes to zero as the region \( A \) encompasses one entire part of the boundary on which particles are allowed suggests that each of the two
particle-supporting regions are in a pure state. This is verified by the fact that the portion of the spacetime corresponding to each region has zero entropy. However, the spacetime also has a non-zero temperature, suggesting that the dual CFT is still thermal. Therefore, we conclude that the dual CFT is split into two regions, each in a pure, thermally populated state. This is in contrast to the case of the BTZ black hole, where we had two distinct CFTs, each in a mixed, thermally populated state. Figure 4.1 gives a pictorial representation of these findings, which can be contrasted to Figure 3.6.

Figure 4.1: Diagram of the boundary of the topological black hole. The dashed circle represents \( t = \tau = 0 \), where \( \eta_b \) is timelike over the whole boundary. We see two distinct regions on the boundary where \( \eta_b \) is timelike, one where the time component, \( \eta_b^{(t)} \), is positive, which we associate with positive energy modes (red), while on the other, \( \eta_b^{(t)} \) is negative, which we associate with negative energy modes (blue). This figure is in contrast to Figure 3.6 since the latter shows two distinct boundaries where the modes are defined, while this shows two regions of the same boundary where modes are defined.
In condensed matter systems and general quantum field theories, it is important to know the number of degrees of freedom which contribute to the dynamical behavior of the system. One way of counting these degrees of freedom is by calculating the entanglement entropy of the system in question. However, analytical results for entanglement entropy directly from quantum field theory rarely stray from the well understood 2-dimensional systems due to the complicated calculations involved.

Holographic entanglement entropy attempts to solve these issues by proposing that entanglement entropy in a CFT can be calculated from areas in the dual spacetime. Up to this point, most holographic calculations have been restricted to the relatively simple settings of spacetimes in (2 + 1)-dimensions and CFTs in (1 + 1)-dimensions which exhibit no time-dependence. To use HEE for physical systems, the results of the results in (2+1)-dimensional spacetimes and (1+1)-dimensional CFTs must be generalized to higher dimensions and time-dependent systems. We hope to further this goal through our work.

The case of the (3+1)-dimensional topological black hole is of interest due to the fact that it is a time-dependent spacetime with an observer-dependent event horizon. While horizons which vary between observers appear elsewhere in relativity, this particular case allows two observers with access to the full boundary to see different event horizon areas. In previous holographic entanglement entropy calculations, it has been shown that entanglement of the CFT on the boundary is closely related to the area of event horizons in the bulk. This suggests the possibility of an observer-dependence in holographic entanglement entropy.

While our calculation of HEE shows no observer-dependence, it does suggest that there is a preferred coordinate system for the calculation, i.e. static coordinates, which is somewhat surprising given that the coordinates do not cover the full space. Moreover, these coordi-
nates are such that the metric is time-independent, i.e. has a global timelike Killing vector. Since the region of the space which these coordinates cover correspond exactly to the region in the boundary theory where the Killing vector associated with particle modes is timelike, we expect this to hold for other spacetimes as well. This is a powerful result, since the time-independent holographic entanglement entropy calculation of Ryu-Takayanagi is significantly less involved than the covariant prescription of Hubeny-Rangamani-Takayanagi. This result also shows that, while holographic entanglement entropy can give insight to the properties of the dual CFT, it can also predict the regions in the CFT where particles are disallowed.

There is further work to be done by generalizing these results to other time-dependent spacetimes and their corresponding CFT duals, as well as generalizing these results to higher dimensions. This would ensure that the findings in this thesis hold for all cases outside of the particular one we studied.

We conclude by noting that the AdS/CFT correspondence is still only conjectured and so there is still much work to be done. Works such as this thesis serve to test the theory’s consistency and help to verify it as the most promising theory of quantum gravity to date.
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