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ABSTRACT

This Ph.D. dissertation describes a measurement of the change in mass distributions and average total kinetic energy ($TKE$) release with increasing incident neutron energy for fission of $^{235}\text{U}$ and $^{238}\text{U}$. Although fission was discovered over seventy-five years ago, open questions remain about the physics of the fission process. The energy of the incident neutron, $E_n$, changes the division of energy release in the resulting fission fragments, however, the details of energy partitioning remain ambiguous because the nucleus is a many-body quantum system. Creating a full theoretical model is difficult and experimental data to validate existing models are lacking. Additional fission measurements will lead to higher-quality models of the fission process, therefore improving applications such as the development of next-generation nuclear reactors and defense. This work also paves the way for precision experiments such as the Time Projection Chamber (TPC) for fission cross section measurements and the Spectrometer for Ion Determination in Fission (SPIDER) for precision mass yields.

The dissertation discusses the motivations and underlying theory behind the study of fission. It also contains a description of the detector, a twin Frisch-gridded ionization chamber, and the neutron source at the Los Alamos Neutron Science Center (LANSCE) Weapons Neutron Research (WNR), which provides neutrons from the intermediate to fast region ($E_n = 100$’s of keV to 100’$s of MeV). The double energy (2E) analysis procedure is also described, which calculates fragment masses and energies pre- and post-prompt neutron emission. The results of these studies reveal clear structure in the energy-dependent $TKE$ and its variance $\sigma_{TKE}$ for both uranium isotopes that correlate to multi-chance fission in the cross section. A low $E_n$ turnover in the $TKE$ was observed for $^{235}\text{U}$ which had only been hinted at in previous experiments. Correlated $TKE$ and masses are also presented.
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CHAPTER 1
INTRODUCTION

The process of nuclear fission, where a nucleus splits typically into two fragments, is important for many applications including energy, defense, non-proliferation, and nuclear medicine. Behind these applications are engineering codes that rely on accurate nuclear data evaluations of energy release, mass yields, cross sections and other observables [1]. Neutron-induced fission behavior evolves with increasing incident neutron energies. It is surprising that over seventy-five years after the initial discovery of fission [2], there is a lack of experimental data for the major actinides at some neutron energies relevant to applications.

The reason to provide new fission data at high neutron energies is two-fold. First, twenty-first century fission models make predictions which require experimental validation, thereby increasing our understanding of the fission process which is a complex, many-body quantum problem. Second, we wish to add to and improve data for nuclear applications. For example, Generation IV fast nuclear reactor technology relies on increased energy output from fission induced by neutrons in the fast region (hundreds of keV to hundreds of MeV).

The average total kinetic energy release ($TKE$), which is the sum of the kinetic energies of the two fission fragments, is an essential piece of nuclear data for determining the energy output in nuclear technology. It has been known for many years that the $TKE$ carries away the largest amount of energy in fission, about 170 MeV for isotopes of uranium [3]. However the $TKE$ changes with incident neutron energy. For $^{235}$U, $TKE$ measurements exist for incident neutron energies under 9 MeV plus recent measurements extending to high energies with unfortunately large uncertainties [4] [5] [6]. For $^{238}$U, most published measurements available are at neutron energies below 7 MeV, however, one continuous data set exists in an unpublished Ph.D. thesis covering $E_n =1$-400 MeV [7] [8] [9]. The present work addresses the gaps and uncertainties in the existing data by providing a continuous $TKE$ measurement.
covering the neutron energy range from 0.2 - 30 MeV for both $^{235}$U and $^{238}$U.

The masses of the fission fragments are also an important quantity for applications and theoretical models. A mass yield is the probability of finding a particular fission product normalized over a large number of fission events. Since fission is a random quantum process, the mass splits over a range of values. The mass yield follows a double-humped distribution, typically displaying a heavy and a light peak. As incident neutron energy increases, a symmetric component in the distribution becomes more prominent, but the mechanisms by which this process evolves are not well measured or understood. For example, evaluations of fission product yields for $^{235}$U are available at thermal, 1-2 MeV, and 14 MeV and for $^{238}$U are available at 1-2 MeV, and 14 MeV [10]. These are based on radio-chemical methods using mass spectrometry, decay information, and half-life measurements to deduce earlier isotopic concentrations. Direct measurements using nuclear physics detectors exist at low incident neutron energies only. Again, this present work will provide an evolution of the mass yields for both uranium isotopes over neutron energies from 0.2 - 30 MeV. Finally, the correlations between the fission fragment masses and kinetic energies are discussed to try to establish a more complete picture of energy release in fission.

Chapter 2 is a presentation of the relevant aspects in fission theory as it relates to mass yields and average total kinetic energy release and a brief discussion of motivation for this study. Current models for $TKE$ and masses are also discussed, including the experimental context for this work. The experimental method using a Frisch-gridded ionization chamber at a neutron source at Los Alamos National Laboratory is described in Chapter 3. The double energy (2E) method used to determine the final fission fragment masses and $TKE$ is discussed in Chapter 4. While the 2E method has been used in previous work, it was expanded to include multi-chance fission and simulated neutron correction methods novel to this work. Chapter 5 contains the final physics results with a discussion and comparison to previous work. Chapter 6 summarizes what we learned from this overview study of the evolution of fission observables with neutron energy.
CHAPTER 2
FISSION THEORY

Fission has been studied extensively for over seventy-five years and is used in many applications, but there is still much to learn about the fission process both from an experimental and theoretical standpoint. Section 2.1 presents how fission works, defines some vocabulary, and describes at how nuclear theory first explained fission. In Section 2.2, we will discuss more modern methods of fission theory developed after the 1970’s. Section 2.3 focuses on empirical models of total kinetic energy in Subsection 2.3.1 and fission mass yields in Subsection 2.3.2. Throughout the chapter, the motivation for the work in this thesis emerges: fission models and theory need more exact data to validate theories and benchmark simulations.

Measurements of relevant fission observables are used as input in empirical fission models, to benchmark theories, and as parameters in nuclear data evaluations which are used in a wide array of applications. The need for greater accuracy in the modeling and simulations of both civil and defense fission applications calls for new experimental data to be generated [11]. The civil applications need improved nuclear data to drive more exact design parameters for nuclear reactors, increasing energy efficiency and decreasing the amount of waste. Advanced modeling of military nuclear devices helps to understand the aging stockpile.

The study of multiple chance fission is a particular area where additional data at high energies would serve fission models. First chance fission is the basic picture of neutron-induced fission described in Section 2.1. Second chance fission occurs at higher incident neutron energies when the incident neutron is evaporated during fission, causing a sudden jump in the cross section [1]. At higher energies, third and fourth chance fission are possible reaction channels. The thresholds for these reactions are dependent on the isotope and shape of the fission barrier. This work seeks to understand what influence multiple chance fission has on fission observables.
2.1 Fission Fundamentals

In 1939, Meitner and Frisch explained the experimental observations of their colleagues, Hahn and Strassman, where barium was discovered following the disintegration of a uranium nucleus [2] [12]. This process by which a nucleus divides typically into two heavy fragments was named fission [2]. A formal, theoretical treatment of the nucleus as a droplet of charged liquid was developed soon afterward by Bohr and Wheeler [13].

In neutron-induced fission, a neutron is absorbed into a nucleus, transferring energy into the system. The compound nucleus deforms and becomes unstable. At about $10^{-20}$ s after neutron impact, the nucleus divides typically into two excited fission fragments. This point in time is referred to as the scission point. The fragments accelerate away from each other due to Coulomb repulsion with a large amount of kinetic energy, on order of 200 MeV. Most of the energy released in fission is in the form of kinetic energy. The fragments deexcite further by emitting prompt neutrons and gamma rays, becoming primary fission products during the $10^{-18}$ to $10^{-7}$ s following neutron impact [14]. Prompt emission accounts for about 10 MeV of energy release. Further $\beta$-decay and occasional delayed neutron emission occurs as the fission products decay toward stability. These are called secondary fission products. Because of the very short time scales of scission and deexcitation, only the primary and secondary fission products can be directly detected with experimental equipment. A diagram of the fission process and associated vocabulary is shown in Figure 2.1.

The vast majority of the energy release in fission is transferred into kinetic energy of the light and heavy fragments, conserving energy and momentum. The rough partitioning of the energy is dependent on the mass split between the light and heavy fragment. The asymmetry of the fragments is explained by nuclear shell structure, which favors certain energy-minimizing nucleon configurations like nuclear magic numbers [14]. Furthermore, due to the large assembly of nucleons and the quantum mechanical nature of nucleon-nucleon interactions, a large number of fission exit channels are opened leading to a distribution of mass splits for fission of a given isotope at a specific excitation energy. As excitation energy
Figure 2.1: The evolution of energy release during the fission process is illustrated from the point of neutron impact to the decay into secondary fragments. Taken from [15] with additions made for incident neutron and compound nuclear stages.

As the fragment masses vary according to a probability distribution, so does the total kinetic energy release. The total kinetic energy is the sum of the light and heavy fragments’ kinetic energies. The average total kinetic energy ($TKE$) is an average over all possible mass splits. The $TKE$ and fragment mass distributions are difficult to calculate theoretically, which is further explored in 2.3.1.

Before proceeding to modern fission theories, consider the following treatment of the distribution of energies and fission fragments based on simple energy conservation. The following derivation demonstrates how energy is partitioned in the compound nuclear system on to the fission fragments in first-chance neutron induced fission (adapted from [15] and [16]). Consider the reaction $^{A-1}_Z X(n, f)$. From conservation of charge and baryon number, we establish that $A = A_H + A_L$ and $Z = Z_H + Z_L$, where the subscripts represent the
number of nucleons and protons in the heavy and light fragments respectively. Also suppose that following scission the fully accelerated fragments have kinetic energy $T_H$ and $T_L$. From conservation of energy between the neutron with mass $m_n$ and kinetic energy $E_n$, target nucleus with mass $M(Z, A - 1)$, and resulting compound nuclear system of kinetic energy $T$ and excited state mass $M^*(Z, A)$, we write:

$$E_n + m_n + M(Z, A - 1) = T + M^*(Z, A) = T_H + M_H^*(Z_H, A_H) + T_L + M_L^*(Z_L, A_L), \hspace{1cm} (2.1)$$

with the assumption that $c^2 = 1$. We can also write that the binding energy, $B_n$, of the neutron is equal to the Q-value of the neutron capture reaction in the form,

$$m_n + M(Z, A - 1) = M(Z, A) + B_n. \hspace{1cm} (2.2)$$

Substituting into equation 2.1 we get,

$$E_n + B_n + M(Z, A) = T_H + M_H^*(Z_H, A_H) + T_L + M_L^*(Z_L, A_L). \hspace{1cm} (2.3)$$

Masses are excited and can be expressed in terms of the ground state mass and the excitation energy i.e. $M^* = M + E^*$. 

Figure 2.2: As the incident neutron energy increases, the model predicts the filling of the valley between the light and heavy mass peaks as the fission fragments become more symmetric [5].
Equation 2.3 can be modified into


(2.4)

We know the energy release in fission is due to breaking up the binding energy of the nucleons in the nucleus, which can be expressed mathematically as the difference between the ground state mass and the masses of the fission fragments,

\[ E_r = M(Z, A) - M_H(Z_H, A_H) - M_L(Z_L, A_L) \]  

(2.5)

Combining with the equation 2.4, we can recover the energy release in fission in terms of the properties of the fission fragments.

\[ E_r = T_H(Z_H, A_H) + T_L(Z_L, A_L) + E^*_H(Z_H, A_H) + E^*_L(Z_L, A_L) - (E_n + B_n) \]  

(2.6)

Thus, we have shown that the energy release in fission is distributed in the kinetic (TKE) and excitation energies (E*) of the fission fragments,

\[ TKE = T_H(Z_H, A_H) + T_L(Z_L, A_L), \]  

(2.7)

\[ E^* = E^*_H(Z_H, A_H) + E^*_L(Z_L, A_L). \]  

(2.8)

Note that both of these equations depend on the \( A_{H,L} \) and \( Z_{H,L} \) of the light and heavy fragment, but because fission is a quantum mechanical process, for a single \( E_n \), multiple \( A_{H,L} \) and \( Z_{H,L} \) are possible. Thus, \( TKE \) and \( E^* \) must be considered as an average over all possible mass splits, which are the physical observables. Then the average total kinetic energy, can be expressed mathematically as

\[ TKE = \frac{\sum Y_f [T_L(Z_L, A_L) + T_H(Z_H, A_H)]}{\sum Y_f}, \]  

(2.9)

where the sums are over the light and heavy fragment yields, \( Y_f \). This experiment seeks to measure the total average kinetic energy (\( TKE \)) part of the energy release along with the fragment masses, \( A_H \) and \( A_L \). These quantities are difficult to calculate theoretically, but many advances have been made since the discovery of fission, discussed in the next section.
2.2 Modern Fission Theory

Initially, fission was described theoretically by treating the nucleus as a charged liquid drop [13]. According to the liquid drop model, a spherical nucleus is deformed into an ellipsoid when excited, for example by absorbing a neutron, increasing the excitation energy of the compound nuclear system. The empirical binding energy is calculated for the new shape of the compound nucleus and compared to the initial state. If further deformation causes an energy gain, fission is expected to occur [17]. With this simple model, a rudimentary fission barrier can be predicted, which captures the behavior of many aspects of fission but ignores quantum mechanical effects. A schematic of the fission barrier predicted by the liquid drop model is shown to the left in Figure 2.3.

![Figure 2.3: (Left) a) The potential energy contours of a fissionable nucleus as a function of the quadrupole and hexadecapole deformation parameters. These parameters are analogous to the lengths of two different axes for an ellipse of rotation. b) The potential energy along the minimum energy trajectory for increasing elongation. [18] (Right) The liquid drop model compared with the double hump fission barrier which arises when nuclear shell effects are considered. [14]

The Liquid-Drop Model fails to explain the asymmetry of fission fragments, revealing the need for a more complete theoretical description of fission. Many techniques have been developed to handle this complicated quantum problem. In 1953, a quantum description of fission was developed by Hill and Wheeler, which considered single-particle interactions using the generator-coordinate method [19]. A single-particle model for deformed nuclei that
incorporated angular momentum and parity was developed by Nilsson in the mid 1950’s [20], [21]. In the 1960’s, Strutinsky found a way to extend this model to find a correction to the liquid-drop model which accounted for the quantum mechanics of a deformed potential [22],[23]. His methodology is referred to as a macroscopic-microscopic model because it combines bulk, macroscopic deformation energy of the compound nucleus as calculated by the liquid-drop model, with microscopic quantum effects from the individual nucleon wavefunctions. When both contributions are incorporated, one may deduce a double-humped fission barrier for elements like uranium and plutonium, as shown in Figure 2.3 [18]. This method is computationally involved and the partial consideration of two or three deformation degrees of freedom was all that was possible with the computing technology of the 60’s and 70’s. It was only in the 1990’s that the macroscopic-microscopic method could be applied in a more complete way to several nuclear shape degrees of freedom.

The two main approaches of modern fission theories are macroscopic-microscopic and microscopic. Macroscopic theory incorporates bulk behaviors of nuclear systems, balancing repulsive electrostatics and attractive nuclear forces. Microscopic effects, as modeled by the Strutinsky procedure, add quantum effects such as the change of the nuclear level ordering and spacing as a function of nuclear deformation. The two approaches are combined to generate multi-dimensional potential-energy surfaces [24]. Recent developments of macroscopic-microscopic models led to a more detailed understanding of fission barriers, as shown in Figure 2.4 [25] [26]. Advances in computing have allowed further development of the generator coordinate methods of the 1950’s in advanced macroscopic-microscopic models of today. Microscopic models have also been developed; examples are found in references [27] [28]. Both macroscopic-microscopic and fully microscopic models are in need of nuclear data to test predictions, particularly at a wide range of incident neutron energies to study how the fission process evolves with increasing excitation energy.

The macroscopic-microscopic method provides potential-energy surfaces (PES) which can be combined with dynamical effects to lead to models which are practical to implement
Figure 2.4: (Left) An example of a modern fission model using a combination macroscopic-microscopic technique to calculate potential fission surfaces from [25]. (Right) Microscopic models can also be used to predict potential surfaces using techniques described in [29]. http://ascr-discovery.science.doe.gov/shared/ns_energy_surface.html

using modern computing technology. Such models can predict fission fragment mass and kinetic energy distributions. One particular model, the Los Alamos Dynamical Fission Model (LADFM), starts with a small number of physical parameters that can be tuned to match experimental yield data at low incident neutron energies, and can then be used to predict outcomes for increasing neutron energies. The necessary inputs for the calculation are are nuclear shape at the outermost saddle point, determined from the PES calculations, inertia and dissipation tensors, which lead to Langevin equations for the dynamics, and starting distributions for momenta at the saddle point, derived assuming thermodynamic equilibrium. Monte-Carlo solutions of the Langevin equations lead to an ensemble of trajectories, which may be evaluated statistically to predict correlated fragment masses and kinetic energies [30]. Extending this model, guided by new data, could improve predictive capabilities.

2.3 TKE and Yield Models

Modern theoretical models need experimental data to test their validity. Unfortunately, existing fission data for higher incident neutron energies is sparse or nonexistent, depending on the isotope. What data do exist are subject to uncertainties at a level which is unacceptably large for benchmarking twenty-first century models describing defense- and
energy-related applications. A survey of nuclear data concluded that additional measurements were needed to support applications and theoretical advances [11], particularly average $\overline{TKE}$ and fission fragment yields.

### 2.3.1 Average Total Kinetic Energy

One goal of this work was to measure the $TKE$ release in neutron-induced fission of $^{235}$U and $^{238}$U covering a broad range of incident neutron energies, from thermal to 30 MeV. In a 2006 paper on total prompt energy release in fission, D.G. Madland cited a need for more complete $TKE$ measurements [15]. For $^{235}$U(n,f), additional information was requested over the incident neutron energy range of $10 \text{ keV} \leq E_n \leq 30 \text{ MeV}$, as the existing $TKE$ data stops at about 9 MeV and includes large uncertainties. The empirical model is based on a linear fit to the data from sources [5] and [4]. Both these measurements were done with an ionization chamber at a quasi-monoenergetic Van de Graaf accelerator based neutron source.

![Figure 2.5](image)

Figure 2.5: The existing average TKE data for $^{235}$U is insufficient to model the behavior of multichance fission, though some structure is visible in the data [15] [5] [4].
While data exists across a wide incident neutron energy range (1 - 400 MeV) for $^{238}$U, measurement with an ionization chamber detector will improve the energy resolution and test previous results. The existing measurements were made with silicon surface barrier detectors, which have a higher pulse height defect. This detector effect adds an additional uncertainty of around 1-3% [31] compared with an ionization chamber which has an uncertainty of about 0.5-1% [32]. Measurements available below $E_n = 7$ MeV were made with ionization chambers at quasi-monoenergetic neutron sources [33] [34] and deviate less than 2% from the data in [7]. Additional $^{238}$U data will add new data to previous measurements and reduce uncertainties both in TKE by use of the ionization chamber and in $E_n$ by operating at a white neutron source (100’s keV to 100’s MeV).

Due to the lack of available data and large uncertainties in the current $^{235}$U TKE measurements, Madland fit the distribution linearly, though some structure is clearly discernible in Figure 2.5. Recognizing that the linear fit was not ideal, Madland recommended that future users of his derived model restrict use to $E_n < 9$ MeV [15]. The $^{238}$U data was fit with a quadratic, though the data set appeared to have some structure [7]. A more recent evaluation of the data by Lestone in [35] accounts for multi-chance fission by using the slope of the Madland line, but shifting the starting position in $E_n$ to multi-chance fission thresholds. The idea behind this approach is that during multi-chance fission, one or more neutrons are emitted from the excited compound nucleus, lowering its excitation energy and causing the resulting fission fragments to behave as though they came from a much colder system, initially raising the TKE at the threshold, but then lowering it again until the next threshold is reached. This causes, Lestone assumed, structure in the TKE, but previous measurements were not sufficient to resolve any structure. By performing our TKE measurement, we have extended the energy range and thereby reveal more of the structure in the TKE distributions, ultimately contributing to a better understanding of multiple chance fission [35]. These data will also be used as input in current fission models [36].
2.3.2 Mass Yield Distributions

By measuring fission fragment mass distributions, we can add significantly to the existing data, which is only available at incident neutron energies in the thermal, 14 MeV region, and sparse points in between for the major actinides, as noted in the England and Rider fission product yield evaluation [10]. A global measurement of how these distributions evolve with increasing neutron energy does not exist. Rather, evaluations rely on many measurements made with both direct and radio-chemical methods. A study of mass distributions over the wide range of neutron energies considered by this experiment can provide a rigorous test of existing fission models [37], shown in Figure 2.6, which are tuned to the low neutron energy evaluations [1]. Modern attempts at fission models also base their predictions of mass yields [25] predominantly at lower incident neutron energy data and the lack of data at higher energies makes a test of their extrapolations difficult.

Figure 2.6: Existing measurements at thermal neutron energies are scaled up in this model of first-chance neutron-induced fission for $^{239}$Pu from [37]. Independent yield data above 14 MeV is not available for Pu or U isotopes, so models at higher energies cannot be benchmarked.

Recent work on $^{238}$U mass distributions has been done at the quasi-monoenergetic neutron beam of the Louvain-la-Neuve cyclotron facility, CYCLONE, at incident neutron energies of 33, 45, and 60 MeV using a gridded ionization chamber [38]. These results were compared
with data collected at the Los Alamos Weapons Neutron Research Facility (WNR) in 1995 using silicon surface barrier detectors, published in the Ph.D. thesis of Zöller [7]. Studies of $^{238}\text{U}$ fission properties were also performed using an ionization chamber in the low $E_n < 7$ MeV [34] [8].

### 2.3.3 Fission Data Efforts

This experiment using a Frisch-gridded ionization chamber (FGIC) has to be seen in context with other experimental approaches in fission research that are currently being pursued. To achieve a more complete understanding of the fission process, two major experimental campaigns are currently in place. Their goals are respectively:

- Low efficiency approach yielding high resolution mass measurements
- High efficiency approach yielding high precision fission cross sections and low resolution mass measurements

The SPectrometer for Ion DEteRmination (SPIDER) is the experimental effort to provide very precise measurements at particular incident neutron energies [39]. The second approach, this work combined with the fission Time Projection Chamber (fissionTPC) measurement, will provide a more general picture of how the fission process evolves with neutron energy [40]. The work with the FGIC constitutes a middle way using the unique beam capacities and energy range at LANSCE to produce results faster than they can be expected from the more complicated approaches. By operating the traditional ionization chamber under the same experimental conditions as the fissionTPC, the results will add credibility to future fissionTPC findings. By utilizing multiple detection methods, we increase our understanding of fission on both general and fine scales. The complementary detector approaches are shown in Figure 2.7.
Figure 2.7: The fission Time Projection Chamber (right) and SPIDER (left) are two novel instruments being used to investigate fission cross sections and fission product yields to unprecedented precision. This work with established technology supports the missions of SPIDER and TPC’s novel detection methods and adds credibility to their findings.
CHAPTER 3
EXPERIMENTAL METHOD

Measurements of uranium fission properties were made by impinging a beam of neutrons on an uranium target contained inside a Frisch-gridded ionization chamber (FGIC). Signals generated by the resulting uranium fission products were collected via a waveform digitizer data acquisition (DAQ) system. Two separate experiments were carried out, each using a different isotope of uranium and different DAQ configuration. Additional logistical details about the two experiments are provided in Section 3.1. The two uranium targets are described in 3.2. The FGIC operating principles and hardware design are discussed in Section 3.3. The neutron source and flight path are described in Section 3.5. Finally, digital data acquisition systems and waveform processing is described in 3.4.

3.1 Logistics

Two separate experiments were performed, each using a different isotope of uranium as the target and different digitizers in the DAQ. Both experiments used the same Frisch-gridded ionization chamber (FGIC), gas system, preamplifiers, and were operated at the same neutron source, Los Alamos Neutron Science Center - Weapons Neutron Research (LANSCE-WNR). Both experiments went through a selection process and were awarded beam time by the LANSCE Program Advisory Committee based on scientific merit.

The $^{238}\text{U}$ Frisch-gridded ionization chamber (238-FGIC) experiment ran from November 15th to December 15th, 2012, under LANSCE Proposal number NS-2012-4063-A. The 238-FGIC experiment was done in collaboration with colleagues from Los Alamos National Laboratory and the Joint Research Centre Institute for Reference Materials and Measurements (IRMM-JRC) in Geel, Belgium. The IRMM-JRC collaborators provided the detector, supporting electronics, gas system, $^{238}\text{U}$ target, data acquisition (DAQ) system, and computers. The experiment was operated in Los Alamos at LANSCE-WNR flight path 90L.
After the experiment, the DAQ system and computers were shipped back to Belgium for other work. The FGIC and supporting hardware remained in Los Alamos.

The $^{235}$U Frisch-gridded ionization chamber (235-FGIC) experiment ran from September 16$^{th}$ to October 14$^{th}$, 2013, under LANSCE Proposal number NS-2013-4720-A. It was operated at LANSCE-WNR by Los Alamos personnel. During this run, computers and a new DAQ system were provided by LANL. The cathode plate, a component of the FGIC, was redesigned and built by LANL to accommodate the $^{235}$U target provided by Oregon State University. This version of the full experimental setup is described in our recent paper [41].

The FGIC and supporting hardware are discussed in the next section, which includes all modifications. Both configurations of the DAQ system are presented in 3.4. A suite of data analysis programs was developed for the 238-FGIC data and then applied to the 235-FGIC data with some modifications at Los Alamos from February 2013 to the present. The analysis is presented in detail in Chapter 4. Photos taken of the chamber during the 238-FGIC and 235-FGIC runs are shown in Figure 3.1.

![Figure 3.1](image)

**Figure 3.1:** (Left) A photograph of the ionization chamber in the WNR flight path during FGIC-238. Preamp bundle and gas pressure gauge are also shown. This experiment was parasitic and ran behind the Time Projection Chamber (electronics stand and optical fibres pictured). Part of the steel shutter is pictured in the background. (Right) Face of the chamber during FGIC-235. The cathode preamp is attached directly to the BNC output at 5 o’clock. Gas lines protrude from the 3 o’clock and 9 o’clock positions.
3.2 Targets

Thin deposits of uranium were applied on thin backings via vacuum deposition. The targets and backings must be thin in order to 1) minimize energy loss and 2) allow both fission fragments to escape into the detector.

The $^{235}\text{U}$ target for 235-FGIC is similar in construction to the target design for the fissionTPC [42], and was made by collaborators at Oregon State University (OSU). A 99.9+\% pure uranium oxide is converted to a tetrafluoride by dissolution in HF. An approximately 2 cm diameter spot of target material (1045 $\mu$g) is vacuum deposited onto a thin (100 $\mu$g/cm$^2$) carbon film mounted on a 4 cm diameter aluminum ring, which is attached to the cathode plate.

The 238-FGIC $^{238}\text{U}$ target was made by collaborators at the Joint Research Centre Institute for Reference Materials and Measurements (JRC - IRMM) and is similar to the target described in reference [9]. The $^{238}\text{U}$ target is 132 $\mu$g/cm$^2$ $^{238}\text{UF}_4$ deposited on a Au-coated (50 $\mu$g/cm$^2$) polyamide backing (35 $\mu$g/cm$^2$).

3.3 Frisch-gridded Ionization Chamber

The twin Frisch-gridded ionization chamber (FGIC) type was named for Otto Frisch, a pioneering fission researcher, and has been a standard tool in the field for decades. This detector type has been used previously for fission measurements with actinide targets [5] [33] [34]. The detector and supporting hardware will be discussed in Section 3.3.1. Details on the physics of its operation are presented in Section 3.3.2.

3.3.1 FGIC Hardware

The Frisch-gridded ionization chamber (FGIC) can measure both the energy and emission angle of the coincident fragments through the principles of a gas ionization detector, discussed in [43]. The FGIC design is described in [32], but will be further explained in this section. The FGIC was chosen for this work because it has a high efficiency and good energy resolution (0.5 - 1.0 \%), is radiation hard, and has a nearly $4\pi$ solid angle coverage. A cartoon and a
photograph of the interior detector components are shown in Figure 3.2.

Figure 3.2: Left: Schematic showing the components of a Frisch-gridded ionization chamber (FGIC). Before placing the chamber in beam, a target is inserted into the cathode, the chamber filled with gas, and the appropriate voltage is applied to the anodes, grids, and cathode plates. During the experiment, a neutron beam passes through the chamber and target. Right: A photograph of the ionization chamber components with the mounted $^{235}$U target taken inside the glovebox used for target insertion.

The gas-filled chamber contains an anode plate and Frisch grid on either end of the detector. A cathode plate separates the two halves, shown in Figure 3.4. The actinide target is placed in the center of the cathode. An electric field is generated on both sides of the cathode by applying the appropriate voltage to the plates while the grids are grounded. Fission products emitted into both sides of the chamber deposit their energy in the fill gas through ionization. The gas ionization produces charge clouds of ion-electron pairs that we separated by the field and move towards the cathode and grid plates, inducing a current on them which is dependent on the angle of the fission fragment track. When the electron cloud passes the grid, it induces charge on the anode proportional to the fragment’s kinetic energy. Additionally, the moving electron cloud and the quasi-stationary ion cloud induce a signal on the Frisch grid which can be used for further analysis. The electrical signals from the plates and grids go to preamplifiers and are then recorded by the data acquisition system.

A schematic of the hardware is shown in Figure 3.3. This FGIC is operated with a P10 (90% argon and 10% methane) fill gas, at 950 torr with a flow rate of less than 100 sccm.
Figure 3.3: A schematic of the Frisch-gridded ionization chamber (FGIC) and supporting hardware. The gas system from P-10 bottle to exhaust is pictured. The power supplies, and preamps for the anodes (A1 and A2), grids (G1 and G2), and cathode (C), are shown with color coded connecting lines indicating where the voltages and signals go. The data acquisition system (DAQ) is shown as a single element which will be further described in Section 3.4.
These settings ensure that the products deposit all of their energy in the gas. The pressure was maintained with a pressure control unit on the inflow side of the chamber. The outflow was controlled with a needle valve on the outflow side. Both the inflow and outflow sides were equipped with one-way flow valves. The outer dimensions of the cylindrical chamber are about 18 cm in diameter and 15 cm in length.

The interior assembly of the detector, pictured in Figure 3.2, is from the bottom up, a stack of anode, grid, cathode, grid, and anode plates. The support pillars are Teflon rods with ceramic spacers separating the plates. Separation distances between the anode to grid and grid to cathode are 7 mm and 31 mm respectively and are shown in the schematic in Figure 3.4. There can be a variation on the order of 1 mm in either distance depending on how the spacers are inserted. The two anodes and center aluminum cathode have an 11 cm diameter. The Frisch grid is an 11 cm diameter outer ring which provides support for a 9 cm diameter wire grid. The parallel grid wires are 0.1 mm diameter with a spacing of about 1 mm. The target insertion and interior plate assembly work was performed inside a glovebox to prevent contamination and keep the system clean.

Figure 3.4: Left: A schematic of the ionization chamber interior. Separation distances and voltages of the anodes, grids, and cathode are shown. The beam direction is incident on the upstream sample side of the detector. The backing side is oriented towards the downstream side. The orientation of the fission fragment emission angles $\theta$ is indicated with respect to the beam axis.
Two Ortec 495 power supplies provide high voltage through SHV cables to the anodes and cathode. They are operated at 1000V and -1500V respectively. Analog signals were collected off the grid and anode plates and are fed outside of the pressure vessel to BNC feedthroughs where they are connected to Mesytec MPR-1 charge integrating preamplifiers, pictured in Figure 3.5.

![Image of Mesytec charge integrating preamp](image)

Figure 3.5: The Mesytec charge integrating preamp for an anode (A1), shown with BNC (black) cables, SHV (white) cables, and low voltage (grey) cables. There are four preamps in the bundle, two for the anodes and two for the grids. The grid preamps are terminated on the bias input, since they are at ground potential.

The cathode signal goes through a CSTA 2HV charge sensitive preamplifier, optimized for fast (< 1 nanosecond level) timing. This small preamp is mounted directly to the detector BNC feedthrough. The amplified signals are sent through long BNC cables (about 20 m) to the data acquisition system described in Section 3.4. The preamps are powered by a low voltage (12 V) supply. In FGIC-238, we used the “energy” integrated output from the preamp. This is a large, fast signal which was easily processed by the DAQ. In FGIC-235, we used the “timing” output (short decay constant) from the preamp since the digitizers had a lower sampling rate. The small signal went through a Timing Filtering Amplifying module, shown in Figure 3.9. It increased the size of the bi-polar signal from 50 mV to 0.5 V. The larger amplitude makes it much easier to pick off the position of the cathode timing with will later be used to calculate neutron time of flight and subsequently incident neutron energy in Section 4.1.
The timing signal from the accelerator is also sent from the provided output in the flight path to the DAQ through a BNC cable and its use will be discussed in section 3.5.

3.3.2 FGIC Physics

Fundamental operations of a gridded ionization chamber is outlined in reference [43] and in depth in reference [32], whose notation we follow below to show how fission fragment energies and angles are deduced from the grid and anode signals.

When a fission event occurs, fragments are ejected on either side of the cathode into the fill gas. The fragments deposit most of their kinetic energy by ionizing the fill gas. Thus, higher energy fragments create more ion-electron pairs. Positive ions are attracted toward the cathode and negative electrons drift toward the anodes, which are shielded by the grid. This shield negates any influence of induced charge from the positively charged ions, which move about 1000 times slower than the electrons, and thus eliminates the angular and position dependence from the anode signal. Because of the grid shielding, all of the electrons produced in the gas arrive at the anode once the charge cloud has passed the grid on a very short time scale, less than a microsecond. The total charge on the anode, \( Q_a \), is given by the equation,

\[
Q_a = -ne, \quad (3.1)
\]

\( n \) is the number of ion-electron pairs generated, and \( e \) is the fundamental charge. Therefore, \( Q_a \) is proportional to the fission fragment energy \( (E) \). The fission fragments are typically emitted at an angle producing different spacial orientations at varying distances from the cathode and grids. Therefore, the charge induced on the grid and cathode are angularly dependent. As the cloud drifts from the cathode toward the grid, the cathode has an induced charge of \( (ne) \) for the positive ions and \( (-ne \frac{X}{D} \cos \theta) \) from the negative electrons. The total induced charge on the cathode \( (Q_c) \) is given by

\[
Q_c = ne - ne \left( \frac{X}{D} \cos \theta \right) = ne \left( 1 - \frac{X}{D} \cos \theta \right), \quad (3.2)
\]
where $X$ is the distance from the fragment origin to the center of mass of the electron drift cloud and $D$ is the distance from the cathode to the grid. A diagram of a charge cloud drifting through the chamber is shown in Figure 3.6. The charge induced on the grid is a combination of the negative angular-dependent induced charge due to the ions and electrons as they travel through the cathode-grid section of the detector ($-ne \left( 1 - \frac{X}{D} \cos \theta \right)$) and positive induced charge from the ions and electrons once the cloud passes through the grid-anode ($ne$) section. The final form of the charge deposited on the grid ($Q_g$) is given by,

$$Q_g = -ne \left( 1 - \left( \frac{X}{D} \cos \theta \right) \right) + ne = ne \frac{X}{D} \cos \theta. \quad (3.3)$$

By carefully examining the ratio between the anode and grid signals, information about the angle of the fission product track can be extracted. Using Equations 3.1 and 3.3, notice that

$$\frac{Q_g}{Q_a} = \frac{X}{D} \cos \theta. \quad (3.4)$$

The quantity $X(E, A, Z)$ is the function of fragment energy ($E$), mass ($A$), and proton number ($Z$) and can be determined experimentally, described in reference [5] and later for 238-FGIC and 235-FGIC in Chapter 4.2.

Figure 3.6: A schematic of the ionization chamber shows a schematic of the charge cloud following a fission fragment emitted at angle $\theta$, the cathode to grid distance ($D$), and the distance to the center of mass $X$ of the charge cloud.
We have shown that the charges on the grid and anode plates can be used to calculate the fragment energies and angles. Since we use charge integrating preamplifiers, described earlier in Section 3.3.1, we can show the charge on the anode \( Q_a \) is proportional to the anode signal pulse height \( P_A \) and likewise, the charge on the grid \( Q_g \) is proportional to the grid signal pulse height \( P_G \). The preamp signals are shown as a schematic in Figure 3.7. They have characteristic shapes, caused by the behavior of the charges drifting through the sections of the detector as discussed above. The signals from the preamps are read by waveform digitizers, discussed in 3.4.

The anode signals were also corrected for grid inefficiency, \( \sigma_{GI} \). The grid inefficiency is a small correction that accounts for the imperfect shielding of the anode by the grid.
and accounts for on the order of 1% of the fragment’s total energy. The purpose of the grid is to shield the anode from electron and ion induced charges while drifting between the grid and cathode. Thus, all the electrons seen by the anode appear to originate at the grid. However, while the electron cloud is drifting between the cathode and grid, some of the signal is detected [44]. This is seen in a small linear slope in the anode signal in Figure 3.8. By calculating the height of this small deformation and comparing it to the total signal height, the grid inefficiency can be measured. The measurement of this correction was performed using the method outlined by Khriachkov et al. [45], yielding a value of $\sigma_{GI} = 0.03135 \pm 0.0005$. The grid inefficiency can also be calculated using the equation:

$$\sigma = \frac{l}{l + p}. \quad (3.5)$$

Where $l = \frac{d}{2\pi} \left( \frac{\rho^2}{4} - \ln \rho \right)$ and $\rho = \frac{2\pi r}{d}$ with $r = 0.1$ mm, the grid wire radius, $d = 1$ mm, the grid spacing, and anode to grid distance $p = 7$ mm. This leads to a theoretical value of about 0.03, which agrees with the experimental method. The original anode signals $P_a$ were corrected using the summing technique, following the equation

$$P_a^{\text{corr}} = \frac{P_a - \sigma_{GI}(P_a + P_g)}{1 - \sigma_{GI}}, \quad (3.6)$$
described in [46] [44].

Extraction of the anode \( P_a \) and grid \( P_g \) pulse heights is discussed in the next section. Because the expressions for the charge induced on the anode and the grid given in Equations 3.1 and 3.3 are written for the ideal case, the angular correction is performed using the pulse heights after correction for grid inefficiency. In Chapter 4, \( \frac{\bar{X}}{D} \) is determined experimentally and the fission angles, \( \theta \), are calculated. Using the energies (from \( P_A \)) and emission angles (from \( P_G/P_A \)) of the two products, one can calculate the fission fragment mass distributions employing the double energy (2E) method with a resolution of 4-5 AMU as shown in chapter 4.

### 3.4 Data Acquisition

There are six signals that originate from the Frisch-gridded ionization chamber (FGIC) and flight path: two grids (G1 and G2), two anodes (A1 and A2), one cathode (C), and one timing trigger from the accelerator (T0). All six signals are fed into the data acquisition system (DAQ) outside the flight path shielding. The channel mapping is shown in Table 3.1.

<table>
<thead>
<tr>
<th></th>
<th>A1</th>
<th>A2</th>
<th>G1</th>
<th>G2</th>
<th>C</th>
<th>T0</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGIC-238</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>FGIC-235</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

Both DAQ’s consisted of a set of waveform digitizers to convert the analog signals to digital and a computer to store the data. A photo of the crate holding the digitizers is shown in Figure 3.9. The main setup difference in the 238-FGIC and 235-FGIC experiments was the DAQ system. In 238-FGIC, the waveforms were digitized with Acquiris 282 digitizers capable of a 4 GHz sample rate and stored for offline analysis. An example of the raw waveforms from the \(^{238}\text{U} \) experiment is shown in Figure 3.10. For 235-FGIC, CAEN VX1720 VME based 12-bit digitizers collected the waveforms, which were then stored on a PC for offline analysis.
These self triggering 250 MHz digitizers have a lower sampling rate, but are still sufficient to resolve the timing structure of the beams at WNR. The 235-FGIC DAQ is explained in detail in reference [41].

To find the anode pulse height, the first part of the waveform is fit linearly to determine a baseline. The last part is fit with an exponential as the voltage recovers. These fits determine the limits where to measure the total change in height of the anode signal. For the grid signal, we measure the difference in the heights before and after the electrons pass through the mesh. The “T0” signal originates directly from the accelerator and indicates that a proton pulse is incident on the spallation target, providing the “start” for neutron Time-of-Flight (nToF) determination. The cathode signal utilizing fast amplifiers is used as the nToF “stop”. Typical waveforms collected by the FGIC-235 DAQ are shown in Figure 3.11.

The difference in time between the accelerator pulse signal ($T_0$) and the cathode fission signal ($C$) indicates the nToF. The $T_0$ and $C$ are converted to time signals by using the zero crossings of a derivative filter applied to the digitized waveforms and converted from units of channels to seconds using the combined waveform decimation factor (5 samples/channel) and the digitizer sample rate (4 GHz), 1.25 ns/ch.
Figure 3.10: The digitized waveforms from a typical 238-FGIC DAQ event. The digitized signals are stored on a computer for later analysis, thus preserving as much information as possible about a fission event. Displayed from top to bottom and left to right: the T0, cathode, sample side anode, sample side grid, backing side anode, and backing side grid.
Figure 3.11: The digitized waveforms from a typical 235-FGIC DAQ event. Pictured are an (a) anode where $T_1$ and $T_2$ are the pickoff times for calculating grid inefficiency, (b) grid, (c) cathode with derivative filter in red, and (d) T0 from the accelerator. Figure taken from [41].
Data from both experiments were stored in small files for later processing. For the 238-FGIC, the data with beam and the correct digitizer settings are in runs data7_253 - data7_2983 and data12_0 - data12_3980. Carbon calibration data is found in data7_1 - data7_252. For 235-FGIC, the data with beam and good digitizer settings are found in runs 497-515, 522-538, 557-588, 591-1123, 1123-1137, 1295-1440. Carbon calibration data are in runs 1138-1348.

3.5 LANSCE Neutron Source

The detector was located in Los Alamos National Laboratory (LANL) at LANSCE-WNR (Los Alamos Neutron Science Center - Weapons Neutron Research). A schematic of the LANSCE facility is shown in Figure 3.12. LANSCE is an 800 MeV linear proton accelerator coupled with spallation neutron sources that offer collimated beams of neutrons.
from a cold to fast neutron spectrum [48]. The WNR facility is an unmoderated spallation neutron source where the 800 MeV pulsed proton beam is incident on a tungsten target. Spallation neutrons are collimated to an approximately 2 cm diameter beam through an approximately 6 m long steel pipe at the 90L flight path. The 90L flight path is located 90° with respect to the incident neutron beam on the tungsten target.

The proton beam timing structure at WNR is a 625 µs long macropulse consisting of micropulses 1.8 µs apart with 250 ps width, where the macropulse has a repetition rate of 60 Hz [47]. There are about 340 micropulses in each macropulse. During each micropulse, a bunch of protons are incident on the tungsten target, which sends neutrons with a spectrum of energies down the beam collimation apertures set at various angles. The available neutron energies range from 100’s of keV to 100’s of MeV. Neutron energies are determined using the neutron Time of Flight (nToF) method, detailed in Chapter 4.1. A spectrum of the neutron flux at flight path 90L is shown in Figure 3.13.

![Figure 3.13: MCNP model of the neutron flux 90 degrees with respect to the incident proton beam at the WNR target. Units are given as a function of number of neutrons per 4 µA-proton current per steradian per energy. The flux can decrease or increase depending on solid angle covered by the experiment as a function of distance from the neutron production target.](image-url)
This experiment shared the 90L flight path with the fissionTPC experiment. The neutron energy loss in the targets and windows of both detectors is negligible so placing them together in the beam line did not affect the quality of the measurement. A schematic of the flight path is shown in Figure 3.14. The TPC is placed about a meter from the flight path shutter, which shields the flight path and experimental personnel from neutrons when engaged.

Figure 3.14: A schematic of the TPC and FGIC location on the 90L WNR flight path. Dimensions are approximate and not drawn to scale. Shielding blocks are pictured, along with the shutter from which the neutron beam is emitted after passing through approximately 6 m of collimation from the neutron production target. It passes through both the TPC and the FGIC into a 20 m long 0.5 m diameter pipe to a beam dump. The room ceiling is about 10 m in height. The calibrated flight path length \( L \) is calculated during the neutron time of flight calibration in Section 4.1.
CHAPTER 4
ANALYSIS

The ionization chamber’s signals from the anodes, grids, and cathode and the accelerator timing signal are used to calculate physics observables like neutron energies, fragment energies, angles, and masses. The analysis procedures are discussed in the following chapter. There are many correction steps, which are outlined in Table 4.1. Data analysis is performed with the software package ROOT (http://root.cern.ch/drupal/). Part of the analysis is done using the Double Energy or 2E method, an iterative procedure where the energies and angles of the fission fragments are used with kinematic equations of motion to calculate the pre- and post-neutron emission fragment masses and energies. This method has been successful in determining fission fragment yields with similar detectors where data has been collected at quasi-monoenergetic neutron facilities [8], [9], [49]. The 2E procedure is outlined in further detail in Table 4.2.

Throughout the chapter, figures from intermediate steps of the $^{238}$U analysis are shown. The analysis process is nearly identical for both isotopes, but when differences arise they will be discussed. These differences largely stem from steps requiring calibration to a previous measurement or steps incorporating simulations.

4.1 Neutron Time of Flight

The incident neutron energies, $E_n$, are determined using the neutron time-of-flight (nToF) method. It is classically observed that the distance an object travels ($L$) is equal to its speed ($v$) multiplied by the travel time ($\Delta T$) which looks like,

$$L = v\Delta T.$$  

(4.1)

The raw time of flight ($\Delta T$) is calculated in Section 4.1.1. The flight path length ($L$) is determined using a carbon calibration, explained in Section 4.1.2. Using $L$ and $\Delta T$, the
Table 4.1: A summary of analysis procedures.

<table>
<thead>
<tr>
<th>Correction</th>
<th>Description</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Waveform analysis Section 3.3</strong></td>
<td>Use derivative filters to extract pulse heights and timing.</td>
<td>Digitized waveforms</td>
<td>$P_{A1}$, $P_{A2}$, $P_{G1}$, $P_{G2}$, $T_1$, $T_0$</td>
</tr>
<tr>
<td><strong>Determine neutron energy Section 4.1</strong></td>
<td>Use the neutron time-of-flight (nToF) method.</td>
<td>$T_0$ and $T_1$</td>
<td>$E_n$</td>
</tr>
<tr>
<td>Uncalibrated nToF Section 4.1.1</td>
<td>nToF is the difference in the fission signal and the accelerator signal.</td>
<td>$T_0$ and $T_1$</td>
<td>$\Delta T$</td>
</tr>
<tr>
<td>nToF calibration Section 4.1.2</td>
<td>Use the carbon “notch” and gamma “flash” to determine the flight path length.</td>
<td>$\Delta T$, $T_\gamma$, $T_C$, $E_C$</td>
<td>$L$</td>
</tr>
<tr>
<td>Convert nToF to energy Section 4.1.3</td>
<td>Use relativistic equations to determine neutron energy.</td>
<td>$\Delta T$, $L$</td>
<td>$E_n$</td>
</tr>
<tr>
<td><strong>Calculate the fission emission angles Section 4.2</strong></td>
<td>Use the ratios of anode and grid pulse heights to calculate correction factors and emission angles.</td>
<td>$P_{A1}$, $P_{A2}$, $P_{G1}$, $P_{G2}$</td>
<td>$\cos \theta_1$, $\cos \theta_2$</td>
</tr>
<tr>
<td>Determine $(\bar{X}/D)_i$ Section 4.2.1</td>
<td>Plot $P_A$ as a function of $P_G/P_A$ and use projections and derivative filter to find the falling edge.</td>
<td>$P_{A1}$, $P_{A2}$, $P_{G1}$, $P_{G2}$</td>
<td>$(\bar{X}/D)<em>i$ for each $P</em>{Ai}$</td>
</tr>
<tr>
<td>Calculate the angles Section 4.2.2</td>
<td>Apply the $(\bar{X}/D)_i$ to recover emission angles</td>
<td>$(\bar{X}/D)<em>i$, $P</em>{A1}$, $P_{A2}$, $P_{G1}$, $P_{G2}$</td>
<td>$\cos \theta_1$, $\cos \theta_2$</td>
</tr>
<tr>
<td><strong>Anode corrections Section 4.3</strong></td>
<td>Use low $E_n$ events with a provisional momentum correction to find energy loss correction and gain calibrations parameters.</td>
<td>$P_{A1}$, $P_{A2}$</td>
<td>$b_1$, $b_2$, $G_a$, $G_b$</td>
</tr>
<tr>
<td>Provisional momentum correction Section 4.3.1</td>
<td>Calculate provisional neutron momentum corrected masses, angles, and uncalibrated energies.</td>
<td>$E_n$, $P_{A1}$, $P_{A2}$, $\cos \theta_1$, $\cos \theta_2$</td>
<td>$\mu_1$, $\mu_2$, $P_{A1}^{cm}$, $P_{A2}^{cm}$, $\cos \theta_1^{cm}$, $\cos \theta_2^{cm}$</td>
</tr>
<tr>
<td>Section</td>
<td>Description</td>
<td>Parameters</td>
<td>Notes</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>------------</td>
<td>-------</td>
</tr>
<tr>
<td>4.3.2</td>
<td>Energy loss correction</td>
<td>$P_{A1}^{cm}, P_{A2}^{cm}, \cos \theta_{1}^{cm}, \cos \theta_{2}^{cm}$</td>
<td>$b_{1}, b_{2}, P_{A1}^{b}, P_{A2}^{b}$</td>
</tr>
<tr>
<td>4.3.3</td>
<td>Gain calibration</td>
<td>$P_{A1}^{b} (\cos \theta_{1}^{cm}, b_{1}), P_{A2}^{b} (\cos \theta_{2}^{cm}, b_{2})$</td>
<td>$G_{a}, G_{b}, P_{A1}^{cal}, P_{A2}^{cal}$</td>
</tr>
<tr>
<td>4.4</td>
<td>Energy calibration and momentum correction</td>
<td>$P_{A1}, P_{A2}$</td>
<td>$E_{1}, E_{2}$</td>
</tr>
<tr>
<td>4.4.1</td>
<td>Determine parameters</td>
<td>$P_{A1}^{cal}, P_{A2}^{cal}, E_{H}, E_{L}$</td>
<td>$C_{a}, C_{b}$</td>
</tr>
<tr>
<td>4.4.2</td>
<td>Complete energy calibration</td>
<td>$P_{A1}^{cm}, b_{1}, C_{a}, C_{b}, P_{A2}^{cm}, b_{2}, C_{a}, C_{b}, G_{a}, G_{b}$</td>
<td>$E_{1}, E_{2}$</td>
</tr>
<tr>
<td>4.5</td>
<td>The 2E method</td>
<td>$E_{1}, E_{2}, \cos \theta_{1}^{cm}, \cos \theta_{2}^{cm}$</td>
<td>$m_{1}^{pre}, m_{2}^{pre}, m_{1}^{post}, m_{2}^{post}, E_{1}^{pre}, E_{2}^{pre}, E_{1}^{post}, E_{2}^{post}$</td>
</tr>
<tr>
<td>4.6</td>
<td>Charge correction</td>
<td>$m_{1}^{pre}, m_{2}^{pre}, \cos \theta_{1}^{cm}, \cos \theta_{2}^{cm}$</td>
<td>$\cos \theta_{1}^{cor}, \cos \theta_{2}^{cor}$</td>
</tr>
<tr>
<td>4.7</td>
<td>Physics results</td>
<td>$m_{1}^{pre}, m_{2}^{pre}, m_{1}^{post}, m_{2}^{post}, E_{1}^{pre}, E_{2}^{pre}, E_{1}^{post}, E_{2}^{post}$</td>
<td>$TKE_{\text{pre}}(E_{n}), TKE_{\text{post}}(E_{n}), Y^{\text{pre}}(E_{n}), Y^{\text{post}}(E_{n})$</td>
</tr>
<tr>
<td>4.8</td>
<td>Uncertainty analysis</td>
<td>Calibration parameters</td>
<td>$\sigma_{E}, \sigma_{TKE}, \text{mass resolution}$</td>
</tr>
</tbody>
</table>

1See Table 4.2 for an expanded description.
Table 4.2: A summary of 2E analysis procedures.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data selection Section 4.5.1.</td>
<td>Set angular and anode thresholds to cut out light charged particles and events with straggling.</td>
<td>Complete data set</td>
<td>Data subset</td>
</tr>
<tr>
<td>Multi-chance fission treatment Section 4.5.2</td>
<td>Select the mass of the compound nucleus using multi-chance fission probabilities for a given $E_n$ and set the symmetric fission initial condition.</td>
<td>$E_n$</td>
<td>$M_{cn}, m_{pre1}^{pre}, m_{pre2}^{pre}$</td>
</tr>
<tr>
<td>Prompt-neutron correction Section 4.5.3</td>
<td>Subtract the appropriate number of neutrons from the fragment mass to calculate the product masses.</td>
<td>$m_{pre1}^{pre}, m_{pre2}^{pre}, \nu(E_n, m_{pre})$</td>
<td>$m_{post1}^{post}, m_{post2}^{post}$</td>
</tr>
<tr>
<td>Pulse height defect correction 4.5.4</td>
<td>Add the missing pulse height defect energy back to the measured energy</td>
<td>$E_1, E_2, PHD(m_{post})$</td>
<td>$E_{1}^{post}, E_{2}^{post}$</td>
</tr>
<tr>
<td>Recalculate fragment mass 4.5.5</td>
<td>Use the calculated quantities to find a new $m_{pre}$</td>
<td>$E_{1}^{post}, E_{2}^{post}, m_{pre1}^{pre}, m_{pre2}^{pre}, m_{post1}^{post}, m_{post2}^{post}$</td>
<td>$m_{pre1}^{pre}, m_{pre2}^{pre}$</td>
</tr>
<tr>
<td>Test for convergence 4.5.6</td>
<td>Compare the pre-neutron mass at the beginning and the end of the loop.</td>
<td>$m_{prebefore}, m_{preafter}$</td>
<td>break or continue</td>
</tr>
</tbody>
</table>
neutron’s speed, and therefore energy ($E_n$) can be determined using the relativistic version of Equation 4.1 in Section 4.1.3. Previous experiments at WNR have already used the nToF method to determine neutron energy [50].

4.1.1 Uncalibrated nToF

As discussed in Chapter 3, when a proton pulse is incident on the tungsten spallation neutron source, a burst of gamma rays followed by neutrons with a spectrum of energies travel toward the detector. The proton pulse signal from the accelerator ($T_0$) and the signal from the cathode indicating that a fission event has taken place ($T_1$) are recorded. The $T_0$ and $T_1$ originate from the zero crossing of the second derivative filter applied to digitized waveforms and are converted from channels to seconds using the digitizer sample rate (4 GHz), 0.25 ns/sample. The difference in the signal times is $\Delta T$, the raw time of flight, simply expressed as,

$$\Delta T = T_1 - T_0.$$  \hspace{1cm} (4.2)

The raw $\Delta T$ spectrum is shown in Figure 4.1. Since $\Delta T$ involves the cathode signal, which is a fission trigger, some notable features in the spectrum are the first-, second-, and third-chance fission thresholds, which appear as peaks in the spectrum when the fission cross section suddenly rises, shown in Figure 4.2. A very small bump appears in the beginning of the spectrum, which is the gamma peak from photo fission and is used to calibrate the spectrum.

4.1.2 nToF Calibration

The nToF is essentially a linear energy calibration where the gain is determined using the digitizer sample rate to calculate time as shown in the previous section and the linear offset is determined by the position of the photofission peak, $t_\gamma$. To determine $t_\gamma$, the flight path length $L$, must be determined by collecting data when a carbon filter is placed in beam. The carbon filter is an approximately $2 \times 2 \times 4$ inch block of graphite. It was placed in beam
Figure 4.1: The uncalibrated time of flight for $^{238}$U, $\Delta T$, in digitizer samples, which are proportional to nanoseconds. A short time of flight corresponds to high energy neutrons while slower neutrons have a longer time of flight. The rises in the nToF correspond to multi-chance fission thresholds.

Figure 4.2: The neutron-induced fission cross section, $\sigma_{(n,f)}$ as a function of $E_n$ is shown for $^{235}\text{U}$ (blue) and $^{238}\text{U}$ (red) [1]. The first-, second-, and third-chance fission thresholds are clearly seen as steps in the cross sections around $E_n = 1.5, 7, \text{ and } 14 \text{ MeV}$.
directly on the collimation aperture with duct tape. The carbon filter works by scattering neutrons at specific energies, shown in the total carbon cross section Figure 4.4. Statistics with the carbon filter in beam were allowed to accumulate for about 2 days for each uranium isotope. Events collected during these times are not used in the final 2E analysis because the block induces additional background from neutron scattering.

The raw $\Delta T$ spectrum with highlighted calibration features is shown in Figure 4.3. To calibrate the spectrum, we must 1) convert from digitizer samples to nanoseconds and 2) align the gamma peak to the correct time (i.e. the time it takes a gamma produced at the spallation target to travel down the flight path at the speed of the light to the uranium target). This calibration requires knowledge of the flight path length, which we measure using features in $\Delta T$ caused by incident neutrons interacting with the carbon filter.

![Uncalibrated $\Delta T$ spectrum with highlighted calibration features](image)

Figure 4.3: The uncalibrated time of flight, $\Delta T$, in digitizer samples, when the carbon filter is placed in beam during FGIC-238. The carbon “notch” ($t_c$) and gamma peak ($t_\gamma$) appear at well known energies, which are used to determine the flight path length and therefore, neutron energy calibration. The “feature” is another dip in the carbon cross section that is used to help identify the position of the “notch”.

The carbon calibration works on the principle of calculating total flight path length based on the time differences between two spectral features in a raw $\Delta T$ spectrum. The gamma
peak appears as a small peak at the beginning of the spectrum from the reaction $^{238}\text{U}(\gamma,f)$ from gamma rays emitted by the proton pulse on the tungsten spallation target. The peak is fit with a Gaussian whose centroid and $\sigma$ are also used to calculate timing resolution. The carbon “notch” is caused by incident neutrons with an energy corresponding to the resonance in the carbon scattering cross section at $E_n = 2078.0 \pm 0.3$ keV [1]. When the spectrum in Figure 4.3 is examined, a “notch” is present in the spectrum where those neutrons were scattered out of the beam path by the carbon filter. Another larger, but broader “feature” in the carbon cross section can also help in the identification of the carbon notch, but is too wide to use for energy calibration, shown in Figure 4.4.

![Graph showing total carbon cross section from ENDF for $(^{12}\text{C}+n)$ with the resonances.]

Figure 4.4: Total carbon cross section from ENDF for $(^{12}\text{C}+n)$ [1] with the resonances that correspond to the “notch” and the “feature” indicated.

The goal of the carbon calibration is to calculate the flight path length ($L$) based on the known energy of the carbon notch, $E_n$. With the correct $L$, the raw $\Delta T$ spectrum can be calibrated so time starts at 0 ns and the centroid of the gamma peak is aligned to the correct value. The kinetic energy of a non-relativistic particle is given by,

$$E_n = \frac{1}{2}m_nv^2$$  \hspace{1cm} (4.3)
where $m_n = 939.6 \text{ MeV/c}^2$ and $v$ is the speed [51]. (As an aside, we can verify that the classical approximation works by rearranging 4.3 and calculating $v$. When $E_n \approx 2 \text{ MeV}$, $v \approx 0.06c$, under the limit for applying relativistic effects in this case.) By combining equations 4.3 and 4.1, we arrive at

$$E_n = \frac{1}{2} m_n \frac{L^2}{\Delta t^2_C}. \quad (4.4)$$

Here, $\Delta t_C$ is the calibrated time it takes for a neutron of $E_n = 2.078 \text{ MeV}$ to get from the spallation source to the detector, which is presently unknown. We did however, measure the position of the notch relative to the gamma peak, $\Delta t_{\gamma\rightarrow C}$. We also know that the time is takes for the gammas $\Delta t_{\gamma}$ to travel the distance $L$ from the spallation target to detector at the speed of light $c$ is,

$$\Delta t_{\gamma} = L/c. \quad (4.5)$$

Thus, we can express $\Delta t_C$ as,

$$\Delta t_C = \Delta t_{\gamma} + \Delta t_{\gamma\rightarrow C}. \quad (4.6)$$

Making the substitution, Equation 4.4 becomes,

$$E_n = \frac{1}{2} m_n \frac{L^2}{(\Delta t_{\gamma} + \Delta t_{\gamma\rightarrow C})^2}. \quad (4.7)$$

With another substitution for $t_{\gamma}$ using Equation 4.5, we arrive at

$$E_n = \frac{1}{2} m_n \frac{L^2}{\left(\frac{L}{c} + \Delta t_{\gamma\rightarrow C}\right)^2}. \quad (4.8)$$

Solving Equation 4.8 for $L$ yields

$$L = \frac{\Delta t_{\gamma\rightarrow C}}{\sqrt{\frac{2E_n c^2}{m_n}}}. \quad (4.9)$$

The uncertainty in $L$ is given by propagation of uncertainties according to the method in [52],

$$\delta L = \sqrt{\left(\frac{\partial L}{\partial \Delta t_{\gamma\rightarrow C}} \delta \Delta t_{\gamma\rightarrow C}\right)^2}, \quad (4.10)$$
and taking the partial derivative of Equation 4.9 results in,

\[
\delta L = \sqrt{\left(\frac{c}{\sqrt{2E_n c^2/m_n}}\delta \Delta t_{\gamma\rightarrow C}\right)^2}.
\] (4.11)

The difference between the carbon notch \((t_c = 617.5 \pm 0.5 \text{ samples})\) and gamma peak \((t_{\gamma} = 258.6 \pm 0.3 \text{ samples})\) is calculated by converting to nanoseconds using the waveform decimation factor (5 channels/sample) and digitizer sample rate (4 GHz = 0.25 ns/sample) and using Equation 4.6. Thus, \(\Delta t_{\gamma\rightarrow C} = 448.6 \pm 0.7 \text{ ns for the }^{238}\text{U experiment. The uncertainty in } \Delta t_{\gamma\rightarrow C} \text{ results from adding the two uncertainties in quadrature,}
\]

\[
\delta \Delta t_{\gamma\rightarrow C} = \sqrt{\delta t_c^2 + \delta t_{\gamma}^2}.
\] (4.12)

Thus, the flight path length can be determined along with its uncertainty, \(L = 9.596 \pm 0.015 \text{ m.}\)

To calibrate the raw \(\Delta T\) spectrum, use \(L\) and Equation 4.5 to calculate where the position of the centroid should appear. After fitting the gamma peak with a Gaussian, align the centroid fit value of the gamma peak to the calculated value. Apply this linear offset correction to the whole data set to recover the calibrated neutron time of flight, shown in Figure 4.5. The timing resolution of the final calibrated nToF spectrum is given by the full width half max of the gamma peak, \(3.0 \pm 0.3 \text{ ns, as shown in Figure 4.5, extracted from the fit parameters.}\)

### 4.1.3 Converting nToF to Energy

The conversion from nToF to energy follows the relativistic kinetic energy equation,

\[
E_n = \frac{1}{2} m_n c^2 \left(\frac{1}{\sqrt{1 - \beta^2}} - 1\right),
\] (4.13)

where \(m_n = 939.6 \text{ MeV}/c^2\) is the rest mass of the neutron and \(\beta = v/c = L/(ct)\). As before, \(L = 9.596 \pm 0.015 \text{ m, } t\) is the time in nanoseconds, and \(c\) is the speed of light. The \(E_n\) spectrum for \(^{238}\text{U}\) is shown in Figure 4.6.
Figure 4.5: Neutron time-of-flight spectrum for $^{238}$U. The inset displays the Gaussian fitted peak from photofission with full width half-max information. The features in the spectrum are due to multichance fission thresholds.

Each incident neutron energy also has an uncertainty associated with it, based on the resolution of the gamma peak. In a perfect neutron time-of-flight (nToF) spectrum, the gamma peak would look like a delta function since all the gammas arrive at a single time, however it is spread out because of experimental systematic effects (e.g. timing resolution of the accelerator signal, production target thickness, detector timing resolution, cable length, digitizer resolution). This uncertainty propagates to all nToF energies, with each energy having a different systematic uncertainty. To understand how the uncertainty behaves, consider the following example. Since the $^{238}$U nToF gamma peak has FWHM = 3 ns, the $E_n$ can be calculated 3 ns apart. Therefore, the energy of the neutron with an nToF = 200 ± 3 ns is a range centered on $E_n(200) = 12.3$ MeV with asymmetric error bars from $E_n(203) = 11.9$ MeV to $E_n(197) = 12.6$ MeV. In all of the analysis, logarithmic binning is used since it roughly corresponds to how uncertainty in distributed in the nToF data. The timing resolution determines how many bins to use per decade of neutron energy. For example, 30 bins/decade is more than enough to be within the energy resolution of 3 ns.
Figure 4.6: The $^{238}\text{U}(n,f)$ $E_n$ spectrum for events with anode pulse heights $P_A > 30$ in arbitrary digitizer units (to cut out light particles). The structure is due to multi-chance fission thresholds. (Bottom) The neutron energy, shown on a logarithmic scale with 10 bins/decade.
4.2 The Angular Distribution

The ratio of the grid pulse height \((P_G)\) to the anode pulse height \((P_A)\) is proportional to the quantity \(\frac{X}{D} \cos \theta\) [32] as was shown in section 3.3. Here, \(X\) is the path length from the fission origin to the center of mass of the electron drift cloud and \(D\) is the distance from the cathode to the grid. To recover the angle of the fission event for a given range of anode values, the \(\frac{X}{D}\) constant of proportionality as a function of anode pulse height must be experimentally determined, discussed in Section 4.2.1.

4.2.1 Determine \(\frac{X}{D}\)

To begin, note that, \(X\) depends on the energy \((P_A)\) of the fission product, its mass, and its charge, but the \(X\) value can be determined experimentally in the following procedure. An important relationship in this analysis is

\[
P_G/P_A \propto \frac{X}{D} \cos (\theta),
\]

which was calculated in 3.3. \(P_A\) is plotted as a function of “angle”, \((P_G/P_A)\) shown in Figure 4.7. Because \(\frac{X}{D}\) is fission product energy dependent, one \(\frac{X}{D_i}\) can be determined for a slice of anode pulse heights, where \(i\) is the index of a slice. \(P_{A1}\) and \(P_{A2}\) on the y-axis in Figure 4.7 are divided into \(i\) slices. The domain of \(\cos \theta\) is \([0, 1]\), however the x-axis of Figure 4.7 does not cover this range. We assume that \(\frac{X}{D}\) is like some constant of proportionality that stretches or shrinks the angular distributions depending on the detector gas and voltages.

To calculate \(\frac{X}{D_i}(\cos \theta = 1; \cos \theta = 0)\), take an x-projection for each \(P_{A1}\) and \(P_{A2}\) \(i\)-slice, which represents an angular distribution at a particular average fragment energy. An example of a slice when \(i = 80\) is shown in Figure 4.8. As mentioned, we expect the domain to cover \(\cos \theta = [0, 1]\). However, because of the stretching/shrinking factor, \(\frac{X}{D} \neq 1\), the slice falls at a different value, in Figure 4.8 at around \(\frac{X}{D} = 0.6\). To determine the values for \(\frac{X}{D_i}\), we apply a derivative filter to find where the distribution falls to zero. A limitation of this method is when statistics are insufficient on the upper and lower edge of the \((P_A)_i\)’s to create a decent
Figure 4.7: The heavy and light fission fragments sweep out the two “wings” at low and high pulse heights respectively. The $X/D_i$ values are shown as black points, calculated directly from the derivative filter minima from the projections. We can see some distinguishing features about the fission events in Figure 4.7, where the light and heavy fragment bands are clearly visible. The band at low $P_A$ are alphas and other light particles.

Figure 4.8: A derivative filter is applied to an x-projection of an anode slice to determine how much the angular distribution has been deformed. We chose the location of the derivative filter minimum to pick off $X/D_i$. 
distribution. In these cases, low and high limit values for $X/D$ were applied for low and high pulse heights where the distributions did not have as well defined edges below 45% and above 87% of the total anode pulse height range. The $X/D$ values are determined independently for each half of the detector and show the range of the fragments in the sections between the cathode and grids.

4.2.2 Calculate the Angles

Once the $X/D$ values are determined for each anode slice, they are applied to reveal corrected anode distributions as a function of the fragment emission angle, shown in Figure 4.9. This is simply done by rearranging Equation 4.14 and using the extracted $X/D$ values for the corresponding $P_{Ai}$, as in

$$\cos \theta_1 = \frac{P_{G1}}{X/D_1 P_{A1}}$$
$$\cos \theta_2 = \frac{P_{G2}}{X/D_1 P_{A2}}.$$  \hspace{1cm} (4.15)

Figure 4.9: The $(X/D)_i$ correction values were applied to the light and heavy fragment “wings” causing them to become more rectangular. Notice that the backing side dips to lower pulse heights when $\cos \theta \leq 0.4$ because fragments emitted at steep angles loose more of their energy in the target backing material. This is corrected in section 4.3.

The detector’s angular resolution is determined by subtracting the $\cos \theta_1$ (the sample side) from $\cos \theta_2$ (the backing side). This produces a Gaussian distribution centered on zero with a FWHM = 0.159, comparable to other detectors of this design [5], and is displayed
in Figure 4.11. Some events at very steep angles ($\cos \theta \leq 0.2$) are missing due to straggling in the backing and sample, which can be seen in Figure 4.10. These events are deselected from the final physics analysis by setting a threshold on the anode and the angular values described in Section 4.5.1.

Figure 4.10: Since fission happens back to back in the center-of-mass frame, we expect that the angle distributions should overlay for both halves of the detector, which is the case.

4.3 Anode Corrections

To determine the energy calibration for the anode pulse height signals, $P_{A1}$ and $P_{A2}$ (arbitrary digitizer units in ADU) to $E_1$ and $E_2$ (energy units in MeV), we first must determine some correction parameters for energy loss in the target/backing materials (Section 4.3.2) and for gain mismatch between the preamps (Section 4.3.3) which cause the two anode raw spectra to misalign as shown in Figure 4.12. These corrections must be done after an additional preliminary incident neutron momentum correction, discussed in Section 4.3.1.

4.3.1 Provisional Momentum Correction

Unlike the other correction and calibration parameters, the momentum correction is non-linear with fragment energy because of an additional dependency on fragment angle, compound nuclear mass, and fragment mass. However, a provisional neutron momentum correction can be made to the anode pulse heights and angles by restricting the analyzed
energy range $E_n = 1.5 - 2.0$ MeV which allows for the assumption of first-chance fission with compound nuclear mass of $M_{CN} = 239$ in the calculation of provisional masses. Using the provisionally corrected data at high $E_n$, where neutron momentum matters more, would introduce unnecessary uncertainty into the calibration parameters. Thus the energy loss, gain calibration, and energy calibration parameters are determined first in this restricted energy range and then applied to all the data. The complete energy calibration process is described in Section 4.4.2.

The incident neutron momentum transfer correction, especially at high energies, requires a transition from the lab frame to the center of mass (CM) frame. In the CM frame, the fission fragments' masses, $m_1$ and $m_2$, pre-neutron evaporation are related to the mass of the compound nucleus $M_{cn} = 239$ and the energies of the two fragments, $E_{1,2}$, with the equations,

$$m_1 = \frac{E_2 M_{cn}}{E_1 + E_2}, \quad m_2 = \frac{E_1 M_{cn}}{E_1 + E_2}.$$  

(4.16)
Figure 4.12: A histogram of the raw anode pulse heights in arbitrary digitizer units which are proportional to fission fragment energies. The double hump structure is caused by the lower energy heavy fragment and the higher energy light fragment. Note the the backing side (blue) is slightly lower in energy due to energy loss in the target and backing.

Provisional masses, $\mu_1$ and $\mu_2$, are calculated by modifying Equations 4.16, when anode pulse heights, $P_{A1}$ and $P_{A2}$, are substituted for energies along with $M_{cn} = 239$,

$$
\mu_1 = \frac{239P_{A2}}{P_{A1} + P_{A2}} \quad \quad \mu_2 = \frac{239P_{A1}}{P_{A1} + P_{A2}}.
$$

(4.17)

The provisional fragment masses are used in the preliminary correction for neutron momentum transfer to determine calibration parameters. The product energies are corrected for neutron momentum by moving from the lab frame to the center of mass frame using the equation,

$$
E_{1,2}^{cm} = E_{1,2}^{lab} \pm 2\sqrt{m_{1,2}m_{n}E_{1,2}^{lab}E_{n}^{lab}} m_{cn} \cos \theta_{1,2}^{lab} + \frac{m_{n}m_{1,2}}{m_{cn}^{2}} E_{n}^{lab}.
$$

(4.18)

The top sign (+) is for the upstream side and the bottom sign (−) is for the downstream side, according to the detector orientation, which is determined next. The neutron mass, $m_n = 1.009$ AMU. These equations are taken from [53].

The angular distributions were compared to determine the detector orientation. For high incident neutron energies ($E_n > 10$ MeV), the angular distribution of the downstream
detector volume should be more forward peaked in the lab frame. As expected, this was observed in the data for the backing side, shown in Figure 4.13.

Figure 4.13: Angular distributions in the lab frame from the sample and backing side are compared to determine the sample orientation in beam. The backing side is downstream showing the angular distribution more forward peaked from additional high energy neutron momentum in the laboratory frame.

Equation 4.18 is modified by substituting in provisional masses $\mu_1$ and $\mu_2$ calculated in equations 4.17, substituting measured anode pulse heights $P_{A1}^{lab}$ and $P_{A2}^{lab}$ for energies, and by determining detector orientation to recover the neutron momentum corrected anode pulse heights $P_{A1,A2}^{cm}$ given by:

$$P_{A1}^{cm} = P_{A1} + 2\frac{\sqrt{\mu_1 m_n P_{A1} E_n}}{239} \cos \theta_1 + \frac{m_n \mu_{A1}}{239^2} E_n$$

(4.19)

and

$$P_{A2}^{cm} = P_{A2} - 2\frac{\sqrt{\mu_2 m_n P_{A2} E_n}}{239} \cos \theta_2 + \frac{m_n \mu_{A2}}{239^2} E_n.$$  

(4.20)
Once the $P_{1,2}^{cm}$ are calculated, the final transition to the center of mass frame is done to recover center of mass angles $\cos \theta_{1,2}^{cm}$ using,

$$\cos \theta_{1,2}^{cm} = \sqrt{1 - \frac{E_{lab}^{1,2}}{E_{cm}^{1,2}} (1 - \cos^2 \theta_{1,2}^{lab})}$$

(4.21)

which is modified with provisional quantities in the same way as 4.18 to become

$$\cos \theta_1^{cm} = \sqrt{1 - \frac{P_{A1}}{P_{cm}^{A1}} (1 - \cos^2 \theta_1)}$$

(4.22)

and

$$\cos \theta_2^{cm} = \sqrt{1 - \frac{P_{A2}}{P_{cm}^{A2}} (1 - \cos^2 \theta_2)}.$$  

(4.23)

A comparison of the raw anode pulse heights and neutron momentum corrected anode pulse heights is shown in Figure 4.14. Once the anode pulse heights and angles have been put into the center of mass frame, we proceed with further corrections for the energy loss in the backing and the gain calibrations.

4.3.2 Energy Loss Correction

The fission products detected on the backing side have lower energy on average than the sample side fragments because of straggling and additional energy loss in the backing.
material, but here, we correct for this effect. Fragments emitted at high angles tend to lose more energy because they pass through more target and/or backing material than fragments emitted at smaller angles with respect to the beam axis. The amount of energy loss of the fragment through the material is proportional to the thickness of the material, shown in Figure 4.15.

![Figure 4.15](image)

Figure 4.15: A schematic of the transition from the “Lab” frame to the “Center of Mass” frame where the fission fragments are emitted back to back. In the center of mass frame, the target orientation is shown along with the geometrical quantities, $d_{1,2}$, distances the fragments travel through the backing and target material before escaping into the gas, and $t_{1,2}$, the component of the distance along the beam direction.

From the geometric considerations of Figure 4.15, the thickness of material the fragment goes through is given by the relationship,

$$t = \frac{d}{\cos \theta} \quad (4.24)$$

Suppose the energy lost by a fragment in the material is given by $P_t$ and is proportional to $t$, with a constant of proportionality $b(d)$,

$$P_t = \frac{b(d)}{\cos \theta}. \quad (4.25)$$

Further, the thickness of the material is a function of $1/\cos \theta$ so the final expression for anode pulse height of fragment in the ideal case is given by the equation,

$$P_{\text{ideal}} = P_A + P_t, \quad (4.26)$$
where $P_{\text{ideal}}$ is the average anode pulse height in a situation where the fragment passes through no material and $P_A$ is the average measured anode pulse height. This equation can be rearranged to get,

$$P_A = P_{\text{ideal}} - \frac{b}{\cos \theta}.$$  \hspace{1cm} (4.27)

Suppose instead of $P_{\text{ideal}}$, the corrected anode pulse heights in both halves of the detectors can be calculated substituting $P_{1A}^b$ or $P_{2A}^b$ into Equation 4.27 to get,

$$P_{1A}^b = P_{cm}^{1A} - \frac{b_1}{\cos \theta_1} \quad \quad \quad \quad \quad P_{2A}^b = P_{cm}^{2A} - \frac{b_2}{\cos \theta_2}$$  \hspace{1cm} (4.28)

so the final expressions for the corrected $P_{1A}^b$ and $P_{2A}^b$ is simply the sum of the measured anode pulse height and the extra energy removed by the $b/\cos \theta$ term. The parameters $b_1$ and $b_2$ are determined by plotting neutron-momentum corrected average anode pulse heights as a function of $1/\cos \theta$ for both detector halves for $E_n = 1.5 - 2.0$ MeV. Then a linear fit is applied to recover the parameters. The y-intercept, $P_{\text{ideal}}$, is fixed to the target-side fit value so only $b_2$ is allowed to vary on the backing side fit. Final parameters for both isotopes are shown in Table 4.3. The fits are shown in Figure 4.16.

![Figure 4.16: The average energy of the sample $<P_{1A}^{cm}>$ (red) and backing $<P_{2A}^{cm}>$ (blue) side fragments are plotted as a function of $1/(\cos \theta)$ to determine the amount of energy loss in the target material. The data was fit between values of $1/(\cos \theta) = 1.0 - 2.0$ to determine the parameters $b_1$ and $b_2$, the slopes of the linear fit.](image-url)
Figure 4.17 shows the momentum and energy loss corrected anode signals for $E_n = 1.5 - 2.0$ MeV. Since the distributions do not overlap, one more correction for gain is required, discussed in the next section.

### 4.3.3 Gain Calibration

A small correction for differences in the preamp gain is made by calibrating the backing side spectrum to the sample side anode spectrum. Before the gain calibrations, additional selection criteria were applied to the data based on anode pulse height ($P_{A1,A2} \geq 30$ ADU) and angle of emission ($\cos \theta_{1,2} \geq 0.5$). These cuts are for quality control and are later applied to all data before the full 2E method, described in detail in Section 4.5.1.

Like an energy calibration, the gain calibration is assumed to be linear and follows the equation,

$$P_{A2}^{cal} = G_a (P_{A2}^b) + G_b,$$  \hspace{1cm} (4.29)

where $G_a$ and $G_b$ are calibration parameters to be determined. $P_{A2}^b$ are the energy loss corrected pulse heights calculated in the last section for the backing side, which is to be the only side affected by the gain calibration. To find $G_a$ and $G_b$, both the sample and backing side of the anode spectrum shown in Figure 4.18 are fit with Gaussians.
Figure 4.18: The $P_{A1}^b$ and $P_{A2}^b$ spectra for both targets with quality cuts and fit with Gaussians. The centroids of these Gaussians will be used to calibrate the backing side to the sample side.

This procedure extracts the centroids from the heavy peaks ($H_1$ and $H_2$) and the light peaks ($L_1$ and $L_2$). Then the calibration equation parameters are derived from a line that runs through the points $p1 = (H_2,H_1)$ and $p2 = (L_2,L_1)$ shown in Figure 4.19.

Figure 4.19: Fit to calibrate the backing side digitizer units to the sample side digitizer units using the linear equation $P_{A1}^b = G_a P_{A2}^b + G_b$.

The final corrected anode pulse height spectrum is shown in Figure 4.20.
Energy Calibration

Until this point in the analysis, the energies of the fragments have been considered in terms of anode pulse heights in arbitrary digitizer units (ADU). An energy calibration is required to change the anode pulse height in ADU into energies in MeV. The method of determining the calibration parameters for each isotope is described in Section 4.4.1. In Section 4.4.2, the parameters are applied to the neutron momentum corrected anode pulse heights \( P_{A1}^{cor} \), \( P_{A2}^{cor} \) along with the other anode correction factors determined in Section 4.3. The calibration equation is determined for events with \( E_n = 1.5 - 2.0 \) MeV since that introduces the least amount of uncertainty due to the provisional momentum correction. The parameters are then applied to events at all incident neutron energies.

Determine Calibration Constants

Since the average energies of light \( (E_L) \) and heavy \( (E_H) \) fission fragments have been previously measured at specific incident neutron energies for both uranium isotopes, a small subset of the data at the specified \( E_n \) can be used to determine the calibration parameters. The final ADU-to-MeV calibration is calculated by establishing a linear relationship between
the light and heavy peaks of the anode spectra and the previously measured values for \(E_H\) and \(E_L\).

The average energies of the light and heavy fragments are required with a correction factor. For \(^{238}\)U, the heavy and light fission product energy data of Vives et. al. are used for calibration at \(E_n = 1.5 - 2.0\) MeV [33]. An averaging of the data points in this energy range gives, \(E_H = 70.9 \pm 0.05\) MeV and \(E_L = 95.5 \pm 0.07\) MeV. For \(^{235}\)U, a calculation of \(TKE(A)\) at \(E_n = 5.5\) MeV by P. Talou was used for calibration [54]. In this case, the average light fragment mass was assumed to be \(m_L = 99\) AMU with a corresponding energy of \(E_L = 100.2 \pm 0.5\) MeV. For the heavy fragment, \(m_H = 139\) AMU with a corresponding energy of \(E_H = 69.9 \pm 0.3\) MeV. The typical ionization chamber value of 0.5% energy resolution is used to determine the uncertainty.

It is important to note that later in the analysis, we are going to be correcting fragment energy \(E\), because of the pulse height defect PHD, discussed in detail in section 4.5.4, using the equation \(E_{\text{cor}} = E + \text{PHD}(m)\). Pulse height defect is a detector effect due to non-ionizing collisions in the gas and ion recombination. As a result, the raw measured \(P_A\) value is a representation of the fragment energy before the PHD correction. It is a non-linear mass dependent effect, which is why a linear calibration of \(P_A\) to \(E_{\text{cor}}\) will not accurately correct for PHD. To accurately calibrate \(P_A\) to energy, we should compare it to a previously measured energy that is also missing some energy due to PHD. Since the values are typically not reported, the reported data will be manipulated to remove the PHD correction. The energy loss due to pulse height defect for the average light fragment mass of 100 AMU is \(\text{PHD}_L = 3.7 \pm 0.05\) MeV and for the average heavy fragment mass of 140 AMU is \(\text{PHD}_H = 4.29 \pm 0.03\) MeV, according to the PHD(A) curve in 4.5.4. The correction is applied and uncertainties quantified using equations,

\[
E_{\text{cor}}^L = (E_L \pm \delta E_L) - (\text{PHD}_L \pm \delta \text{PHD}_L) \quad E_{\text{cor}}^H = (E_H \pm \delta E_H) - (\text{PHD}_H \pm \delta \text{PHD}_H)
\] (4.30)
For $^{238}$U at $E_n = 1.5 - 2.0$ MeV, $E_{L}^{cor} = 95.50 \pm 0.07$ MeV and $E_{H}^{cor} = 66.61 \pm 0.06$ MeV. Uncertainties were added in quadrature.

As with the gain calibration, the goal is to extract the centroids from the heavy peaks ($H_1$ and $H_2$) and the light peaks ($L_1$ and $L_2$), from Figure 4.21. Since the $P_A$’s are calibrated, these are almost identical, but we take the averages nonetheless to get $P_H = 74.75 \pm 0.17$ ADU and $P_L = 105. \pm 0.11$ ADU for $^{238}$U. Then compare with the previous data $E_{H}^{cor}$ and $E_{L}^{cor}$. The calibration equation parameters come from a line that runs through the points $p1 = (P_H, E_{H}^{cor})$ and $p2=(P_L, E_{L}^{cor})$ shown in Figure 4.22. Uncertainties are taken into account in the fitting process.

The final energy is dependent on an additional pulse height defect correction, but this correction is mass dependent so must be performed later in the analysis.

4.4.2 Complete Energy Calibration and Momentum Correction

In this step, the anode pulse heights, $P_{A1}$ and $P_{A2}$, are converted into calibrated energies, $E_1$ and $E_2$, using correction and calibration parameters determined in Sections 4.3 and 4.4 for low energy events. Events of all incident neutron energies, $E_n$, can be corrected by assuming that fission products react the same way to detector effects once their angles and energies
are corrected for neutron momentum. Thus, the same detector calibration and correction parameters apply at high $E_n$ as at low $E_n$.

First, a correction for incident neutron momentum is made using provisional masses from Equations 4.17, Center of Mass angles from Equations 4.21, and Equations 4.18 for corrected $P_{cm}^{A1}$ and $P_{cm}^{A2}$ at all $E_n$. The calibration parameters are displayed for the two uranium isotopes in Table Table 4.3. The calibrated energies $E_{cal}^{1}$ and $E_{cal}^{2}$ are then calculated using Equations 4.31 and 4.32 by substituting in the appropriate parameters, $P_{cm}^{A1}$, $P_{cm}^{A2}$, $\cos \theta_{1cm}$, and $\cos \theta_{2cm}$.

The final correction equation, which incorporates momentum, energy loss, gain matching, and calibration has the form,

$$E_{cal}^{1} = C_a(P_{cm}^{A1} - \frac{b_1}{\cos \theta_1}) + C_b,$$

while the form is slightly different for the backing side,

$$E_{cal}^{2} = C_a(G_a(P_{cm}^{A2} - \frac{b_2}{\cos \theta_2}) + G_b) + C_b,$$

where $C_a = 0.930 \pm 0.004$ and $C_b = -0.3 \pm 0.4$ are from the channel to energy calibration equation, $G_a = 1.059$ and $G_b = -3.97$ is the gain matching correction, and $b_1 = -2.3 \pm 0.7$ and $b_2 = -7.24 \pm 0.14$ are from the energy loss correction. After applying the 2E method,
which calculates masses by applying a prompt neutron correction, the yields also overlap, indicating the corrections were accurate. Following the energy loss and calibration corrections we again examine the anode pulse heights as a function of angle. Since the backing side was especially corrected for energy loss, it should appear identical to the sample side as two rectangular bars, which is confirmed in Figure 4.23.

Figure 4.23: The angular and energy loss dependencies have been eliminated from the data, indicated by the similarity in both the sample and backing side of the detector when fragment energy is examined as a function of fragment angle (lab).

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$C_a$</th>
<th>$G_b$</th>
<th>$C_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{235}$U</td>
<td>-16.99</td>
<td>-60.71</td>
<td>0.969</td>
<td>-6.4</td>
<td>0.187 ± 0.008</td>
</tr>
<tr>
<td>$^{238}$U</td>
<td>-2.26</td>
<td>-7.24</td>
<td>1.059</td>
<td>-3.97</td>
<td>0.9303 ± 0.004</td>
</tr>
</tbody>
</table>

With the energies and angles of the fission products now determined, we proceed to calculate the fragment mass $m_{1}^{pre}$ and $m_{2}^{pre}$ using the 2E method.

4.5 The 2E Method

The 2E method calculates the pre-prompt neutron emission mass yield distributions using the fission products’ energies and angles in kinematic equations. This iterative procedure also makes mass dependent corrections such as prompt neutron evaporation and pulse height
defect. The process is outlined in Table 4.2.

4.5.1 Data Selection

Aggressive selection criteria based on the anode pulse height and emission angle were applied to the data before further processing. Recall that anode pulse height \( P_A \) is proportional to particle energy. By restricting the anode to \( P_{A1} \) and \( P_{A2} \geq 40 \) arbitrary digitizer units (ADU), low energy events are not processed in the 2E method. This cut was selected based on the appearance of the calibrated anode spectrum, shown on the right in Figure 4.24. Events with \( P_A \geq 40 \) ADU are fission products while events with \( P_A \leq 40 \) ADU are most likely light charged particles and alphas. No upper limit is imposed.

The angular cut is for \( \cos \theta_1 \) and \( \cos \theta_2 \geq 0.5 \). This cut was selected based on the appearance of the angle spectrum shown in Figure 4.24. Note that the rising edge of the angular spectrum in Figure 4.24 only begins to flatten out around \( \cos \theta = 0.3 \). Recall from Section 4.2 that fragments emitted at very steep angles (low values of \( \cos \theta \)) tend to travel through more material and therefore have a higher probability of being caught in the backing or losing a significant portion of the energy. The cut is extended to \( \cos \theta = 0.5 \) to ensure that only fragments with minimal energy loss are used in the final calculation. No upper limit is imposed.

Figure 4.24: The \( \cos \theta \) distributions and the \( P_{Acal} \) spectra at all incident neutron energies.
By selecting conditions for both sides of the chamber, we ensure that the only events processed are coincident fragments that suffered minimal interference from detector effects. The selected, good data looks like Figure 4.25.

Figure 4.25: The $\cos \theta$ distributions and the $P^\text{cal}_A$ spectra at all incident neutron energies after selecting the data. Some angles are less than $\cos \theta = 0.5$ because selections were made on the raw angle and the provisional momentum corrected angle is shown here.

### 4.5.2 Multiple Chance Fission Treatment

The 2E process begins by initially assuming that the fission fragments are symmetric, that is half the atomic mass of the compound nucleus $M_{cn}$,

$$m_{i}^{\text{pre}} = m_{2}^{\text{pre}} = M_{cn}/2.$$  \hspace{1cm} (4.33)

We can then enter into the iteration process until the convergence condition of $|m_{i}^{\text{pre}}(\text{after}) - m_{i}^{\text{pre}}(\text{before})| \leq 0.125$ is satisfied where $i = 1$ or 2 since there are two fragments.

The compound nuclear mass changes because multi-chance fission and other light particle emissions become probable with higher neutron energies. To account for this behavior, the fission probabilities were simulated in GEF at $E_n=1$ MeV intervals or larger, scaling up with the experiment's neutron energy resolution. The GEF code is the General Description of Fission Observables [55], which does empirical simulations based on existing fission data. Where some data exists, the simulations are typically good quality. Thresholds for multi-
chance fission were determined using the ENDF cross section [1] when the steep rises at the second-, third-, and multi-chance thresholds were more than 50% of the cross section’s previous plateau value. Evaluated cross sections are shown in Figure 4.26.

![Figure 4.26: The neutron-induced fission cross section, $\sigma_{(n,f)}$ as a function of $E_n$ is shown for $^{235}\text{U}$ (blue) and $^{238}\text{U}$ (red) [1]. The first-, second-, and third-chance fission thresholds are clearly seen as steps in the cross sections around $E_n = 1.5, 7,$ and $14$ MeV.](image)

When the evaluation stopped at $E_n > 20$ MeV for $^{235}\text{U}$ and $E_n > 30$ MeV for $^{238}\text{U}$, the energy ranges were adjusted so that the standard deviations of the $M_{cm}$ average probabilities were minimized. The various probabilities of fission chances and light particle emissions resulting in the same compound nucleus were averaged within these ranges. A Monte Carlo Code selected the starting compound nucleus by sampling the average probabilities of starting with a particular compound nucleus within the specified energy range, shown in Table 4.4 for $^{238}\text{U}$ and in Table 4.5. High energy measurements do not exist so complete simulations cannot be performed for $^{235}\text{U}$ at $E_n > 60$ MeV. In this case, we use the results for $^{238}\text{U}$ adapted to the -3n case.
Table 4.4: Average probabilities for a compound nucleus for given incident $E_n$ range for $^{238}$U(n,f) calculated using input from [55] [1].

<table>
<thead>
<tr>
<th>$E_n$ [MeV]</th>
<th>239(%)</th>
<th>238(%)</th>
<th>237(%)</th>
<th>236(%)</th>
<th>235(%)</th>
<th>234(%)</th>
<th>233(%)</th>
<th>232(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 6</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6 - 13</td>
<td>50</td>
<td>50</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13 - 18</td>
<td>35</td>
<td>49</td>
<td>16</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>18 - 32.5</td>
<td>16</td>
<td>33</td>
<td>27</td>
<td>24</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>32.5 - 42.5</td>
<td>8</td>
<td>18</td>
<td>22</td>
<td>28</td>
<td>19</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>42.5 - 55</td>
<td>6</td>
<td>12</td>
<td>17</td>
<td>21</td>
<td>24</td>
<td>17</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>55 - 100</td>
<td>2</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>18</td>
<td>19</td>
<td>18</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 4.5: Average probabilities for a compound nucleus for given incident $E_n$ range for $^{235}$U(n,f) calculated using input from [55] [1].

<table>
<thead>
<tr>
<th>$E_n$ [MeV]</th>
<th>236(%)</th>
<th>235(%)</th>
<th>234(%)</th>
<th>233(%)</th>
<th>232(%)</th>
<th>231(%)</th>
<th>230(%)</th>
<th>229(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 6</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6 - 13</td>
<td>65</td>
<td>35</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13 - 19.5</td>
<td>33</td>
<td>43</td>
<td>24</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>19.5 - 32.5</td>
<td>16</td>
<td>37</td>
<td>37</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>32.5 - 42.5</td>
<td>7</td>
<td>22</td>
<td>32</td>
<td>29</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>42.5 - 55</td>
<td>5</td>
<td>15</td>
<td>24</td>
<td>28</td>
<td>22</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>55 - 100</td>
<td>2</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>18</td>
<td>19</td>
<td>18</td>
<td>13</td>
</tr>
</tbody>
</table>
4.5.3 Prompt Neutron Corrections

Recall from Section 2.1 that when the compound nucleus first divides into the two fragments, the excess excitation energy dissipates through evaporation of prompt neutrons and gammas. Therefore, calculating the mass of the fission product requires a neutron evaporation correction through using values from the so-called neutron sawtooth ($\nu(A)$), displayed in Figure 4.27. This includes an evaluation of $\nu(A)$ experimental data for $^{233}\text{U}$ and $^{233}\text{U}$ at $E_n = \text{thermal}$ [56] and a calculation of the $^{233}\text{U}$ sawtooth [57]. Very little experimental data exists for $\nu(A)$ for any isotope at any $E_n$. The average number of prompt neutrons, $\nu$, emitted during fission varies with the mass of the fission fragment and the energy of the incident neutron, but typically displaying a sawtooth shape, shown in Figure 4.27 for $^{238}\text{U}$ at $E_n = \text{thermal}$. They are subtracted from the pre-neutron evaporation fragment mass using equations,

$$m_{1}^{\text{post}} = m_{1}^{\text{pre}} - \nu(m_{1}^{\text{pre}}, E_n) \quad \quad m_{2}^{\text{post}} = m_{2}^{\text{pre}} - \nu(m_{2}^{\text{pre}}, E_n). \quad (4.34)$$

Figure 4.27: The neutron sawtooth for $^{238}\text{U}$, calculated from experimental data for $^{235}\text{U}$ and $^{233}\text{U}$ and $E_n = \text{thermal}$ using the observations of [56] and calculation method of [57].
The neutron sawtooth has this shape due to nuclear shell structure. The sharp dip at $m^{pre} = 132$ AMU is largely due to $^{132}$Sn, a common double magic fission fragment which is unlikely to evaporate any prompt neutrons. To perform the correction, a $\nu(m^{post}_i, E_n)$ curve is selected based on incident neutron energy. Based on the $m^{pre}$ from the initial condition (Equation 4.33) or the previous iteration (Equation 4.37), an interpolation method selects the appropriate corresponding $\nu(m^{post}_i, E_n)$.

The average number of prompt neutrons evaporated per fission fragment as a function of fragment mass, or the “sawtooth” has proven difficult to measure experimentally and is one of the main sources of systematic uncertainty in calculating fragment mass. In fact, no measurement of the $^{238}$U sawtooth exists and $^{235}$U has been measured only at thermal incident neutron energies [56]. Because the WNR measurement takes place at energies above thermal, two methods were compared to deduce the shape of the neutron sawtooth correction, 1) the scaling method and 2) the GEF method, described below.

Previous 2E method studies on $^{238}$U(n,f) have scaled a thermal sawtooth derived in calculations from measured data at thermal energy for other uranium isotopes [56] [57]. The scaling method is outlined in the model work of Lestone [37] and involves multiplying each point along the thermal neutron sawtooth with a scaling factor chosen to keep the total average number of neutrons emitted in fission, $\bar{\nu}(E_n)$ consistent with previously measured experimental values. A selection of sawteeth at selected $E_n$ are shown in Figure 4.28. The $\bar{\nu}(E_n)$ corresponds to the integral under the $\nu(m^{post}_i, E_n)$ curve. However, the scaling method fails to capture the behavior that more neutrons are evaporated from the heavy fragment at energies higher than thermal, observed in [58] [59] and more recently modeled in [60], [61], [62].

In this work, the sawtooth is simulated using GEF, The General Description of Fission Observables, as described in the previous section [55]. The GEF sawtooth simulations evaporate substantially more neutrons from the heavy fragment at fast neutron energies than the scaling method. Several GEF sawteeth are shown in Figure 4.29. Since it would take too
Figure 4.28: The neutron sawtooth for $^{238}\text{U}$, calculated thermal incident neutrons using the methods in [56] [57] and scaled using the method of [37].

Figure 4.29: GEF simulations of the neutron sawtooth for $^{238}\text{U}$ at various $E_n$. The connecting lines between points are to guide the eye. Oscillations are an artifact of the simulation.
much computing power to simulate the sawtooth for each minute change in $E_n$, the sawtooth was simulated for ranges of energies larger than the timing resolution of the detector. For $^{238}\text{U}$, the sawtooth was simulated at $E_n = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 18, 20, 22, 24, 26, 28, 30, 35, 40, 50, 60, 70, 80, \text{ and } 90 \text{ MeV}$ and for $^{235}\text{U}$ at $E_n = \text{thermal, } 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 18, 20, 22, 24, 26, 28, 30, 35, 40, 45, 50, 61, 70 \text{ MeV}$. The sawtooth for a particular $E_n$ is applied to events with an energy range ending halfway between itself and the next or previous energy. For example, the $E_n = 30 \text{ MeV}$ sawtooth would be applied to events in a range from $E_n = 29 - 32.5 \text{ MeV}$ since other sawteeth are available at both $E_n = 28 \text{ MeV}$ and $E_n = 35 \text{ MeV}$. Like the scaling method, interpolation between the points is used to extract the appropriate value of $\nu$.

The scaling method and the GEF simulations were compared during this work on $^{238}\text{U}$. A comparison of neutron sawteeth using the two methods are shown in Figure 4.30. The

![Figure 4.30: A comparison between the GEF and calculated sawtooth methods in $^{238}\text{U}$. No experiments are available for comparison.](image)

diminishing effects of shell structure (the dip at $m^{pre} = 132 \text{ AMU}$) in the GEF simulations suggest that this method is more correct since the compound nucleus does not equilibrate at high $E_n$ as discussed in Chapter 2. The simulated GEF sawteeth result in higher pre-neutron
emission yield in the valley. This observation is in agreement with a prior study of prompt neutron corrections in the 2E method [63]. Their effects on the mass distributions are shown in Figure 4.31. It should be noted that until the $\nu(m^{pre}, E_n)$ is measured experimentally for a range of $E_n$, it is difficult to draw conclusions about the evolving behavior of the sawtooth.

Figure 4.31: A comparison between the GEF and scaled sawtooth methods in $^{238}$U when applied to the data in the 2E method. As expected, the scaled method leads to lower yield in the valley since it evaporates more neutrons in this mass region.

4.5.4 Pulse Height Defect

Pulse Height Defect (PHD), mentioned earlier in Section 4.4, is a mass dependent correction to the energy that needs to be accounted for in the 2E method. It corrects for
recombination of the ions in the gas and non-ionizing collisions, which causes the fragment to deposit a few % less than its total energy in ionizing action transmitted to the anode. The correction is necessary to get the actual post-neutron emission energies,

\[
E_{1}^{post} = E_{1}^{cal} + PHD(m_1) \quad \quad \quad E_{2}^{post} = E_{2}^{cal} + PHD(m_2). \quad (4.35)
\]

The PHD curve in Figure 4.32 was measured in an identical ionization chamber in another experiment [8]. To extract the PHD, an interpolation technique applied to the curve in Figure 4.32 retrieves the appropriate value based on the input mass.

![Figure 4.32: Pulse height defect curve taken from [8].](image)

Other methods have been developed to empirically calculate pulse height defect, however PHD varies with many parameters such as gas pressure, gas composition, electric field in the chamber [64] [65]. It also varies with fragment masses and energies, so it has proven to be a difficult problem. A full study of PHD could be made with a variable mass heavy ion beam into an ionization chamber under various conditions to truly study this technical challenge.

### 4.5.5 Recalculate Fragment Masses

Once the pre- and post-neutron evaporation masses from Equations 4.33 and 4.34 are determined, conservation of mass and energy are used to derive an expression to calculate the
new pre-neutron evaporation fragment mass that accounts for the corrected energies from Equation 4.35. The full derivation can be found in [8]. Calculate $B$, a ratio between the two fragment masses,

$$B = \left( m_2^{\text{pre}} * m_1^{\text{post}} \right) / \left( m_2^{\text{post}} * m_1^{\text{pre}} \right).$$  \hspace{1cm} (4.36)

Calculate $m_i^{\text{pre}}$ using $B$,

$$m_1^{\text{pre}} = \frac{M_{\text{en}} E_2^{\text{post}}}{E_1^{\text{post}} / (B) + E_2^{\text{post}}}$$  \hspace{1cm} (4.37)

$$m_2^{\text{pre}} = \frac{M_{\text{en}} E_1^{\text{post}}}{E_2^{\text{post}} / (B) + E_1^{\text{post}}}$$  \hspace{1cm} (4.38)

which express pre-prompt neutron masses in terms of observables and assumptions. The pre-prompt lab energies are calculated using

$$E_{1,2}^{\text{lab}} = \frac{m_i^{\text{pre}}}{m_i^{\text{post}}} E_{1,2}^{\text{post}},$$  \hspace{1cm} (4.39)

which can then be converted to the CM frame using equation 4.18. The first iteration of the 2E code used the initial condition from 4.33 for $m_i^{\text{pre}}$, however each subsequent iteration will use the new $m_i^{\text{pre}}$ calculated in 4.37 as the initial mass. This step effectually checks the calculated mass against the measured energy until the assumed mass at the beginning of the iteration and final calculated mass are nearly the same, which is tested by the convergence condition in the next step.

4.5.6 Check for convergence

Check the convergence condition, $|m_i^{\text{pre}}(\text{after}) - m_i^{\text{pre}}(\text{before})| \leq 0.125$. This value is chosen to maximize accuracy while minimizing computation time. Each iteration, the calculation of $m_i^{\text{pre}}$ will be more closely correlated with the measurement of $E_i^{\text{post}}$. When convergence is reached, corrected values of $m_1^{\text{pre}}, m_2^{\text{pre}}, m_1^{\text{post}}, m_2^{\text{post}}, E_1^{\text{pre}}, E_2^{\text{pre}}, E_1^{\text{post}}$, and $E_2^{\text{post}}$ are available for further physics analysis.
4.6 Charge Correction

The results of the 2E mass calculations are shown in Figure 4.33 for $^{238}$U. Here, the rectangular energy bars seen earlier in Figure 4.23 are converted to masses. The angled ends at values of $\cos \theta = 1.0$ are due to fragment charge variations which can be corrected using the same method described earlier in Section 4.2 to calculate $\overline{X}/D$. This time, the energies are plotted as a function of angle and projected onto the angle axis. The resulting final mass vs. angular distribution is shown in Figure 4.33. As expected, it now exhibits the same rectangle bar behavior as the energy vs. angle distribution in Figure 4.23.

![Figure 4.33: The final distribution of fragment masses with emission angles before (top) and after (bottom) charge correction. The angles are in the CM frame and the masses are for fragments pre-neutron emission.](image-url)
4.7 Physics Calculations

To calculate the $TKE$, the sum of the heavy and light fragment energies was computed to get a TKE spectrum, e.g. $TKE = E_1 + E_2$. A histogram of TKE for a given neutron energy range was then generated and fit with a Gaussian distribution,

$$G(x) = A \exp \left( -0.5 \times \frac{(x - TKE)}{\sigma} \right)^2.$$

(4.40)

A typical example of a $^{238}$U TKE distribution is shown in Figure 4.34 for $E_n = 4$ MeV. Each incident neutron energy range and pre- and post-neutron emission quantities are treated separately. The centroid of a Gaussian fit to the TKE spectrum is the $\overline{TKE}$. The $\overline{TKE}$ varies with $E_n$ and the trends are discussed in Chapter 5. The width of the TKE distribution, $\sigma_{TKE}$, also provides some hints about the physical properties of the compound nucleus.

![Figure 4.34: An example of a $^{238}$U TKE distribution at $E_n = 4$ MeV fit with a Gaussian whose centroid is the average total kinetic energy ($\overline{TKE}$) and width is $\sigma_{TKE}$.](image)

The mass yields are calculated pre- and post- neutron emission. Fission yields are normalized to 200%. Raw count spectra from either detector volume are added.

Both the $\overline{TKE}$ and the mass distributions are calculated in neutron energy ranges that maximize statistics and stay within the incident neutron energy resolution.
4.8 Uncertainty Quantification

The main sources of uncertainty in the 2E method is the way the prompt-neutron correction is handled. The variations in the valley region of the mass distributions were as much as 2% different at high $E_n$, depending on the method of neutron correction. The locations of the mass peaks did not shift but the amount of yield varied by as much as 0.3% yield percentage points.

We consider the final uncertainties on the energy to be the uncertainties on the linear energy calibration fit parameters, treated as anticorrelated uncertainties. Recall the uncertainties on the energy calibration fit parameters included uncertainties for the pulse height defect. Thus, the final uncertainty is,

$$
\sigma_E^2 = \sigma_{Ca}^2 P_A^2 + \sigma_{Cb}^2 - 2P_A \sqrt{\sigma_{Ca}^2 \sigma_{Cb}^2}.
$$

As a check, the calibration parameters were varied as much as 2 sigma, the 2E method was run, and the final $TKE$ results shifted up and down by at most, 3 MeV, which is on par for an ionization detector energy measurement which will have between 0.5 to 1 % uncertainty on a typical fragment energy of 100 MeV.
CHAPTER 5

RESULTS

The following chapter contains results obtained from $^{238}$U and $^{235}$U measured kinetic energy data. First, the neutron energy dependent average total kinetic energy ($\overline{TKE}$) will be discussed in Section 5.1, followed by Section 5.2 on the evolution of the derived mass distributions with neutron energy. In Section 5.3, the correlations between the $TKE$ and the fragment masses are considered. Throughout the sections, differences and similarities between the two isotopes will be compared and contrasted. Where applicable, the data are shown with models discussed in Chapter 2.

5.1 TKE as a Function of Neutron Energy

The change in the $^{238}$U average total kinetic energy ($\overline{TKE}$) as a function of incident neutron energy ($E_n$) is shown in Figure 5.1 and Figure 5.2 for pre- and post-neutron emission respectively. The same quantities for $^{235}$U are shown in Figure 5.4 and Figure 5.5. The $\overline{TKE}$ data is also available in tabular form in Table 5.1 for $^{238}$U and Table 5.2 for $^{235}$U. The vertical error bars represent the statistical errors while the horizontal error bars show the widths of the neutron energy bins which are always selected to be slightly larger than the neutron energy resolution.

The pre-neutron $^{238}$U $\overline{TKE}$ is shown in Figure 5.1 along with the previous measurement [7] and phenomenological models [15], with [35] included in Figure 5.2. There are two physics reasons for the overall decrease in the $\overline{TKE}$. At higher incident neutron energies, the excitation energy of the compound nucleus typically increases. The extra excitation energy is however carried away by prompt neutrons and gammas compounded with higher probabilities of symmetric fission fragments which typically have lower Coulomb repulsion and thus, lower $TKE$. Exactly how the TKE is affected by fragment mass will be explored in Section 5.3.
Figure 5.1: The $TKE$ as a function of neutron energy for $^{238}\text{U}$ pre-neutron emission. [7] [15]

Figure 5.2: The $TKE$ in this work as a function of neutron energy for $^{238}\text{U}$ post-neutron emission. A blue confidence band around the Lestone model is shown in blue [35] [15] [7].
The first peak at around \( E_n = 1.7 \) MeV establishes the fission threshold for \(^{238}\text{U}\). There is a prominent dip at 5.5 MeV, the second chance fission threshold, followed by a rise at 8 MeV where the second chance fission process dominates. This result suggests that as a new fission channel becomes probable, the extra excitation energy of the nucleus is dispersed by the pre-scission neutrons as the compound system deexcites into a lower energy state. The resulting compound nucleus has less energy available to transfer into the fragments so there is a drop in \( \overline{TKE} \) with an initial fission channel opening.

The data are in good agreement with a previous unpublished measurement at WNR by Zöller et al. [7] at energies between \( E_n = 1 - 30 \) MeV. The overall shape of the data confirms a rough model fit made to the Zöller data by Madland [15]. The older data show more variation above 18 MeV, likely due to the arbitrary binning choice of 1 MeV increments, disregarding energy resolution of the neutron beam detector. This is also the case for the post-neutron emission energy dependent \( \overline{TKE} \), shown in Figure 5.2. While the masses used in the calculations of the pre-neutron \( \overline{TKE} \) are sensitive to the number of prompt neutrons, we do not account for the energy they carry away from the system.

Previous data analyzed with the 2E method is available for \( E_n < 6 \) MeV by Birgersson et al. [34] and Vives et al. [33] shown with the current measurement in Figure 5.3. Both experiments reported on pre-neutron emission data for \(^{238}\text{U}\), but used different neutron sawtooth shapes than this work. These measurements were performed at quasi-monoenergetic neutron facilities. The systematic error on Frisch-gridded ionization chamber measurement of \( \overline{TKE} \) is no more than 1%, which accounts for the difference in the absolute values of the measurements. Since the Birgersson study was of vibrational resonances, some low \( E_n \) points have been omitted. The shape of the Birgersson data confirms the decrease in TKE by about 300 keV between \( E_n = 1.7 - 2.0 \). We do not observe the drop in TKE at \( E_n = 3.8 \) MeV which Vives et. al. suggest is due to pair breaking.

The pre-neutron \(^{235}\text{U} \overline{TKE} \) is shown in Figure 5.4 with a phenomenological model [15], output of the Los Alamos Dynamical Fission Model [66], and previous measurements [4] [5].
Figure 5.3: The $\overline{TKE}$ as a function of neutron energy for $^{238}\text{U}$ pre-neutron emission shown with previous $2E$ measurements at the low end of the neutron energy range [7] [33] [34] and the first-order model [15].

Figure 5.4: The $\overline{TKE}$ as a function of neutron energy for $^{235}\text{U}$ pre-neutron emission with two models [15] [66].
Figure 5.5: The $TKE$ as a function of neutron energy for $^{235}\text{U}$ post-neutron emission [6] [15] [35] [5] [4].

The previous measurements [6] and an extended model [35] are included in Figure 5.5. The models are fits to other previous data sets between $E_n = 0 - 9$ MeV [4] [5]. The distributions of the previous data points were scattered [5] [4], but suggested the shape of the Lestone model, which this measurement confirms.

The turnover at $E_n = 0 - 3$ MeV is particularly interesting and was not confirmed in the previous data. A close-up of the low $E_n$ region is shown in Figure 5.6 and Figure 5.7. Hints of the same behavior are seen in $^{238}\text{U}$, but since that $E_n$ is below the fission barrier, it is difficult to investigate experimentally. The LADFM model has predicted a turnover in $^{233}\text{U}$ [66]. The turnover behavior appears to be unique to uranium, as older data [67] and preliminary results using the same detector and WNR flight path for $^{239}\text{Pu}$ do not have this effect. As with $^{238}\text{U}$, there is an overall decrease in the $TKE$.

To verify that the shoulders in the $TKE$ are correlated with multi-chance fission, we plot the $TKE$ along with the evaluated cross sections from ENDF/B VII.1 [1], which are shown in Figure 5.8 and Figure 5.9. As discussed in Chapter 2, multiple chance fission occurs when the excited compound nucleus deexcites by emitting one or more neutrons prior to scission.
Figure 5.6: The $\overline{TKE}$ as a function of neutron energy for $^{235}\text{U}$ post-neutron emission zoomed in the show the “turnover” between $E_n = 0 – 3 \text{ MeV}$. A blue confidence band around the Lestone model is shown in blue [35] with previous data [4] [5].

Figure 5.7: The $\overline{TKE}$ as a function of neutron energy for $^{235}\text{U}$ pre-neutron emission with fission models [66] [15] and previous measurements of [4] [5].
the time when the two independent fragments form. The pre-scission neutrons carry away some of the system’s energy, so we suppose that the compound nucleus is populating fewer energy states and the $TKE$ initially rises. It drops again with increasing neutron energy after a multi-chance fission threshold because more states are getting populated and that energy gets carried away by prompt neutrons and gammas. In this data, structure in the $TKE$ clearly shows these trends at the first chance fission threshold for both isotopes around $E_n = 6$ MeV.

![Figure 5.8: The $TKE$ as a function of neutron energy for $^{238}$U post-neutron emission plotted with the neutron-induced fission cross section, $\sigma_{(n,f)}$ (red). [1]](image)

Perhaps the best evidence of the fissioning system’s energy dependence is seen in the $\sigma_{TKE}$ show in Figure 5.10. The $\sigma_{TKE}$ for pre- and post-neutron emission for $^{235}$U is shown in Figure 5.11 and Figure 5.12. These plots reveal the most variation at multichance fission thresholds. The observed TKE distribution is a superposition of TKE distributions for many pairs of fragments and fission pathways. With each multiple-chance fission pathway, more TKE distributions are present in the total distribution, resulting in an overall increase in $\sigma_{TKE}$ with neutron energy. The structural changes in $\sigma_{TKE}$ in both the pre- and post-neutron measurements at $E_n = 5.5, 13, \text{ and } 20$ MeV suggest variations in the deformation
of the nucleus at the second, third, and fourth chance fission thresholds.

While a change in the $TKE$ structure at third-chance fission threshold around $E_n = 12$ MeV and fourth-chance around $E_n = 20$ MeV is not present, there is clear structure at those values in the $\sigma_{TKE}$ both pre- and post-neutron emission. It is not as clear in the older Zöller data, which has poorer energy resolution.

To better compare the $\sigma_{TKE}$ behavior with the fission cross section, the two quantities are plotted together in Figure 5.12.

## 5.2 Mass yields as a function of Neutron Energy

The pre- and post-neutron emission mass yields are presented as they evolve with neutron energy. In both regimes, we confirm that for the uranium isotopes, symmetric fission becomes much more likely at high incident neutron energies. First we consider post-neutron emission and compare it to ENDF evaluations of independent yields, which are important for applications. We next consider pre-neutron yields which provide valuable test cases and input data for fission modelers.
Figure 5.10: The variance $\sigma_{TKE}$ in the TKE as a function of neutron energy for $^{238}$U pre-neutron emission (top) and post-neutron emission (bottom) shown with existing data [7].
Table 5.1: The pre- and post-neutron $TKE$ and $\sigma_{TKE}$ for $^{238}$U. Uncertainties are statistical. Add $\pm 0.5\%$ for systematic uncertainties on the $TKE$.

<table>
<thead>
<tr>
<th>$E_n$ [MeV]</th>
<th>pre $TKE$ [MeV]</th>
<th>pre $\sigma_{TKE}$ [MeV]</th>
<th>post $TKE$ [MeV]</th>
<th>post $\sigma_{TKE}$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3 - 1.5</td>
<td>171.02 ± 0.18</td>
<td>11.42 ± 0.12</td>
<td>169.02 ± 0.18</td>
<td>11.21 ± 0.12</td>
</tr>
<tr>
<td>1.5 - 1.7</td>
<td>171.22 ± 0.12</td>
<td>11.59 ± 0.08</td>
<td>169.29 ± 0.11</td>
<td>11.32 ± 0.07</td>
</tr>
<tr>
<td>1.7 - 1.9</td>
<td>171.44 ± 0.10</td>
<td>11.38 ± 0.06</td>
<td>169.38 ± 0.10</td>
<td>11.20 ± 0.06</td>
</tr>
<tr>
<td>1.9 - 2.1</td>
<td>171.29 ± 0.10</td>
<td>11.34 ± 0.06</td>
<td>169.23 ± 0.09</td>
<td>11.18 ± 0.06</td>
</tr>
<tr>
<td>2.1 - 2.4</td>
<td>171.27 ± 0.09</td>
<td>11.37 ± 0.06</td>
<td>169.25 ± 0.09</td>
<td>11.18 ± 0.06</td>
</tr>
<tr>
<td>2.4 - 2.7</td>
<td>171.13 ± 0.09</td>
<td>11.24 ± 0.06</td>
<td>169.17 ± 0.09</td>
<td>11.02 ± 0.06</td>
</tr>
<tr>
<td>2.7 - 3.0</td>
<td>171.05 ± 0.09</td>
<td>11.34 ± 0.06</td>
<td>169.15 ± 0.09</td>
<td>10.98 ± 0.06</td>
</tr>
<tr>
<td>3.0 - 3.4</td>
<td>170.94 ± 0.09</td>
<td>11.31 ± 0.06</td>
<td>168.89 ± 0.09</td>
<td>11.09 ± 0.06</td>
</tr>
<tr>
<td>3.4 - 3.8</td>
<td>170.80 ± 0.10</td>
<td>11.38 ± 0.06</td>
<td>168.74 ± 0.09</td>
<td>11.17 ± 0.06</td>
</tr>
<tr>
<td>3.8 - 4.2</td>
<td>170.57 ± 0.09</td>
<td>11.17 ± 0.06</td>
<td>168.54 ± 0.09</td>
<td>11.00 ± 0.06</td>
</tr>
<tr>
<td>4.2 - 4.7</td>
<td>170.29 ± 0.09</td>
<td>11.17 ± 0.06</td>
<td>168.20 ± 0.09</td>
<td>10.91 ± 0.06</td>
</tr>
<tr>
<td>4.7 - 5.3</td>
<td>170.11 ± 0.10</td>
<td>11.29 ± 0.06</td>
<td>168.04 ± 0.09</td>
<td>11.06 ± 0.06</td>
</tr>
<tr>
<td>5.3 - 6.0</td>
<td>170.00 ± 0.10</td>
<td>11.43 ± 0.06</td>
<td>167.90 ± 0.09</td>
<td>11.11 ± 0.06</td>
</tr>
<tr>
<td>6.0 - 6.7</td>
<td>170.12 ± 0.09</td>
<td>11.35 ± 0.06</td>
<td>167.89 ± 0.09</td>
<td>11.22 ± 0.06</td>
</tr>
<tr>
<td>6.7 - 7.5</td>
<td>170.34 ± 0.09</td>
<td>11.54 ± 0.06</td>
<td>168.13 ± 0.08</td>
<td>11.35 ± 0.06</td>
</tr>
<tr>
<td>7.5 - 8.4</td>
<td>170.45 ± 0.09</td>
<td>11.74 ± 0.06</td>
<td>168.24 ± 0.08</td>
<td>11.49 ± 0.06</td>
</tr>
<tr>
<td>8.4 - 9.5</td>
<td>170.15 ± 0.09</td>
<td>11.73 ± 0.06</td>
<td>167.87 ± 0.09</td>
<td>11.47 ± 0.06</td>
</tr>
<tr>
<td>9.5 - 10.6</td>
<td>169.76 ± 0.09</td>
<td>11.55 ± 0.06</td>
<td>167.48 ± 0.09</td>
<td>11.34 ± 0.06</td>
</tr>
<tr>
<td>10.6 - 11.9</td>
<td>169.55 ± 0.10</td>
<td>11.49 ± 0.07</td>
<td>166.89 ± 0.10</td>
<td>11.16 ± 0.06</td>
</tr>
<tr>
<td>11.9 - 13.4</td>
<td>169.19 ± 0.11</td>
<td>11.59 ± 0.07</td>
<td>166.47 ± 0.10</td>
<td>11.26 ± 0.07</td>
</tr>
<tr>
<td>13.4 - 15.0</td>
<td>168.70 ± 0.11</td>
<td>11.75 ± 0.07</td>
<td>165.93 ± 0.11</td>
<td>11.48 ± 0.07</td>
</tr>
<tr>
<td>15.0 - 16.8</td>
<td>168.52 ± 0.11</td>
<td>11.89 ± 0.07</td>
<td>165.66 ± 0.11</td>
<td>11.67 ± 0.07</td>
</tr>
<tr>
<td>16.8 - 18.9</td>
<td>168.37 ± 0.11</td>
<td>11.98 ± 0.08</td>
<td>165.44 ± 0.11</td>
<td>11.74 ± 0.07</td>
</tr>
<tr>
<td>18.9 - 21.2</td>
<td>168.16 ± 0.11</td>
<td>11.90 ± 0.08</td>
<td>165.06 ± 0.11</td>
<td>11.69 ± 0.08</td>
</tr>
<tr>
<td>21.2 - 23.8</td>
<td>168.06 ± 0.11</td>
<td>11.97 ± 0.08</td>
<td>164.91 ± 0.11</td>
<td>11.70 ± 0.08</td>
</tr>
<tr>
<td>23.8 - 26.7</td>
<td>167.96 ± 0.11</td>
<td>12.17 ± 0.08</td>
<td>164.80 ± 0.11</td>
<td>11.92 ± 0.08</td>
</tr>
<tr>
<td>26.7 - 30.0</td>
<td>167.76 ± 0.11</td>
<td>12.25 ± 0.08</td>
<td>164.53 ± 0.11</td>
<td>12.09 ± 0.08</td>
</tr>
</tbody>
</table>
Table 5.2: The pre- and post-neutron $\overline{TKE}$ and $\sigma_{TKE}$ for $^{235}\text{U}$. Uncertainties are statistical. Add ±0.5% for systematic uncertainties on the $\overline{TKE}$.

<table>
<thead>
<tr>
<th>$E_n$ [MeV]</th>
<th>pre $\overline{TKE}$ [MeV]</th>
<th>pre $\sigma_{TKE}$ [MeV]</th>
<th>post $\overline{TKE}$ [MeV]</th>
<th>post $\sigma_{TKE}$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 - 0.2</td>
<td>168.9 ± 0.3</td>
<td>10.7 ± 0.2</td>
<td>170.7 ± 0.3</td>
<td>11.2 ± 0.2</td>
</tr>
<tr>
<td>0.2 - 0.4</td>
<td>168.92 ± 0.07</td>
<td>10.65 ± 0.05</td>
<td>170.81 ± 0.08</td>
<td>10.82 ± 0.05</td>
</tr>
<tr>
<td>0.4 - 0.6</td>
<td>169.02 ± 0.06</td>
<td>10.65 ± 0.04</td>
<td>170.91 ± 0.06</td>
<td>10.85 ± 0.04</td>
</tr>
<tr>
<td>0.6 - 0.8</td>
<td>169.17 ± 0.06</td>
<td>10.73 ± 0.04</td>
<td>171.08 ± 0.06</td>
<td>10.92 ± 0.04</td>
</tr>
<tr>
<td>0.8 - 1.0</td>
<td>169.17 ± 0.08</td>
<td>10.68 ± 0.04</td>
<td>171.07 ± 0.06</td>
<td>10.87 ± 0.04</td>
</tr>
<tr>
<td>1.0 - 1.1</td>
<td>169.13 ± 0.06</td>
<td>10.66 ± 0.04</td>
<td>171.05 ± 0.07</td>
<td>10.83 ± 0.04</td>
</tr>
<tr>
<td>1.1 - 1.3</td>
<td>169.11 ± 0.08</td>
<td>10.71 ± 0.05</td>
<td>170.92 ± 0.08</td>
<td>11.01 ± 0.05</td>
</tr>
<tr>
<td>1.3 - 1.4</td>
<td>169.00 ± 0.08</td>
<td>10.75 ± 0.05</td>
<td>170.84 ± 0.08</td>
<td>10.87 ± 0.05</td>
</tr>
<tr>
<td>1.4 - 1.6</td>
<td>168.93 ± 0.08</td>
<td>10.66 ± 0.05</td>
<td>170.82 ± 0.08</td>
<td>10.84 ± 0.05</td>
</tr>
<tr>
<td>1.6 - 1.8</td>
<td>168.96 ± 0.08</td>
<td>10.70 ± 0.05</td>
<td>170.90 ± 0.08</td>
<td>10.85 ± 0.05</td>
</tr>
<tr>
<td>1.8 - 2.0</td>
<td>168.90 ± 0.07</td>
<td>10.51 ± 0.05</td>
<td>170.93 ± 0.08</td>
<td>10.73 ± 0.05</td>
</tr>
<tr>
<td>2.0 - 2.2</td>
<td>168.84 ± 0.07</td>
<td>10.56 ± 0.05</td>
<td>170.79 ± 0.08</td>
<td>10.76 ± 0.05</td>
</tr>
<tr>
<td>2.2 - 2.5</td>
<td>168.69 ± 0.08</td>
<td>10.58 ± 0.05</td>
<td>170.64 ± 0.08</td>
<td>10.80 ± 0.05</td>
</tr>
<tr>
<td>2.5 - 2.8</td>
<td>168.72 ± 0.08</td>
<td>10.64 ± 0.05</td>
<td>170.74 ± 0.08</td>
<td>10.85 ± 0.05</td>
</tr>
<tr>
<td>2.8 - 3.2</td>
<td>168.73 ± 0.08</td>
<td>10.70 ± 0.05</td>
<td>170.76 ± 0.08</td>
<td>10.91 ± 0.05</td>
</tr>
<tr>
<td>3.2 - 3.5</td>
<td>168.63 ± 0.08</td>
<td>10.69 ± 0.05</td>
<td>170.76 ± 0.08</td>
<td>10.83 ± 0.05</td>
</tr>
<tr>
<td>3.5 - 4.0</td>
<td>168.37 ± 0.08</td>
<td>10.62 ± 0.05</td>
<td>170.47 ± 0.08</td>
<td>10.86 ± 0.05</td>
</tr>
<tr>
<td>4.0 - 4.5</td>
<td>168.22 ± 0.08</td>
<td>10.64 ± 0.05</td>
<td>170.34 ± 0.09</td>
<td>10.84 ± 0.06</td>
</tr>
<tr>
<td>4.5 - 5.0</td>
<td>168.19 ± 0.09</td>
<td>10.78 ± 0.06</td>
<td>170.34 ± 0.09</td>
<td>10.99 ± 0.06</td>
</tr>
<tr>
<td>5.0 - 5.6</td>
<td>167.87 ± 0.09</td>
<td>10.83 ± 0.06</td>
<td>170.09 ± 0.09</td>
<td>10.99 ± 0.06</td>
</tr>
<tr>
<td>5.6 - 6.3</td>
<td>167.75 ± 0.09</td>
<td>10.73 ± 0.06</td>
<td>169.97 ± 0.1</td>
<td>10.95 ± 0.06</td>
</tr>
<tr>
<td>6.3 - 7.1</td>
<td>167.77 ± 0.09</td>
<td>10.73 ± 0.06</td>
<td>169.99 ± 0.09</td>
<td>10.96 ± 0.06</td>
</tr>
<tr>
<td>7.1 - 7.9</td>
<td>167.80 ± 0.09</td>
<td>10.77 ± 0.06</td>
<td>169.96 ± 0.09</td>
<td>11.01 ± 0.06</td>
</tr>
<tr>
<td>7.9 - 8.9</td>
<td>167.67 ± 0.09</td>
<td>10.90 ± 0.06</td>
<td>169.91 ± 0.09</td>
<td>11.09 ± 0.06</td>
</tr>
<tr>
<td>8.9 - 10.0</td>
<td>167.25 ± 0.09</td>
<td>10.81 ± 0.06</td>
<td>169.56 ± 0.09</td>
<td>10.98 ± 0.06</td>
</tr>
<tr>
<td>10.0 - 11.2</td>
<td>166.80 ± 0.1</td>
<td>10.81 ± 0.07</td>
<td>169.18 ± 0.1</td>
<td>10.98 ± 0.07</td>
</tr>
<tr>
<td>11.2 - 12.6</td>
<td>166.48 ± 0.11</td>
<td>11.15 ± 0.08</td>
<td>168.99 ± 0.11</td>
<td>11.34 ± 0.08</td>
</tr>
<tr>
<td>12.6 - 14.1</td>
<td>166.27 ± 0.11</td>
<td>11.18 ± 0.08</td>
<td>168.83 ± 0.12</td>
<td>11.44 ± 0.08</td>
</tr>
<tr>
<td>14.1 - 15.8</td>
<td>166.18 ± 0.11</td>
<td>11.14 ± 0.08</td>
<td>168.69 ± 0.12</td>
<td>11.35 ± 0.08</td>
</tr>
<tr>
<td>15.8 - 17.8</td>
<td>165.84 ± 0.11</td>
<td>11.14 ± 0.08</td>
<td>168.47 ± 0.12</td>
<td>11.35 ± 0.08</td>
</tr>
<tr>
<td>17.8 - 20.0</td>
<td>165.27 ± 0.12</td>
<td>11.27 ± 0.08</td>
<td>168.02 ± 0.12</td>
<td>11.40 ± 0.08</td>
</tr>
<tr>
<td>20.0 - 22.4</td>
<td>164.89 ± 0.13</td>
<td>11.34 ± 0.09</td>
<td>167.71 ± 0.13</td>
<td>11.53 ± 0.09</td>
</tr>
<tr>
<td>22.4 - 25.1</td>
<td>165.03 ± 0.13</td>
<td>11.43 ± 0.09</td>
<td>167.87 ± 0.13</td>
<td>11.57 ± 0.09</td>
</tr>
<tr>
<td>25.1 - 28.2</td>
<td>164.53 ± 0.13</td>
<td>11.40 ± 0.09</td>
<td>167.62 ± 0.13</td>
<td>11.60 ± 0.09</td>
</tr>
<tr>
<td>28.2 - 31.6</td>
<td>164.08 ± 0.13</td>
<td>11.35 ± 0.09</td>
<td>167.28 ± 0.13</td>
<td>11.63 ± 0.10</td>
</tr>
<tr>
<td>31.6 - 35.5</td>
<td>163.70 ± 0.13</td>
<td>11.40 ± 0.1</td>
<td>166.90 ± 0.13</td>
<td>11.56 ± 0.10</td>
</tr>
<tr>
<td>35.5 - 39.8</td>
<td>163.55 ± 0.13</td>
<td>11.45 ± 0.1</td>
<td>166.93 ± 0.14</td>
<td>11.63 ± 0.10</td>
</tr>
</tbody>
</table>
The post-neutron masses are comparable to the independent yield evaluation by England and Rider who define “Independent yields are taken from a calculated charge distribution model. The model independent yields are normalized so their sum equals the chain yields.” [10] Chain yields are determined by radio-chemical methods. This comparison is shown in Figure 5.13 and Figure 5.14.

The data show good agreement to the evaluation, however we do not observe the steep rise in the fission neutron energy range heavy peak at $A = 132$ AMU to 7.6% because it is averaged out by the low mass resolution of this work. Agreement with the England and Rider evaluation validates this experimental method.

The mass yield landscape shows the expected trend of the filling of the valley region as incident neutron energy increases, shown in Figure 5.15. The yields are normalized to 200% for fragments at increasing neutron energies within range of the resolution of the detector.

Figure 5.16 shows a comparison to previously measured fragment yields pre-neutron emission, which show very good agreement. The data is plotted for 4 AMU energy resolution, consistent with limitations of the analysis method. At low energies, the present work predicts
Figure 5.12: The $\sigma_{TKE}$ as a function of neutron energy post-neutron emission plotted with the neutron-induced fission cross sections, $\sigma_{(n,f)}$ (red) for $^{238}\text{U}$ (top) and for $^{235}\text{U}$ (bottom). [1]
Figure 5.13: The England and Rider evaluation for independent yields are shown with the appropriate corresponding neutron energies [10]. “HE” denotes an energy bin from $E_n = 14 – 15$ MeV with the majority of events at 14.7 MeV. “F” denotes the fission neutron spectrum with additional pooling from $E_n = 0.5 – 2$ MeV. This work is shown for the $E_n$ range beginning at 1.5 MeV because of the high fission threshold for $^{238}\text{U}$.

Figure 5.14: The England and Rider evaluation for independent yields are shown with the appropriate corresponding neutron energies [10]. “HE” denotes an energy bin from $E_n = 14 – 15$ MeV with the majority of events at 14.7 MeV. “F” denotes the fission neutron spectrum with additional pooling from $E_n = 0.5 – 2$ MeV. This work is shown for the $E_n$ range beginning at 1.5 MeV because of the high fission threshold for $^{235}\text{U}$. 
Figure 5.15: The fission fragment yield pre-neutron emission of $^{238}\text{U}$ (top) and $^{235}\text{U}$ (bottom) for calculated with 4-5 AMU resolution for incident neutron energies from 1.5 - 40 MeV. As expected, the valley fills in at higher incident neutron energies as fission becomes more symmetric. The color scale goes with the yield.
lower yield in the valley for $E_n = 1.5 - 2.5$ MeV possibly because the older work is plotted for a higher resolution than can be accounted for with the 2E method so some of the yield from the peaks could bleed into the valley. The older data is plotted with its full quoted 1 AMU resolution.

Figure 5.16: Comparison to Zöller data [7]. The line connecting the point guides the eye.

The pre-neutron emission yield plots in Figure 5.17, Figure 5.18, and Figure 5.19 show the full range of neutron energy covered by this experiment. A line is drawn between the points to guide the eye. The legend shows the center of the neutron energy considered in each histogram range.
Figure 5.17: $^{238}$U mass yield distributions pre-neutron emission from $E_n = 1.3 - 8.5$ MeV. Labeled $E_n$ is the center of the incident neutron energy bin.
Figure 5.18: $^{238}\text{U}$ mass yield distributions pre-neutron emission from $E_n = 8.5 - 54$ MeV. Labeled $E_n$ is the center of the incident neutron energy bin.
Figure 5.19: $^{238}$U mass yield distributions pre-neutron emission from $E_n = 54 - 85$ MeV. Labeled $E_n$ is the center of the incident neutron energy bin.

5.3 TKE as a function of mass yields

The net decrease in the $TKE$ can be understood as how the kinetic energy is distributed to the individual fragments. Figure 5.20 and Figure 5.21 shows the TKE of the fragments as a function of the fragment mass. The plots look symmetric because there are two fragments per event whose mass must sum to that of the compound nucleus. Energy ranges were selected based on the location of the multi-chance fission thresholds. Qualitatively, the figures suggest that the more symmetric fragments have a lower TKE. The same is true for $^{235}$U.

This observation is confirmed for both uranium isotopes in Figure 5.22 and Figure 5.23 for fragment masses between $A_H = 120 - 126$ AMU. This figure shows the $TKE(A)$ for the heavy fragment. We can conclude that the $TKE(A)$ peaks for asymmetric fragments found in abundance in the mass peaks, but drops for strongly symmetric or asymmetric fragments. A possible reason for lower symmetric fragment $TKE(A)$ could be that the Coulomb repulsion is not as strong since the neck between symmetric fragments is longer at the moment of scission. There is a slight increase in $TKE(A)$ with $E_n$ for the symmetric fragments, however fragments greater than $A_H = 140$ AMU appear largely unaffected.
Figure 5.20: The distribution of TKE for $^{238}$U fragment pairs within an energy range.
Figure 5.21: The distribution of TKE for $^{235}\text{U}$ fragment pairs within an energy range.
Figure 5.22: The distribution of $\overline{TKE}$ for the heavy fragment within a neutron energy range for $^{238}$U shows clear evidence that symmetric and highly asymmetric fragments have lower TKE.

Figure 5.23: The distribution of $\overline{TKE}$ for the heavy fragment within a neutron energy range for $^{235}$U shows clear evidence that symmetric and highly asymmetric fragments have lower TKE.
CHAPTER 6
CONCLUSIONS

The purpose of this work was to measure correlated fission data to better understand how energy is distributed in a fissioning nuclear system. In this work, we extended the amount of available correlated mass and $TKE$ data to incident neutron energies up to $E_n = 30$ MeV. Prior to this work, data was only available up to $E_n = 9$ MeV [4] [5] or had large uncertainties [6] for $^{235}$U and only one unpublished measurement was available above $E_n = 7$ MeV for $^{238}$U [7]. We established the overall decreasing behavior of the average $TKE$ with increasing $E_n$ for both isotopes of uranium with a Frisch-gridded Ionization Chamber at the WNR white neutron source covering 100’s of keV to 100’s of MeV in a single measurement.

Some interesting features that came out of this work were the turnover between $E_n = 0–5$ MeV in the $TKE$, which had only been hinted at previously, was confirmed for $^{235}$U and suggested for $^{238}$U. The pre-neutron evaporation $TKE$ also confirmed the turnover behavior for $^{235}$U from the LADFM model [66]. Both isotopes’ $TKE$ exhibit structure at the multi-chance fission thresholds, namely the first- and second-chance thresholds, which confirms the validity of the Lestone model for post-neutron evaporation [35]. The width of the $TKE$ distribution, $\sigma_{TKE}$, increased overall and showed structure corresponding to multi-chance fission thresholds at higher orders (third- and fourth-chance) than the $TKE$. There is very little variation between the two uranium isotopes in the behavior of the observables.

The mass distributions both pre- and post-neutron evaporation were derived using the 2E method to about 4-5 AMU resolution. The results showed good agreement with England and Rider evaluations [10] for both $^{235}$U and $^{238}$U. The $^{238}$U showed good agreement with previous measurement [7]. This was the first measurement to show the evolution of mass distributions with neutron energy in the 3D mass surface. Establishing how the mass and energy is distributed between the fragments remains one of the open questions in fission.
physics.

Regarding the 2E method, incorporation of multi-chance fission probabilities into the 2E method is a novel feature. With better simulations of the probabilities and thresholds, this could likely be improved in future measurements. Further, the measurement of the neutron sawtooth should be a priority for experimentalists as that would enable better accuracy in 2E calculations. An improved method for the pulse height defect correction would further improve the energy resolution of the detector.

Further studies of $\overline{TKE}$ with $E_n$ should include more nuclides. For example, establishing if other elements beside uranium that have the low energy turnover between $E_n = 0$-$3$ MeV have anything interesting in common (e.g. shape before fission or strength of the symmetric fission channel). Additional correlated $TKE$ and fission fragment mass information would allow us to test the fission codes, fine tune the parameters, make a predictive fission model with both macroscopic and microscopic effects. More finely tuned models and simulations would, in turn, support civil and defense applications.
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