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This thesis focuses on the use of the Brillouin light scattering (BLS) technique to measure spin waves or magnons in thin films. BLS is an experimental technique that measures the inelastically scattered light from photon-magnon interactions. Broadly, three different experiments are presented in this thesis: the measurements of spin wave properties in iron cobalt (FeCo), yttrium iron garnet (YIG), and microstructures involving Permalloy (Ni$_{80}$Fe$_{20}$) and cobalt nickel (CoNi). First, conventional backward scattering BLS was used to measure the spin waves in a set of Fe$_{65}$Co$_{35}$ films that were provided by Seagate Technologies. By fitting the spin wave frequencies that were measured as a function of the external magnetic field and film thickness, the quantum mechanical parameter responsible for short range order, known as the exchange parameter, was determined. Second, nonlinear spin waves were measured in YIG using conventional forward scattering BLS with time resolution. Two nonlinear three wave processes were observed, namely, the three magnon splitting and confluence. The nonlinear power threshold, the saturation magnetization, and the film thickness were determined independently using network analyzer measurements. The spin wave group velocities were determined from the space- and time-resolved BLS data and compared to calculations from the dispersion relations. Back calculations showed the location where the three magnon splitting process took place. Lastly, spin waves in Permalloy and CoNi microstrips were measured using a recently developed micro-BLS. The micro-BLS, with a spatial resolution of 250 nm, allows for measuring the effects on the lateral confinement of spin waves in microstrips. The confinement of spin waves led to modifications to the dispersion relations, which were
compared against the spin wave frequencies obtained from the micro-BLS. The Permalloy experiments shows non-reciprocity in surface spin wave modes with opposite wavevectors and provides a quantitative measure of the difference in excitation efficiency between the surface spin wave and the backward volume spin wave modes. Measurements were also conducted in the Permalloy microstrips at zero external magnetic field, showing evidence that propagating spin waves can be observed by exploiting the effects of shape anisotropy. Finally, preliminary measurements were done on CoNi microstrips with perpendicular anisotropy. A magnetic signal was detected, however further investigation will be needed to determine the exact origin of the observed signal and to definitively answer the question as to whether or not BLS can be used to measure spin waves in perpendicularly magnetized films. Overall, the experiments and results presented in this thesis show that BLS is a useful tool for measuring spin wave properties in magnetic thin films.
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CHAPTER 1

INTRODUCTION

1.1. Motivation

Ferromagnetic materials are used in our everyday lives. The most common uses for them are in permanent magnets, which can be found in compasses, refrigerator magnets, speakers, and motors of generators. Currently, ferromagnetic materials are also widely used in recording devices. These devices store information based on the magnetization state of a system. The need to optimize magnetic recording storage density has driven research in the field of magnetic switching, magnetic anisotropy, and magnetic damping. Recently, polarized spin currents have been used in spintronic devices: devices that uses the spin degree of freedom of electrons as opposed to their electric charge. Advances in these fields require an understanding of the material parameters used in magnetic recording and spintronic devices.

Spin waves are magnetic excitations are quantized as magnons. These excitations follow dispersion relations that describe their energy (frequency) and momentum (wavevector). The dispersion relations are governed by material parameters like exchange, anisotropy, and saturation magnetization. Spin waves show unique properties depending on their direction of propagation with respect to an external magnetic field. By measuring the spin wave frequency and wavevector one can extract useful material parameters.

Brillouin light scattering (BLS) is a technique that measures the frequency shift of inelastically scattered light. In the last few decades, BLS has grown in popularity because of the information that can be obtained using this technique with magnetic materials. The technique is non-invasive and allows for control of useful parameters like the external magnetic field, the spin wave wavevector, and in microwave-excited systems the spin wave frequency.
can be controlled. The frequency shift of the inelastically scattered light directly corresponds to the spin wave frequency, thus it provides a direct means to probe dispersion relations. With the recent development of the micro-BLS, localized spin wave measurements with sub-micrometer resolution can now be achieved.

1.2. Objectives

The focus of this thesis is to use the BLS technique to measure spin waves in a variety of magnetic thin films and patterned microstructures. The spin wave measurements were used in several ways: to determine magnetic parameters, to gain insight into nonlinear spin wave dynamics, and to explore spin wave confinement in microstructures. In all cases, the spin wave dispersion relations have been used to guide the experiments and understand the results. Several different configurations of the BLS were used: conventional backward scattering, conventional forward scattering, space-resolved, time-resolved, and micro-BLS, which will be described in detail in the chapters to come.

1.3. Thesis Structure and Organization

This thesis consists of three separate sets of experiments that are linked by a common theme: spin wave processes in magnetic thin films measured with BLS. The individual experiments are presented in Chap. 4, 5, and 6. Specific properties and physics of spin waves that are relevant to the individual experiments are presented in the corresponding chapters.

Chapter 2 gives a general overview of spin wave dynamics in thin films. The different types of energies that play a role in magnetic systems are discussed. These energies are the Zeeman energy, dipole-dipole energy, exchange energy, and anisotropy energy. The results from the torque equation are presented for uniform precession, ferromagnetic resonance,
and then as the more general theory for propagating spin waves in the form of dispersion relations. The dispersion relations are the general theory that is used throughout this thesis to fit and to understand experimental results. This chapter focuses on dispersion relations for magnetic thin films: modifications to the dispersion relations that are required for patterned microstrips as discussed in Chap. 6.

The light scattering mechanisms and the experimental BLS apparatus are discussed in Chap. 3. Raman and Brillouin scattering are first considered followed by the mechanisms of how light couples to magnetic excitations. The main components of the BLS are reviewed; particularly, the tandem Fabry-Perot interferometer. This chapter also includes a brief description of the recently developed micro-BLS, which is used to measure spin waves with a spatial resolution of 250 nm. It will be shown in Chap. 6 that the micro-BLS is particularly useful for measuring spin waves that are laterally confined in microstrips.

Chapter 4 discusses external magnetic field- and film thickness-dependent BLS measurements conducted on a set of Fe$_{95}$Co$_{35}$ films. A general procedure for fitting the frequencies from surface spin waves and perpendicular standing spin waves is shown to obtain the quantum mechanical exchange parameter $\alpha$ that is responsible for short range magnetic order. This procedure was applied to the spin wave frequencies obtained by BLS and the exchange parameter was determined.

Chapter 5 discusses nonlinear spin wave processes in yttrium iron garnet. The processes that were investigated were the three magnon splitting and confluence. A detailed set of microwave measurements were performed using a network analyzer to determine the nonlinear microwave power threshold and material parameters like the saturation magnetization and the film thickness. One-dimensional spatial and time-resolved BLS scans allowed for the
measurement of spin wave group velocities for both the magnons generated by splitting and by confluence.

Chapter 6 discusses the spin wave measurements in Permalloy and CoNi microstrips. The Permalloy measurements address the question of nonreciprocal behavior of surface spin waves with opposite wavevectors. It is experimentally shown that surface waves with opposite wavevectors have a 3:1 ratio in intensity. Also shown in this chapter is evidence that backward volume spin waves can exist in the absence of an external magnetic field. A discussion on how this is achieved with the use of shape anisotropy is also presented. Preliminary BLS measurements are presented on CoNi microstrips, a material with strong perpendicular anisotropy, with out-of-plane and in-plane external magnetic fields.

Chapter 7 summarizes the work and results presented in this thesis. A section is include which specifically suggests improvements to the micro-BLS technique to maximize the spin wave information obtained from BLS. Possible future directions for the preliminary work on CoNi presented in Chap. 6 are also discussed.

Appendix A reviews the design of an optical mask and photolithography process that has proven successful for conducting spin wave measurements using the micro-BLS technique. First, the design of an optical mask with the waveguide structures that are compatible with the micro-BLS is discussed. Lastly, a procedure for photolithography and liftoff is included.
CHAPTER 2

MAGNETIZATION DYNAMICS

2.1. Introduction

Magnetic materials that possess a permanent magnetization show interesting properties when placed in an externally applied magnetic field. Figure 2.1 shows a flow chart that illustrate the different classifications of magnetic properties: diamagnetism, paramagnetism, ferromagnetism, ferrimagnetism, and antiferromagnetism. This thesis will focus on the properties of ferromagnetic materials. The magnetization in ferromagnetic materials arises from electrons filling orbitals following Hund’s rules [1]. Electrons of spin “up” are filled first, then electrons with spin “down” are paired with them. The origin of magnetism results from the net dipole moment formed by the unpaired electrons. 3d metals, the type of metals studied in this thesis, possess a large magnetization because they have a large number of unpaired electrons. Ferromagnetic materials have spins that are all aligned parallel and the dipole moments are all equal in magnitude. Antiferromagnetic materials on the other hand, have spins that are anti-parallel to their nearest neighbor, which results in a net zero magnetization. Exchange interactions between electrons will govern whether the energy is lower for aligned or anti-aligned spins and whether the material will be ferromagnetic or antiferromagnetic. Note that ferrimagnetic materials, like yttrium iron garnet (YIG), are treated like ferromagnetic materials because they possess spins that are aligned parallel but the dipole moments differ in magnitude with their nearest neighbors, which still gives rise to a net magnetization.

The individual moments $\mathbf{m}$ of ferromagnetic materials collectively form a volume magnetization $\mathbf{M} = \mathbf{m}/V$, where $V$ is the volume that the moments are contained in. When
placed in an externally applied magnetic field $H$, this magnetization will precess about $H$.

For an isolated electron the precessional frequency is called the Larmor precession frequency and is in the microwave frequency regime. In a ferromagnetic system where the electron are coupled, the uniform precessional motion of $M$ is called ferromagnetic resonance (FMR). FMR has proven useful for determining magnetic properties such as the saturation magnetization [3–5], anisotropy [6–9], and magnetic damping [10–13]. The saturation magnetization is the maximum magnetization per unit volume for a material, typically observed when the
magnetization is fully aligned in a large external magnetic field. The energy that describes the fact that the energy of a sample often depends on the direction of the spins with respect to the crystal lattice or, in patterned structures, with respect to the geometrical axes, is call anisotropy energy. Magnetic damping is an intrinsic parameter that describes the rate of energy loss for a precessing magnetization and is related to the time it will take for the magnetization to return to equilibrium after a perturbation.

FMR describes the uniform precession of $M$, where the individual moments are all precessing at the same frequency and in phase. Spin waves occur when each individual dipole is precessing slightly out of phase with its nearest neighbor. This produces a propagating wave that has energy and momentum associated with it. The energy and momentum are related to one another by the spin wave dispersion relations. Because nearest neighbor interactions are dominated by what is called the exchange parameter $\alpha$, an understanding of the spin wave dispersion relations can be used to determine this parameter.

This chapter starts off by reviewing the energies that play a role in the dynamics of a ferromagnetic system. The equation of motion is presented as the basis of FMR and the results for an infinite sheet approximation is presented. Finally, the spin wave dispersion relations for out-of-plane and in-plane magnetized films are present with both pinned and unpinned boundary conditions.

2.2. Magnetostatic Energies

The dynamic magnetization of a system can be described by considering the different energies that contribute to its motion. The energies that are typically the most important for magnetization dynamics are the Zeeman energy, dipole-dipole energy, exchange energy, and anisotropy energy. This section discusses the former three. Anisotropy energy is related
to the fact that there are preferred directions of the magnetization and can sometimes be
treated as an additional magnetic field, for example in magnetic microstrips as described in
Chap. 6.

The Zeeman energy describes the energy associated with a magnetic moment \( \mathbf{m} \) in an
externally applied magnetic field \( \mathbf{H} \). This energy is defined as [14]:

\[
E_{\text{Zeeman}} = -\mathbf{m} \cdot \mathbf{H}. 
\]  

This and all other equations are given in CGS units. Note that the equations are slightly
different in SI units. Details on the conversion between units can be found in Ref. [15].
It can be seen that the energy is at a minimum when \( \mathbf{m} \) and \( \mathbf{H} \) are in the same direction.
This means that for a ferromagnetic system in an externally applied magnetic field, the
magnetization tends to align along \( \mathbf{H} \). The total Zeeman energy of a collection of dipoles is
the sum of all individual energies.

Magnetic moments also produce dipolar magnetic fields that are felt by other moments,
which results in long range interactions. This energy is called the dipole-dipole energy and
is written as [16]

\[
E_{\text{dipole-dipole}} = \left( \mu_B g \right)^2 \sum_{i,j=1}^{N} \left[ \frac{\mathbf{S}_i \cdot \mathbf{S}_j}{r_{ij}^3} - \frac{3(\mathbf{S}_i \cdot \mathbf{r}_{ij})(\mathbf{S}_j \cdot \mathbf{r}_{ij})}{r_{ij}^5} \right] \]  

where \( \mu_B \) is the Bohr magneton and \( g \) is the Landé g-factor which is taken as 2.0 for a free
electron and is often close to or slightly higher for ferromagnetic materials. The quantum
mechanical spin of the moment is taken as \( \mathbf{S} \) where the subscripts represent the \( i^{th} \) and \( j^{th} \)
spin. The sum is over \( N \) spins and \( r_{ij} \) is the distance between \( \mathbf{S}_i \) and \( \mathbf{S}_j \). The magnetic
moment is related to the spin by $\mathbf{m} = \gamma \mathbf{S}$, where $\gamma$ is the gyromagnetic ratio. For a free electron $\gamma = 1.76 \times 10^7 \text{ rad/s/Oe}$ and $\gamma/2\pi = 2.8 \text{ MHz/Oe}$.

The exchange energy leads to short range order in ferromagnetic systems. Exchange is a quantum mechanical effect and describes the interactions between nearest-neighbor spins. For a one-dimensional chain of $N$ spins, the exchange energy is written as

$$E_{\text{exchange}} = -2J \sum_{i=1}^{N} \mathbf{S}_i \cdot \mathbf{S}_{i+1},$$

where $J$ is the exchange integral and $\mathbf{S}_{i+1}$ is the nearest-neighbor to $\mathbf{S}_i$. Note that for a ferromagnet, $J$ is positive and it is negative for antiferromagnets.

2.3. Uniform Precession and Ferromagnetic Resonance

Uniform precession occurs when a collection of spins with magnetization $\mathbf{M}$ precesses about $\mathbf{H}$ all in phase. The precession is driven by the torque exerted on $\mathbf{M}$ by $\mathbf{H}$. The equation of motion for the magnetization is given as

$$\frac{d}{dt} \mathbf{M} = -\gamma [\mathbf{M} \times \mathbf{H}] + \text{damping term(s)}.$$  

Setting $\mathbf{H}$ along the z-axis results in solutions where both $M_x$ and $M_y$ vary in time with a time dependence of $\exp(-i\omega t)$, where $t$ is the time, $\omega = 2\pi f$ is the angular frequency, and $f$ is the frequency. Solving Eq. 2.4 assuming $d|M|/dt = 0$ yields the FMR frequency $\omega$. In a thin film, the infinite sheet approximation, where the static magnetization is only in one direction, is sufficient to describe $\omega$. The solutions to Eq. 2.4 were calculated by Kittel in Ref. [17] and the result is

$$\omega^2 = \left[ \omega_H + (N_y - N_x)\omega_M \right] \left[ \omega_H + (N_z - N_x)\omega_M \right].$$  
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This is commonly referred to as Kittel’s equation. The external magnetic field $H$ and saturation magnetization $4\pi M_s$ terms are contained in $\omega_H = \gamma H$ and $\omega_M = \gamma 4\pi M_s$, respectively. $N_x$, $N_y$, and $N_z$ are demagnetization factors. The demagnetization factors are constants that describe a field $H_{\text{demag}}$ that opposite to $H$. The demagnetization factors are discussed in more detail in Chap. 6.

The FMR frequency for an out-of-plane magnetized film is

$$\omega = \omega_H - \omega_M. \quad (2.6)$$

Note that for the magnetization to point out-of-plane, $\omega_H$ must be greater than $\omega_M$. The FMR frequency for an in-plane magnetized film is

$$\omega = [\omega_H(\omega_H + \omega_M)]^{1/2}. \quad (2.7)$$

The difference between these two arises from the demagnetization factors discussed in Chap 6.

2.4. Spin Waves

Dispersion relations are key to understanding which spin waves, also referred to as magnons, will be excited in a given geometry and how they will behave. Dispersion relations relate the spin wave energy or frequency to the momentum or wavevector. This section will focus on spin waves in thin films because these are the samples that are discussed in Chap. 4, 5, and 6. Figure 2.2 illustrates a spin wave using a one-dimensional chain of spins. The spins precess at the same frequency but they precess such that the precession of each successive nearest neighbor is slightly different in phase. The spin wave shown in Fig. 2.2 has a wavelength $\lambda = 2\pi/k$, where $k$ is the magnitude of its wavevector.
2.4.1. Spin Wave Modes. There are two directions for the static magnetization that are considered: a film that is magnetized out-of-plane and in-plane. All other directions are linear combinations of the two. Table 2.1 summarizes the main geometries for spin wave propagation in thin films. Spin waves that propagate parallel to the film surface of an out-of-plane magnetized film are called magnetostatic forward volume waves (MSFVW) and spin waves that propagate parallel to the surface of an in-plane magnetized film are called either magnetostatic surface waves (MSSW) or magnetostatic backward volume waves (MSBVW). The magnitude of the wavevector of spin waves that propagate parallel to the film surface is denoted as $k_\parallel$. MSSW occur when the spin waves propagate perpendicular to the magnetization and MSBVW are when they propagate parallel to the magnetization. In addition to spin waves that propagate parallel to the film surface it is also possible to excite perpendicular standing spin waves (PSSW) across the film thickness. Note that MSSW spin waves are commonly referred to in the literature as Damon-Eshbach (DE) spin waves, after the authors of Ref. [18]. This thesis will use the two terms interchangeably. Not discussed in this thesis is another type of spin wave mode called edge modes. For further readings on edge modes see Ref. [19–22] and references therein.

In out-of-plane or normally magnetized films, the MSFVW spin waves also propagate perpendicular to the magnetization. MSFVW spin waves do not have a preferred direction of propagation along the film surface [2]. The magnetization profile of a MSFVW spin wave
Table 2.1. Classification of different spin wave modes

<table>
<thead>
<tr>
<th>Normally Magnetized</th>
<th>Tangentially Magnetized</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>$k \parallel \perp M$</td>
<td>$k \parallel \perp M$</td>
</tr>
<tr>
<td>MSFW</td>
<td>MSSW MSBVW</td>
</tr>
</tbody>
</table>

Involves a standing wave profile across the thickness or volume of the film that propagates with in-plane wavevector $k_\parallel$. The group and phase velocities are both in the same direction and positive. The velocity characteristics of each spin wave group will become clear in Sec. 2.4.2, where the spin wave dispersion relations are discussed.

For in-plane or tangentially magnetized films, spin waves behave quite differently depending on whether $k_\parallel$ is perpendicular or parallel to the magnetization. Spin waves in the former geometry are called MSSW spin waves and spin waves in the latter geometry are called MSBVW spin waves. In the MSSW geometry, the magnitude of the magnetization precession decays exponentially across the film thickness. For a rather “thick” thin film, where the spin wave wavelength is comparable to the film thickness, like the ones discussed in Chap. 4, only MSSW spin waves on the top surface are seen in an optical experiment because MSSW spin waves involve exponential decay of the amplitude below the surface and so the amplitude of the precession from the bottom surface spin wave is small near the top surface. The magnetization profile of MSBVW spin waves are similar to that of MSFVW spin waves: they are standing spin waves across the thickness that propagate with an in-plane wavevector $k_\parallel$. The group and phase velocities for MSSW spin waves are both in the
same direction and both are positive, whereas the group and phase velocities are in opposite directions for MSBVW spin waves.

PSSW modes are standing waves across the film thickness with a net zero wavevector in that direction. Their magnetization profile is sinusoidal and depends on their quantized mode number $n$ along with whether the surface spins are unpinned or pinned. If the spins on the surface are free to precess, then those surface spins are said to be unpinned. For a film of thickness $t$, the quantized PSSW wavevector can be written as

$$\kappa_n = \frac{n\pi}{t}. \quad (2.8)$$

Pinned or unpinned boundary conditions depend on the surface properties of a particular film and must be determined experimentally [23]. This is done as either a fit of the spin wave frequencies to their dispersion relations or through measurements of their transmission loss profile from microwave measurements with a network analyzer. Both of these methods are used in this thesis.

Figure 2.3 shows an illustration of the magnetization profiles for the MSSW or DE mode and the first two PSSW spin wave modes for unpinned surface spins. The MSFVW and MSBVW modes have similar thickness profiles as the PSSW modes but also propagate with wavevector $k_\parallel$.

2.4.2. Dispersion Relations. Detailed calculations of the spin wave dispersion relations are presented in Ref. [24] and [25]. A summary of these references are presented in Ref. [26]. The dispersion relations are derived from the torque equation (Eq. 2.4) using a “driving force” to excite the magnetization. The torque equation is then solved for following Maxwell’s equations by applying the appropriate boundary conditions. For the MSFVW
Figure 2.3. Magnetization profiles for a film of thickness $t$. The DE mode has an exponential decay as a function of depth while the PSSW modes are standing spin waves.

geometry, the spin wave dispersion relation is

$$\omega_{\text{out-of-plane}}^2 = (\omega_0 + \alpha \omega_M k_n^2)(\omega_0 + \alpha \omega_M k_n^2 + \omega_M P_n).$$  \hspace{1cm} (2.9)$$

For external magnetic fields applied in the plane of the film, the dispersion relation is

$$\omega_{\text{in-plane}}^2 = (\omega_H + \omega_M + \alpha \omega_M k_n^2 - \omega_M P_n)(\omega_H + \alpha \omega_M k_n^2 + \omega_M P_n \sin^2 \theta).$$  \hspace{1cm} (2.10)$$

Here

$$\omega_0 = \omega_H - \omega_M,$$ \hspace{1cm} (2.11)$$

and

$$k_n^2 = k_\parallel^2 + \kappa_n^2,$$ \hspace{1cm} (2.12)$$

$\alpha$ is the exchange parameter and $\theta$ in Eq. 2.10 is the angle that is formed by $k_\parallel$ relative to the magnetization and ranges from 0 to $\pi/2$. $\theta = \pi/2$ is for MSSW spin waves and $\theta = 0$ is for MSBVW spin waves. Angles between 0 and $\pi/2$ form what is called the spin wave manifold [2]. $k_n$ is the total spin wave wavevector, which contains wavevector components that are parallel to the film surface $k_\parallel$ and perpendicular to the film surface $\kappa_n$. The latter is quantized across the film thickness, as described by Eq 2.8.
The $P_n$ terms in Eq. 2.9 and 2.10 represents the dipolar boundary conditions for unpinned and pinned surface spins and are given as

$$P_n = \frac{k_{\parallel}^2}{k_n^2} - \frac{2}{k_{\parallel}^2} \frac{k_n^4}{1 + \delta_{0n}} \left[ 1 - (-1)^n e^{-\frac{k_{\parallel} t}{k_n}} \right]$$  \hspace{1cm} (2.13)

for unpinned surface spins and

$$P_n = \frac{k_{\parallel}^2}{k_n^2} + \frac{2}{k_{\parallel}^2} \frac{k_n^4}{k_{\parallel}^2} \left[ 1 - (-1)^n e^{-\frac{k_{\parallel} t}{k_n}} \right]$$  \hspace{1cm} (2.14)

for pinned surface spins. For unpinned surface spin, $n = 0, 1, 2, 3, \ldots$ and for pinned surface spin $n = 1, 2, 3, \ldots$.

Calculated MSFVW, MSSW, and MSBVW dispersion relations for unpinned and pinned surface spins based on Eq. 2.9-2.14 are shown in Fig. 2.4, 2.5, and 2.6, respectively. The unpinned dispersion relations are shown for the $n = 0$ mode as well as the first 5 nonzero modes. The pinned dispersion relations are shown for the first 5 modes.

![Figure 2.4](image)

**Figure 2.4.** Calculated MSFVW dispersion relation for a) unpinned and b) pinned surface spins. The calculations were made using parameters typical for YIG: $t = 0.25$ µm, $\alpha = 3.0 \times 10^{-12}$ cm$^2$, and $\omega_H/\omega_M = 2$. 
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Figure 2.5. Calculated MSSW dispersion relation for a) unpinned and b) pinned surface spins. The calculations were made using parameters typical for YIG: \( t = 0.25 \ \mu m, \alpha = 3.0 \times 10^{-12} \ \text{cm}^2 \), and \( \omega_H/\omega_M = 2 \).

Figure 2.6. Calculated MSBVW dispersion relation for a) unpinned and b) pinned surface spins. The calculations were made using parameters typical for YIG: \( t = 0.25 \ \mu m, \alpha = 3.0 \times 10^{-12} \ \text{cm}^2 \), and \( \omega_H/\omega_M = 2 \).

The dispersion relations are plotted on a log scale for \( k_{\parallel} t \). At large \( k_{\parallel} t \), the frequencies of all spin wave modes converge. These are short wavelength spin waves (\( \lambda \ll t \)). The dominant energy term for these spin waves is exchange, thus, they are called exchange spin waves. Long wavelength spin waves are dominated by the dipole-dipole energy term and are called dipolar spin waves. Between these two types of spin waves are what is called dipole-exchange spin waves.
waves. Dipole-exchange spin waves are most noticeable in the MSBVW dispersion relation, Fig. 2.6, where the curves “dip” before entering the exchange regime.

The group velocity can be calculated from the dispersion relation as \( v_g = d\omega/dk_\parallel \) and the phase velocity as \( v_p = \omega/k_\parallel \). The phase velocities are all parallel to \( k_\parallel \) and thus positive. The group velocity is positive for the MSFVW and MSSW spin waves. The group velocities for the MSBVW spin waves are negative for dipolar spin waves but positive for exchange spin waves.

Useful forms of Eq. 2.9 and 2.10 are:

\[
\omega_{\text{MSFW}}^2 = \omega_0 \left[ \omega_0 + \omega_M \left(1 - \frac{1 - e^{-k_\parallel t}}{k_\parallel t}\right)\right],
\]  
(2.15)

\[
\omega_{\text{MSSW}}^2 = \omega_H (\omega_H + \omega_M) + \frac{\omega_M^2}{4} (1 - e^{-2k_\parallel t}),
\]  
(2.16)

\[
\omega_{\text{MSBVW}}^2 = \omega_H \left[ \omega_H + \omega_M \left(1 - e^{-k_\parallel t}\right)\right],
\]  
(2.17)

and

\[
\omega_{\text{PSSW}}^2 = (\omega_H + \alpha \omega_M k_n^2) (\omega_H + \omega_M + \alpha \omega_M k_n^2).
\]  
(2.18)

These forms are useful for calculating the lowest order \((n = 0)\) propagating mode with pinned surface spins. The PSSW modes for specific geometries can also be calculated independently. Full theories of spin wave dispersion relation calculations can be found in Ref. [25] and [27]
2.5. Conclusions

In conclusion, the FMR frequency and the spin wave dispersion relations for thin films were presented. By examining the FMR frequency of a magnetic system as a function of either $H$ or $\omega$, one can gain insight into the material’s magnetic properties, such as damping. The spin wave dispersion relations are of interest for a number of reasons. Among those reasons are their dependence on the quantum mechanical exchange parameter $\alpha$. As will be seen in Chap. 6, the dispersion relations can be modified for microstrips which can be useful as spin wave waveguides.
CHAPTER 3

EXPERIMENTAL SETUP OF THE CONVENTIONAL AND
MICRO-BRILLOUIN LIGHT SCATTERING APPARATUS

3.1. INTRODUCTION

Light scattering, as a general technique, has been used for many decades to measure properties of gases, liquids, and solids. The technique of light scattering is rather simple: scatter light off of a sample and measure the properties of the scattered light. The properties of the scattered light compared to the incident light gives information about the mechanisms that play a role in the scattering process. The scattering processes that are of interest in this thesis are photon-magnon interactions.

Brillouin light scattering (BLS) is an effective technique for measuring material properties because of its degree of flexibility in samples, frequency resolution, and localized spatial resolution. The focus of this thesis is to use BLS to measure spin wave excitations in thin films. BLS has proven to be a useful tool for measuring magnetic properties. BLS has also proven useful in measuring the elastic properties of water [28–31] and solids like spessartite, perovskite, and zirconate. [32–36]. Recently BLS has been used in biomedical applications to measure the elastic properties of the eyes of mice and humans because it is a non-contact tool and thus non-invasive [37–39]. These studies have shown that BLS can be used to measure phonons in water, solids, and organic materials to obtain elastic constants including the bulk modulus value.

In magnetics research, BLS has been widely used because it can be used to measure spin wave properties, particularly, spin wave frequencies or dispersion relations. As discussed in Chap. 2, the spin wave dispersion relations rely on material parameters, and obtaining
information about the dispersion relations can be a useful means to extract those parameters. In Chap. 4, 5, and 6, the reader should refer to the references therein regarding the use of BLS to measure material parameters, nonlinear effects, and effects on spin wave confinement. Other areas of magnetic research include: magnonic gases [40, 41], spin-transfer-torque [42–48], and magnonic crystals [49–53]. BLS has been used in each of these research areas to measure spin waves. In magnonic gases, BLS was used to observe the parametrically excited $2f_p$ magnons. In the spin-transfer-torque measurements, the spin waves generated by the spin polarized current produced by multilayer stacks were observed. In magnonic crystals, BLS was used to measure the spin wave dispersion relations and band gaps corresponding to forbidden spin wave frequencies were observed.

In this chapter, the light scattering processes are reviewed in Sec. 3.2 which includes a short discussion of the effects of the polarization of the incident photons scattered from magnetic materials. Section 3.3 discusses the BLS apparatus including the tandem Fabry-Perot interferometer and the two different light scattering configurations: the conventional BLS and the recently designed micro-BLS.

3.2. Light Scattering

The light scattering process can be divided into two main categories: the elastic and inelastic scattering of photons. The elastic scattering of photons are events for which the photon’s energy or frequency is unchanged. Rayleigh scattering is an example of an elastic scattering process. The inelastic scattering of photons, where the photon’s frequency has been shifted due to scattering from other quasi-particles, forms the basis of the spin wave detection method used in this thesis. Two similar inelastic scattering methods, Raman and Brillouin, are discussed in the following two subsections.
3.2.1. **Raman Scattering.** Raman scattering, named after its founder [54], is the inelastic scattering of photons due to interactions with a system’s rotational or vibrational degree of freedom. This interaction leads to either a decrease or increase in the scattered photon’s energy. The former is called Stokes scattering and the latter is called anti-Stokes scattering. Both processes require that energy conservation laws be obeyed between all scattered particles; it is called inelastic because the energies of the photons are not conserved and go into either quasi-particle creation or annihilation.

To visualize this process, consider Fig. 3.1, which illustrates Raman scattering using a transition energy level diagram. The first transition in each scattering process starts off with an incident photon of energy \( E_I = \hbar \omega_I \). Here \( \hbar \) is the reduced Planck constant \( h/2\pi \) and \( \omega_I \) is related to the incident photon frequency by \( \omega_I = 2\pi f_I \). In the Stokes scattering process, the system “absorbs” some of the incident photon’s energy; \( E_0 \) in the figure. The final energy of the scattered photon is \( E_s = E_I - E_0 \). The anti-Stokes scattering process is opposite, where the scattered photon “gains” energy from the system resulting in \( E_s = E_I + E_0 \). The Rayleigh scattering energies are as expected: unchanged in energy at \( E_I \).

![Transition energy level diagram illustrating Rayleigh and Raman scattering.](image)

**Figure 3.1.** Transition energy level diagram illustrating Rayleigh and Raman scattering.
3.2.2. Brillouin Scattering. Brillouin scattering, first theorized by Brillouin in 1922 [55], is a specific type of Raman scattering. It is the inelastic scattering of photons by means of translational excitations in a system that has momentum. The inelastic scattering processes are still referred to as Stokes and anti-Stokes. Along with energy conservation, momentum is another quantity that is conserved in Brillouin scattering. In the case of spin waves, magnetic excitations, the relationship between energy and momentum is given by the dispersion relations presented in Chap 2.

Figure 3.2 shows the Stokes and anti-Stokes scattering processes involving photons and the spin wave quanta, magnons. In both cases, the incident photon has frequency $\hbar \omega_I$ and wavevector $\hbar \mathbf{q}_I$. For Stokes scattering, a magnon with energy $\hbar \omega_m$ and momentum $\hbar \mathbf{k}_m$ is said to be created and the scattered photon loses energy $\hbar \omega_s = \hbar (\omega_I - \omega_m)$, as with Raman scattering, and undergoes a change in momentum of $\hbar \mathbf{q}_s = \hbar (\mathbf{q}_I - \mathbf{k}_m)$. When a magnon is annihilated, the anti-Stokes process, the scattered photon gains energy $\hbar \omega_s = \hbar (\omega_I + \omega_m)$ and momentum $\hbar \mathbf{q}_s = \hbar (\mathbf{q}_I + \mathbf{k}_m)$.

3.2.3. Magneto-Optic Kerr Effect. The magneto-optic Kerr effect (MOKE) was discovered by Kerr in 1877 [56]. When linearly polarized light is incident on a magnetic material, the reflected or scattered light is elliptically polarized. This is illustrated in Fig. 3.3. In both (a) the polar and (b) the longitudinal MOKE geometries, the reflected light is elliptically polarized. For the case of (c) transverse MOKE, the reflected light is linearly polarized but its amplitude is changed. MOKE involves the same underlying physics as the Faraday effect and both involve a rotation of polarization, the former of reflected light while the latter deals with transmitted light.

The ellipticity of the reflected light can be calculated by applying the appropriate boundary conditions from Ref. [15]. The permittivity tensor, which describes how a material will
react under the influence of an electric field, will have off diagonal elements that contain effects of the magnetization. One finds that magnetic materials are birefringent: the speed of light is different for left and right circularly polarized light. This causes the reflected
light to be elliptically polarized. In the case of spin waves, the propagating magnetic field of
the incident light couples with the spin waves, so MOKE can be used to extract spin wave
information.

3.3. Brillouin Light Scattering Apparatus

The BLS apparatus is used for measuring the small frequency shifts in the gigahertz
regime. The apparatus consists of many optical components including a solid state laser
with a wavelength of 532 nm and a tandem Fabry-Perot interferometer. Although all optical
components play a role in the apparatus, this thesis will only focus on the most crucial as-
pects. The experimental BLS apparatus is shown in Fig. 3.4. Figure 3.4(a) shows the beam
path that originates from the laser and (b) shows the tandem Fabry-Perot (TFP) interfer-
ometer that is used to measure the spin wave frequencies. The TFP will be described in the
following subsection and the microscope setup will be expanded on in the final subsection.

The laser is a 200 mW Excelsior laser from Spectra-Physics. The laser is single mode
and is linearly polarized perpendicular to the plane of the optical table. The light is directed
towards a magnetic sample. The scattered light is collected and directed towards the TFP.
Typically a polarizer is inserted in the path of the scattered light, set such that it passes light
perpendicular to the incident laser polarization. Since the scattered light from a BLS mea-
surement contains mostly elastically scattered light and light of the same polarization as the
laser, the polarizer blocks out light of unaffected polarization. Photons that have scattered
from magnons have a component normal to the original polarization that is transmitted
through the polarizer.

3.3.1. Fabry-Perot Interferometer. The specific interferometer used for BLS is
a Fabry-Perot interferometer. A Fabry-Perot interferometer is used in BLS because the
Figure 3.4. a) General setup of the optics and instruments used in a BLS experiment and b) tandem Fabry-Perot (TFP) interferometer used for measuring the spin wave frequencies. The optical pathway shown in a) is for the backward scattering geometry. Not shown is the software that is required to run the experiment. The black arrow in b) indicates the scan direction of the piezoelectric stage (shaded region). \( \theta \) is the angle formed by the normal of the two interferometers.

frequency shifts of the scattered light from spin waves is typically on the order of 1-20 GHz. The free spectral range, discussed below, corresponds to this frequency range with a 532 nm laser. The interferometer is commonly misnamed as a Fabry-Perot etalon. Although similar, they have different definitions. The definitions and an explanation on the basics of
an interferometer can be found in Ref. [58]. An interferometer uses two highly reflective mirrors facing each other and has air between them, while an etalon is typically two highly reflective surface at a fixed distance apart with something other than air between them. The interferometer has the ability to scan through different frequencies because the spacing between the mirrors can be adjusted. In this thesis it is an interferometer and not an etalon.

A single Fabry-Perot interferometer consist of two plane mirrors that are parallel to each other. The mirrors are separated by a distance $d_m$. The surfaces of the mirrors facing each other are coated with silver and typically have around a 95 percent reflectivity. When light enters the interferometer, it goes through multiple reflections and the light will interfere constructively or destructively depending on the phase difference between the incident light and the reflected light. The phase difference is given as [58]

$$\delta = \left(\frac{2\pi}{\lambda}\right) 2d_m,$$  

(3.1)

where $\lambda$ is the wavelength of the incident light, which remains unchanged for the reflected light. For constructive interference, the incident light and the reflected light will be in phase ($\delta = 2\pi n$). This corresponds to a mirror spacing of $d_m = n\lambda/2$. Here $n = 0, 1, 2, 3, \ldots$. By scanning the distance, light of a particular frequency will constructively interfere and be transmitted. The frequencies of light that BLS will observe will be shifted by spin waves.

Figure 3.5 shows transmission spectra for a TFP. For a single Fabry-Perot interferometer, consider only the top spectrum (FP2). The separation between peak transmission intensities is called the free spectral range (FSR). The FSR is related to the mirror spacing as

$$\text{FSR} = \frac{c}{2d_m}.$$  

(3.2)
in units of frequency, where \( c \) is the speed of light in a vacuum. Equation 3.2 can be written in terms of wavelength \( \lambda \) using \( c = \lambda f \):

\[
FSR(wavelength) = \frac{\lambda^2}{2d_m},
\]

(3.3)

where \( f \) is the frequency of the incident light. The full width half maximum of the transmission peak \( \delta \lambda \) is known as the resolution. The smaller the width, the better the resolution. The relationship between the FSR and the resolution is known as the finesse \( \mathcal{F} \) and is given as

\[
\mathcal{F} = \frac{FSR}{\delta \lambda}.
\]

(3.4)

Figure 3.5. Transmission spectra for a tandem Fabry-Perot interferometer. This figure was reproduced from Ref. [59].
The tandem Fabry-Perot interferometer was developed by Sandercock [60] and is shown in Fig. 3.4(b). The TFP has gone through many iterations during its development [61]; only the current design is discussed here. The TFP is designed as a multi-pass interferometer, where the beam from either the scattered light or from the reference light passes through each interferometer three times for a total of six passes before being detected. There are two basic ideas to the TFP. First, the multiple passes of the beam through each Fabry-Perot interferometer allows better signal-to-noise compared to a single pass by reducing the stray light. [62]. The second idea is illustrated in Fig. 3.5. This idea addresses the shortcoming of a single Fabry-Perot interferometer: increasing the FSR by decreasing the mirror spacing decreases the resolution. In a tandem configuration, the mirror spacing of FP2 is related to the mirror spacing of FP1 by

$$d_{m,FP2} = d_{m,FP1} \cos \theta.$$  \hfill (3.5)

The angle $\theta$ is formed from the normals on the two interferometers and is shown in Fig. 3.4(b). The nonzero interference modes from FP1 are suppressed when the transmitted light passes through FP2. This happens in the same manner when light from FP2 passes through FP1. This results in an increase in FSR without any reduction in resolution. The tandem spectrum is shown in the lower panel of Fig. 3.5.

The TFP is configured as a scanning interferometer, where slight adjustments to the mirror spacing are achieved through piezoelectric devices connected to a scanning stage. The scan stage is shown in Fig. 3.4(b) where the black arrows show the scan direction. This allows the interferometer to scan through a range frequencies centered at the frequency of the laser. Note the double shutter shown in Fig. 3.4. The double shutter is set up to allow only inelastically scatter light from the sample to enter the interferometer. When the scan stage scans through an interference mode that corresponds to elastically scattered photons, the
shutter blocks the scattered light and allows a diffused reference beam from the laser to enter the interferometer instead. By measuring the finesse of the interferometer using reference beam the parallel-ness of the TFP mirrors can be achieved through a software-controlled stabilization routine discussed in the following subsection. Light scattered off of magnons is directed into the TFP in two configurations: conventional and micro-BLS.

3.3.2. Conventional BLS. There are two light scattering geometries used in the conventional BLS: backward and forward scattering. The term conventional comes from the usage of BLS before the development of the micro-BLS, discussed in Sec. 3.3.3, and because it is the typically used BLS configuration.

The backward scattering geometry is typically used when working with materials that are opaque or on opaque substrates; e.g., metals. In this geometry, shown in Fig. 3.6, the incident light is focused on the sample by a lens and the scattered light is collected by the same lens and is then sent to the interferometer to be analyzed. The light that is analyzed by the TFP has scattered through an angle of 180° as compared to the incident light. As will be seen in Chap. 4, this geometry allows one to select the wavevectors to be measured through selection of the angle of incidence.

For transparent samples, like YIG, the forward scattering geometry is frequently used. Figure 3.7 shows an illustration of the forward scattering configuration. In this geometry, a lens is used to focus the incident light onto the sample and another lens is used to collect the light that is transmitted through the sample.

The backward and forward scattering geometries both have advantages and disadvantages. First, if the sample is completely opaque to the wavelength of the laser, then the backward scattering must be used. For samples that have some degree of transparency, either scattering geometry can be used. In this case, the advantage of using forward scattering
The signal-to-noise improves because much more of the scattered light is collected. The drawback is that one loses the ability to access large spin wave wavevectors by selecting a large angle of incidence.

In both of these scattering geometries, the BLS can be set up to examine specific wavevectors of the scattered light and to measure the time difference between propagating spin waves originating from the same source. The former is called wavevector selective BLS and the latter is called time-resolved BLS. Wavevector selective BLS will not be discussed in this
thesis but the reader is referred to Ref. [16, 63, 64] for more information on this specific technique. The time-resolved BLS is typically used when launching spin waves in a thin film from a microwave antenna. This is a time-of-flight technique that has a temporal resolution of 250 ps. This technique was used to obtain the results in Chap. 5 and an explanation of the time-resolved setup is contained therein.

Figure 3.8 is a screenshot of the TFPDAS4 main screen. The display includes a plot of the BLS spectrum, where the $y$-axis is the number of photon counts and the $x$-axis is the BLS frequency, simply referred to as frequency in this thesis. The displayed frequency is a frequency shift relative to the frequency of the incident photons. Therefore, zero GHz refers to photons that have a frequency corresponding to a wavelength of 532 nm. The negative frequencies make up the Stokes spectrum (magnon creation) and the positive frequencies correspond to the anti-Stokes spectrum (magnon annihilation). The peaks are shifts in frequencies and for experiments presented in this thesis are due to photon-magnon interactions, and therefore they correspond to magnon frequencies.

The red dashed vertical lines represent the boundaries of the regions of interest (ROI). The Stokes and anti-Stokes spectra both have their own ROI. The ROI sets the frequency range over which the double shutter allows inelastically scattered light. When the TFP scans through the elastically scattered light the sample beam is blocked and the reference beam is allowed to enter the TFP. This is shown as the large peak at zero GHz. The smallest frequencies that can be measured are around 500 MHz, limited by the timing of the double shutter and the width of the reference peak.

The term complex scan is used when conducting scans where one or more variables are changed. The software allows for a maximum of three variables to be changed. An independent program that controls the variable, typically written in Labview, is connected
Figure 3.8. Screenshot of the TFPDAS4 software.

to the TFPDAS4 program through TCP protocols. In this thesis, the complex scan function in the software is used to collect BLS spectra as a function of pumping frequency, magnetic field, time, or position depending on the experiment. The user defines the step size that the variable will change by and the number of loops to run through that variable. A more detailed explanation of the operation of the software can be found in Ref. [65–67].

3.3.3. MICRO-BLS. The micro-BLS is a recent extensions to the BLS technique that has been developed within the past decade [68, 69]. The conventional BLS works well for examining spin waves in continuous films but is limited when micrometer-sized structures are introduced. The spot size of the focused laser in conventional BLS is typically tens of micrometers. This is sufficient for observing spin waves in an array of microstructures
but for single magnetic elements, micro-BLS would have to be used. With micro-BLS the laser spot size is approximately 250 nm. This allows for localized measurements of micrometer size structures with great signal-to-noise as compared to conventional BLS. The micro-BLS was used in Chap. 6 to measure spin waves in microstrip waveguides. The components needed to transform the BLS to a micro-BLS are shown in Fig. 3.9. These components include: a microscope objective, a CMOS camera, and a set of high precision three-dimensional translation stages.

![Figure 3.9. Setup of the optics used in micro-BLS. The essential items of the setup that vary from conventional BLS are the microscope objective, the CMOS camera, and high precision translation stages (not shown) that are used to control the sample position.](image)

The microscope object is from Zeiss and has a magnification of 100x, a numerical aperture (NA) of 0.75, and a long working distance of 3 mm. The micro-BLS uses the backward scattering geometry without the ability to change the angle of incidence. The maximum
angle of incidence is given by the numerical aperture \( NA = n \sin \theta \), where \( n \) is the index of refraction of the medium (1.00 for air) and \( \theta \) is the angle of incidence. For a numerical aperture of 0.75, the corresponding maximum angle of incidence is 48.6°. Thus, the scattered light collected will range from \( \theta = 0 \) to 48.5°. Based on the angle of incidence, the maximum observable spin wave wavevector can be calculated from Eq. 4.1 in Chap. 4 and is 17.7 \( \mu m^{-1} \).

The CMOS camera is a model DCC1545M monochromatic camera from Thorlabs. The camera plays two roles: it allows for observing the location of the laser spot on the sample and it allows for sample stabilization in order to counter thermal drift. Figure 3.10 is a screenshot of the micro-BLS software. The magnetic sample in this image is of darker contrast compared to the substrate and is shaped like a pound key. The red crosshair represents the location of the laser spot. The laser spot does not appear since its intensity would saturate the image so it is filtered out with a notch filter that is notched at a wavelength of 532 nm. The green area is a spatial scanning ROI. The ROI can be set to allow for two-dimensional spatial scans as shown. The red box represents the stabilization region where the contrast is mapped. The software monitors the contrast inside the red box and if the sample drifts then it will make small adjustments to the sample position to maintain the mapped contrast. This is important because some scans can take many hours to complete. The yellow box is a type of ROI for the red box that sets the limit on where the red box will search for the mapped contrast.

In order for the position stabilization to be effective, a set of high precision translation stages from Newport was used. The two-dimensional lateral stages were model number XMS50 and the vertical focusing stage was model number GTS30V. The lateral stages are quoted as having a precision of 1 nm and the vertical stage is quoted as having a precision
Figure 3.10. Screenshot of the micro-BLS software. The size of entire pound key structure is approximately $12 \times 12 \, \mu m^2$.

of 50 nm. With these specifications, these stages are more than sufficient to correct for thermal drift and to conduct fine spatial scans. The vertical translation stage combined with a photodiode is used to automatically maintain the focus of the sample.

The micro-BLS software was written by Schulteiβ [72]. The micro-BLS software works independently from the TFPDAS4 software except when performing complex spatial scans. The software runs the stabilization and sample focusing using input from the camera, stages, and photodiode. When conducting complex spatial scans, the positions of the two lateral
stages corresponding to scan point coordinates are used as scan parameters. A more detailed explanation on the operation of the micro-BLS software can be found in Ref. [73].

3.4. Conclusions

The focus of this chapter was to examine the experimental BLS apparatus. A discussion on some important light scattering terminology was included. These terms are Rayleigh, Raman, Stokes, anti-Stokes, and Brillouin. Along with conservation of energy and momentum, MOKE is discussed. The BLS technique is broken down into two configurations: conventional and micro. The conventional BLS is an excellent choice when measuring spin waves in continuous films. When high spatial resolution is needed for microstructures, the micro-BLS is more appropriate because its resolution is hundreds of nanometers compared to the conventional BLS, which is tens of micrometers.
CHAPTER 4

EXCHANGE PARAMETER OF FeCo ALLOYS

4.1. INTRODUCTION

An important component of current magnetic recording read/write heads is Fe$_{65}$Co$_{35}$ (FeCo hereafter). This FeCo alloy composition is of particular interest because of its uniquely high magnetization (24.0 kG) and magnetically soft anisotropic properties [74–77]. A key magnetic parameter is the exchange parameter or simply exchange. The exchange parameter $\alpha$ determines the short range magnetic ordering of electron spins. The exchange parameter has been previously measured in various compositions of FeCo [78] but not for Fe$_{65}$Co$_{35}$.

The exchange parameter is a parameter that is mostly determined experimentally. A theoretical approach to calculating $\alpha$ has been proposed in the Ref. [79] and [80] but these models show only limited agreement for various metals. The experimental methods that can be used to determine $\alpha$ are neutron scattering [81, 82], magnetization versus temperature curves [83], coupling between two ferromagnetic layers [84], and the most common method being BLS [78, 85–88]. BLS is an excellent choice for determining $\alpha$ because it can be used to observe different spin wave modes, which allows the spin wave dispersion relation to be fitted to the observed spin wave frequencies.

BLS studies typically observe magnetostatic surface wave (MSSW) spin waves, commonly known as the Damon-Eshbach (DE) spin waves and perpendicular standing spin waves (PSSW) that were thermally excited at room temperature. The DE spin wave mode is a mode that propagates along the film surface, whereas the PSSW modes are standing spin waves across the thickness of the film. Quantization of the PSSW wavevector is given
as $\kappa_n$ in Eq. 2.12. Fits to careful measurements of the frequencies of these spin wave modes can be used to measure $\alpha$.

This chapter will present external magnetic field-dependent BLS measurements for a series of FeCo film of three different thicknesses. The observed frequencies of thermally excited DE and PSSW spin wave modes are fitted to the dispersion relations to determine the exchange parameter $\alpha$ and the Landé g-factor $g$. The fits show that surface anisotropies play a negligible role for these films and that the determined exchange parameter of $\alpha = 1.53 \pm 0.04 \times 10^{-13} \text{cm}^2$ was much higher than the value previously used by Seagate Technologies: $\alpha = 4.42 \times 10^{-15} \text{cm}^2$. The results in this chapter can be found in Ref. [89].

4.2. SAMPLE AND EXPERIMENTAL SETUP

The thin film samples were provided by Seagate Technologies. Three film thicknesses were provided: $t = 125, 173, \text{and} 250 \text{nm}$. For proprietary reasons, details of how the films were fabricated was limited. They reported that the FeCo films were deposited on silicon wafers that were seeded with a 1 nm thick Permalloy (Ni$_{80}$Fe$_{20}$) film. The saturation magnetization was determined to be $4\pi M_s = 24.0 \pm 0.1 \text{kG}$ using static hysteresis measurements. Some details of the fabrication can be found in Ref. [89].

The conventional backward scattering BLS configuration that is explained in Chap. 3 was used to investigate the thermal spin waves in this chapter. The conventional BLS was used because the samples were continuous films and the spatial resolution of the micro-BLS was not necessary. The mirror spacing of the interferometer was set to 3 mm, which corresponds to a free spectral range of 50 GHz. This mirror spacing proved small enough to observe the DE mode as well as several PSSW modes. The samples were opaque so a backward scattering geometry was required to measure the scattered photons. A schematic
of the scattering geometry is shown in Fig. 4.1. The samples were placed in an external magnetic field $H$ that was perpendicular to the plane of incidence. The normal of the film was rotated at an angle $\phi > 0$ relative to the direction of the incident photons.

In this geometry, the majority of the collected photons are back-scattered 180° with respect to the incident photons, hence, DE spin waves with wavevectors

$$k = 2q_i \sin \phi$$

are accessed. In Eq. 4.1, $q_i$ is the wavevector of the incident photons which is equal to $2\pi/\lambda$ where $\lambda = 532$ nm. For the measurements discussed in this chapter, $\phi$ was held constant at 45°, which corresponds to a DE spin wave wavevector of $1.67 \times 10^5$ cm$^{-1}$.

**Figure 4.1.** Illustration of the scattering geometry used for the FeCo films discussed in this chapter. The frequency and wavevector of the incident (scattered) photons are denoted as $\omega_i$ ($\omega_s$) and $q_i$ ($q_s$), respectively. $H$ is the external magnetic field and $t$ is the film thickness. Both of these parameters were varied.
4.3. Experimental Results

BLS spectra were collected as a function of film thickness $t$ and external magnetic field $H$. The DE and PSSW spin wave modes were identified in these spectra and fitted to dispersion relations discussed in Sec. 4.4. The DE mode and the PSSW modes can be easily distinguished from one another since the DE mode has a relatively large intensity as compared to the PSSW modes and only shows up on one side of the spectra. Switching the external magnetic field direction by 180° causes the DE mode to switch to the other side of the spectrum, while the PSSW modes remain unchanged. This is due to the fact that the DE mode is a directional spin wave mode. It propagates along the film surface at a right angle to $H$. Since it decays exponentially across the film thickness and the skin depth of the film is rather small compared to the film thickness, only the DE mode on the top film surface is observed. The PSSW modes, on the other hand, appear on both sides of the spectra. The PSSW modes are standing spin wave modes across the film thickness and their appearance on both the Stokes and anti-Stokes sides of the spectra can be thought of as two counter-propagating spin waves with a net zero wavevector. The wavevectors of the PSSW modes are quantized and are given by Eq. 2.8.

4.3.1. External Magnetic Field-Dependent BLS Spectra. For the three film thicknesses under investigation, BLS spectra were collected to observe the spin wave frequencies as a function of $H$. Figure 4.2 shows the spectra for $t = 125$ nm. The data were vertically shifted to include multiple spectra on the same plot for comparison. The external magnetic field was varied from 500 to 2000 Oe in steps of 250 Oe. Representative spectra are shown in Fig. 4.2. The DE mode appears on the Stokes side of the spectra and is labeled. The PSSW modes are numbered in integer steps in increasing frequency starting from the lower.
frequencies. All spin wave frequencies increase with an increase of $H$, which is consistent with Eq. 2.16 and 2.18.

**Figure 4.2.** External magnetic field-dependent BLS spectra for a selected thickness of $t = 125$ nm. $H$ was varied from 500 to 2000 Oe in 250 Oe steps (steps of 500 Oe are shown above). The DE mode is labeled and the PSSW modes are numbered.

4.3.2. **Thickness-Dependent BLS Spectra.** The BLS spectra for three different thickness of FeCo in an external magnetic field of $H = 1500$ Oe are shown in Fig. 4.3. As with Fig. 4.2, the data have been shifted vertically to compare multiple spectra on the same plot. The DE mode is labeled and the PSSW modes are numbered for the two thinnest samples. With increasing film thickness, the PSSW modes decrease in frequency. The higher frequency PSSW modes have a larger change in frequency and eventually all the PSSW modes merge to form a bulk volume mode [90]. In contrast, the DE mode changes little with frequency. The cause of these thickness-dependent effects will become evident in Sec. 4.4.
Figure 4.3. Film thickness-dependent BLS spectra for a fixed external magnetic field of $H = 1500$ Oe. Three film thicknesses were measured: $t = 125$, 175, and 250 nm. The DE mode is labeled and the PSSW modes are numbered.

4.4. Dispersion Relation Fits and Discussion

The spin wave frequencies extracted from the BLS spectra in Fig. 4.2 and 4.3 are summarized in Fig. 4.4 and 4.5, respectively. The frequencies corresponding to the Stokes spectra are plotted as black circles and the frequencies corresponding to the anti-Stokes spectra are plotted as red triangles. The frequencies were determined by performing a Gaussian fit to each of the individual peaks.

The solid lines in Fig. 4.4 and 4.5 represent fits to the data using Eq. 2.16 and 2.18. A nonlinear least squares fit was performed on the DE and PSSW modes using $\alpha$ and $g$ as free parameters. Recall that $g$ is the Landé g-factor and is related to the gyromagnetic ratio by $\gamma = g\mu_B\hbar$, where $\mu_B$ is the Bohr magneton and $\hbar$ is the reduced Planck constant. Equation 2.18 depends on both $\alpha$ and $g$ and the two parameters are correlated, whereas, Eq. 2.16
Figure 4.4. BLS frequencies extracted from Fig. 4.2 as a function of $H$ for $t = 125$ nm. The black circles (triangles) represent frequencies from the Stokes (anti-Stokes) spectra. The solid lines are calculated fits at $t = 125$ nm, and using $\alpha$ and $g$ as free parameters. The saturation magnetization was $4\pi M_s = 24.0 \pm 0.1$ kG. The best fit parameters for $\alpha$ and $g$ are $1.53 \pm 0.04 \times 10^{-13}$ cm$^2$ and $2.07 \pm 0.02$, respectively.

depends only on $g$. To eliminate the correlation between $\alpha$ and $g$, the DE mode was first fitted to Eq. 2.16 to obtain a value for $g$. Next, the PSSW modes were fitted for $\alpha$ using the previously determined value of $g$. The fits yield values of $\alpha = 1.53 \pm 0.04 \times 10^{-13}$ cm$^2$ and $g = 2.07 \pm 0.02$.

The fits using Eq. 2.16 and 2.18 with unpinned surface spins agree well with the spin wave frequencies collected in this chapter, which is consistent with negligible surface anisotropies. Fits to the data were also conducted in Ref. [91] using a more involved numerical model for the dispersion relations that includes out-of-plane $K_S$ and in-plane $K_{SP}$ surface anisotropies [27, 92]. The surface anisotropies from these fits are $K_S = 1.4 \pm 0.1$ erg/cm$^2$ and a $K_{SP}$ consistent with zero. The values of $\alpha$ obtained from both fits were similar, hence, Eq. 2.16
Figure 4.5. BLS frequencies extracted from Fig. 4.3 as a function of \( t \) for \( H = 1500 \) Oe. The black circles (triangles) represent frequencies from the Stokes (anti-Stokes) spectra. The solid lines are calculated fits at \( H = 1500 \) Oe, and using \( \alpha \) and \( g \) as free parameters. The saturation magnetization was \( 4\pi M_s = 24.0 \pm 0.1 \) kG. The best fit parameters for \( \alpha \) and \( g \) are \( 1.53 \pm 0.04 \times 10^{-13} \) cm\(^2\) and \( 2.07 \pm 0.02 \), respectively.

and 2.18 are sufficient to describe the spin wave frequencies and the surface anisotropies are negligible. Appendix A of Ref. [88] discusses a situation where only even PSSW modes might be observed in the case that the magnetization profile of the odd modes cancel. Fits with only even PSSW modes were conducted and yielded an unrealistically low exchange parameter of \( \alpha = 3.88 \times 10^{-14} \) cm\(^2\).

Figure 4.6 shows that the value of \( \alpha \) for Fe\(_{65}\)Co\(_{35}\) determined in this investigation agree well with other compositions of FeCo alloys obtained from Ref. [82] and [78]. The value of \( g \) appears to be reasonable and is similar to values reported in Ref. [78] for other FeCo compositions.
4.5. Conclusions

This chapter provided experimental results for one of the many uses of BLS: determination of the exchange parameter \( \alpha \). In summary, external magnetic field- and film thickness-dependent BLS spectra were collected to observe both the DE and PSSW spin wave modes \( \text{Fe}_{65}\text{Co}_{35} \). The PSSW spin wave modes were observed up to the 7th order. Dispersion relations were fitted to the spin wave frequencies and yielded an exchange parameter of \( \alpha = 1.53 \pm 0.04 \times 10^{-13} \text{ cm}^2 \) and a Landé g-factor of \( g = 2.07 \pm 0.02 \). The value of \( \alpha \) agrees well with reported values in literature and \( g \) is reasonable compared with the Landé g-factor of a free electron of 2.0 and other FeCo alloys that are typically reported slightly higher. The exchange parameter is often reported in the literature as \( A \) with units of erg/cm in CGS and units of J/m in SI. The relationship between \( \alpha \) and \( A \) is \( \alpha = 2A/4\pi M_s^2 \). For completeness, \( \alpha \) expressed as \( A \) is \( 3.5 \pm 0.1 \times 10^{-6} \text{ erg/cm in CGS} \) and \( 3.5 \pm 0.1 \times 10^{-11} \text{ J/m in SI} \).
The value used by Seagate Technologies for modeling prior to this work was $A = 1 \times 10^{-6}$ erg/cm, the value of Permalloy, much different then the real value reported here.
CHAPTER 5

TIME-EVOLUTION OF NONLINEAR SPIN WAVE PROCESSES IN YTTRIUM IRON GARNET THIN FILMS

5.1. Introduction

The magnetic properties of yttrium iron garnet (YIG), Y$_3$Fe$_5$O$_{12}$, have been extensively studied over the last few decades. A summary of past research on YIG can be found in Ref. [93]. YIG, a material that possesses a low magnetic damping parameter, has proven to be a reliable device as a bandpass filter for signal processing [94–96]. YIG is also an ideal material to study spin wave propagation because its low magnetic damping allows spin waves to propagate over millimeter distances, as will be seen later in this chapter.

Recent advances in spintronics [97–100], the use of an electron’s spin degree of freedom to transfer information, has motivated new research on spin wave propagation. Of particular interest is developing a better understanding of the nonlinear processes that can be used to excite short wavelength spin waves (exchange spin waves). These spin waves are important because they typically have a higher velocity than dipole-exchange spin waves and their wavelengths are on the length scale of spintronic devices. Typically, spin waves are excited by an alternating magnetic field at microwave frequencies produced by a microstrip antenna. Two factors that can restrict the spin waves being directly excited by the antenna are the antenna width and the amplitude of the microwaves. These two restrictions will be discussed in Sec. 5.3.

This chapter will present work on two specific types of nonlinear spin wave processes in YIG; namely, the three magnon splitting and confluence processes. The three magnon splitting process involves the conversion of magnons that are pumped at frequency $f_p$ into
two magnons (splitting magnons) both with frequency $f_p/2$. The confluence process is the reverse process, where two splitting magnons recombine to a single magnon with frequency $f_c$. Previous work on these processes includes mapping of the involved wavevectors by BLS [101] and the time-evolution of the splitting process by time-resolved BLS [102]. Reference [102] used wavevector selective and time-resolved BLS to observe the splitting magnons. They saw that the splitting magnons form a stationary wedge profile that has angles of about 5°-15°. Their measurements were conducted in the MSSW configuration and were not sensitive to the confluence magnons, only to the pumping and splitting magnons. Reference [101] used wavevector selective BLS and reported on the first BLS observation of confluence magnons in the MSBVW configuration. They saw that the confluence magnons propagated at 45° relative to the pumping magnons. The work presented in this chapter is the first work that reports on the time-evolution of the confluence process and will build off of Ref. [101]. Furthermore, the time-resolved BLS used in this work is superior to the technique used in Ref. [102] because magnons at all frequencies of interest were recorded in the same set of measurements. Hence, measurement of the splitting and confluence magnons in the same data set is possible. The temporal and spatial profile of the spin waves will be analyzed to determine the position away from the antenna that these processes occur and any time delay between the development of a population of splitting magnons and the onset of the confluence magnons.

5.1.1. Dispersion Relation and Conservation Laws. The three magnon splitting and confluence processes are nonlinear processes that are observed above a power threshold. This power threshold is measured in Sec. 5.3.2. A way to visualize the three magnon splitting and confluence process is through applying the conservation laws using the spin wave dispersion relations. Recall that the energy and momentum of a magnon are given as
\( \hbar \omega \) and \( \hbar k \), respectively; these two quantities should be conserved. Note that \( \omega = 2\pi f \) and \( k = 2\pi/\lambda \). To satisfy energy conservation, a pumping magnon with energy \( \hbar \omega \) can convert into two splitting magnons with energy \( \hbar \omega/2 \). It has been experimentally observed \([103]\) that the two splitting magnons do not necessarily split to exactly \( \hbar \omega/2 \). Conservation of energy allows for the splitting magnons to split into energies above and below \( \hbar \omega/2 \) as long as the sum of their energies equate to \( \hbar \omega \). The pumping magnons have momentum or wavevectors near \( k = 0 \); this is discussed in Sec. 5.3.1. Along with energy conservation, momentum must be conserved as well. This leads to the splitting magnons to have nonzero anti-parallel wavevectors.

Figure 5.1 shows the calculated MSBVW dispersion relations for the first 5 thickness modes calculated using the parameters given in the figure caption, which include material parameters appropriate for the YIG film and the external magnetic field used for these measurements of \( H = 337 \) Oe. The calculation were done using unpinned surface spins in Eq. 2.10. In this case, the frequency of the pumping magnons is set at \( f_p = 2.5 \) GHz; near the highest MSBVW frequency for this \( H \). It appears that the dispersion curve does not approach \( f_p \) at \( k = 0 \) but the theory does not completely describe the dispersion relation behavior for small wavevectors \([23]\). In Sec. 5.3.1 it is shown that the parameters used to calculate this dispersion relation accurately represent the spin waves studied in this chapter.

Magnons pumped at \( f_p \) (solid square) at sufficiently high microwave powers split into a pair of magnons that satisfy the conservation laws discussed earlier. Two possible magnon pairs that satisfy these laws are shown: the triangles and the circles. The shaded region represents possible energy states the pumping magnons can split into. Confluence magnons with frequency \( f_c \) represent a state formed by the recombination of two splitting magnons that have frequencies below \( f_p/2 \). These magnons are shown as an open triangle and an open
Figure 5.1. Calculated dispersion relation for YIG in the MSBVW configuration. The calculation were done using $H = 337$ Oe, $\gamma/2\pi = 2.8$ MHz/Oe, $4\pi M_s = 1830$ G, $t = 11.6$ $\mu$m, and $\alpha = 3 \times 10^{-12}$ cm$^2$. Also illustrated are the splitting and confluence processes.

circle. In the case of a purely MSBVW dispersion relation, the splitting magnons above $f_p/2$ (solid triangle and solid circle) have no possible states above $f_p$ to recombine into. It can been seen in Fig. 5.1 that the splitting magnons are not restricted to low wavevectors as the pumping and confluence magnons are. Because of the shape of the dispersion curve, the group velocities $v_g = d\omega/dk$ for splitting magnons are slower than $f_p$ and $f_c$ magnons.

5.2. Experimental Setup

The BLS measurements were performed in the MSBVW configuration. In this configuration, $H$ is applied parallel to the spin wave propagation direction. One-dimensional time-resolved BLS measurements were performed to study the three magnon splitting and confluence processes in YIG. The time-resolved measurements provide direct temporal information
of these nonlinear magnons. These data, coupled with the one-dimensional scans, allow for
group velocities to be extracted and compared with calculated dispersion relations. The
experimental setup is constructed in the conventional forward scattering geometry (Chap.
3) with time-resolved BLS. The mirror spacing of the TFP used for measurements presented
in this chapter was 15 mm. This corresponded to a free spectral range of 10 GHz, which was
more than enough to allow for observation of magnons at \( f_p \), \( f_p/2 \), and \( f_c \), which will be \( \leq 2.5 \) GHz.

Figure 5.2 shows a schematic of the YIG sample and scattering geometry used. The YIG
film used in this study had a thickness \( t \) of 11.5 \( \mu \)m. Determination of this thickness is
discussed in Sec. 5.3.1. The film had a length of 37 mm and a width \( w \) of 2.2 mm. The film
was placed on top of a transducer antenna with a width \( d = 50 \mu \)m, where pulse-modulated
microwaves were used to excite magnons at a pumping frequency \( f_p \). Figure 5.3 shows
the microwave components used in the setup. High and low microwave power-dependent
measurements are discussed in Sec. 5.3.2. Unless stated otherwise, the measurements for
this chapter were done at a high microwave power of 575 mW and a pumping frequency of
\( f_p = 2.5 \) GHz.

A pulse width of 5 \( \mu \)s was chosen to ensure enough energy was going into the nonlinear
processes so that \( f_p/2 \) and \( f_c \) could be excited and reach a steady-state population. To avoid
possible heating effects, a large pulse spacing of 25 \( \mu \)s was chosen. This pulse spacing also
ensured that the dynamics of the magnetic system were given enough time to relax before
the onset of the following pulse. Measurements made with varied pulse widths are discussed
in Sec. 5.3.2.

The same microwave pulses were used to synchronize the time-resolved setup of the
experiment. The microwave pulse triggered the Fast ComTec P7887 time-of-flight analyzer
Figure 5.2. Schematic of the BLS forward scattering geometry. A lens is used to focus the incident light onto the YIG surface and another lens is used to collect the scattered light that is transmitted through the YIG. The external magnetic field $H$ is applied along the long axis of the YIG film. The distance of the probing laser from the input antenna $x$ was varied to obtain one-dimensional scans. The scattered light is collimated and directed to the TFP for analysis.

Figure 5.3. Schematic of the microwave components used to excite spin waves in the time-resolved BLS setup. A frequency generator was set to 2.5 GHz and gated by a pulse generator. The pulsed microwaves were then amplified. The pulses triggered the timer in the TR-BLS computer. An isolator is placed between the frequency and pulse generators to stop back-reflections from going back into the frequency generator and affecting the output power of the microwaves.

to start its timer. Once a photon was detected by the photodetector in the TFP, a signal was sent to the time-of-flight analyzer to stop its timer. This time difference corresponds
to the time-of-flight of incident photons that have inelastically scattered from the YIG film. The time-of-flight analyzer allowed for clocking of the magnon arrival times with a resolution of up to 250 ps. For these measurements, a time resolution of 2 ns was used. This time resolution was more than sufficient to resolve the arrival times between magnons.

The spatial part of the experiment was set up so that one-dimensional scans were performed along the long axis of the YIG strip and perpendicular to the input antenna, as shown in Fig. 5.2. To conduct the scans, a Newport TRA25CC motorized actuator was used to vary the distance \( x \) of the probing laser from the input antenna. The copper block on which the antenna was mounted combined with the solid angle formed by the scattered light constrained \( x \) to a minimum value of 2.75 mm. A total scan range of 2.75 mm to 4.00 mm in steps of 0.125 mm was used.

5.3. Experimental Results

5.3.1. Network Analyzer Measurements. In the nonlinear three magnon splitting process, \( H \) and \( t \) play critical roles in determining whether or not these processes will occur. For these measurements, the wavevector of \( f_p \) is \( k \approx 0 \). The wavevector is actually finite but it is much smaller than that of \( f_p/2 \) that it can be approximated as zero. The upper limit of \( k \) that can be efficiently excited by the antenna is known as the wavevector cutoff,

\[
k_{\text{cutoff}} = \frac{\pi}{d},
\]

(5.1)

where \( d \) is the width of the antenna. For these measurements, \( k_{\text{cutoff}} = 0.06 \, \mu\text{m}^{-1} \), which is close enough to zero that \( f_p \) lies near the ferromagnetic resonance (FMR) frequency for this film. When \( H \) is increased, the dispersion relation curve will shift vertically in frequency so that the frequency increases for all \( k \). The shape of the curve including the difference between
$f_{\text{max}}$ and $f_{\text{min}}$ changes little with $H$. Consequently, $f_p$ can be increased to a frequency where $f_p/2$ lies below the dispersion curve. In this case, the $f_p$ magnons have no possible energy states to split into and the three magnon splitting process would not be observed. To ensure that the splitting process exist for these measurements, $t$ was determined for this YIG film and then $H$ and $f_p$ were chosen to be sufficiently low that the dispersion relation allowed for $f_p/2$ magnons.

The pumping frequency $f_p = 2.5$ GHz was chosen to match a previous study of the splitting and confluence processes [101]. To chose appropriate values of $H$ and to determine $t$, an Agilent E8361A General Purpose Network Analyzer (PNA) was used to measure the transmission loss, or $S_{21}$, and the change in phase of the spin waves being transmitted through the film as a function of frequency in the microwave regime. In this configuration, an output antenna was placed opposite to the input antenna, shown in Fig. 5.2, at a distance $L = 6.0$ mm. $S_{21}$ compares the signals sent to the input antenna with that received at the output antenna.

Figure 5.4 shows extracted PNA data. (a) shows the transmission loss as a function of frequency for $H = 337$ Oe. The onset of the curve above noise at higher frequencies occurs at the FMR frequency. The profile of the curve tails off at lower frequencies, which is consistent with the dispersion relation for MSBVW spin waves. The onset of the transmission loss profiles as a function of $H$ is shown in (b). The blue line is a linear fit to guide the eye. The external magnetic field of 337 Oe was chosen such that $f_p = 2.5$ GHz corresponds to the maximum of the MSBVW dispersion relation.

The phase change of the transmission loss was collected to determine the thickness of the YIG film. For these measurements, the YIG film was placed in the MSSW configuration. This configuration was used in order to compare thickness values determined from other
Figure 5.4. a) Transmission loss and b) extracted frequency of the onset of the curve versus $H$. a) shows the transmission loss profile in the MSBVW configuration for the YIG film used in this experiment at $H = 337$ Oe. The red dashed line is the noise floor. The frequency of the 10% rise of the transmission loss curve as a function of field is plotted in b). The blue line is a linear fit used to guide the eye. The value of $H = 337$ Oe was determined by the chosen $f_p$ of 2.5 GHz.

sources [104]. In order to determine the film thickness, the unwrapped phase must be converted into the spin wave wavevector using

$$k = \frac{\phi}{L},$$

(5.2)

where $\phi$ is the phase measured by the PNA and $L$ is the separation between the input and output antenna. Once the PNA information is successfully translated into wavevector versus frequency, the dispersion relation (Eq. 2.16) can be used to fit for the film thickness.
Figure 5.5 shows the MSSW dispersion relation measured at two different external magnetic field values of $H = 337$ and 1000 Oe. Two curves are shown for each external magnetic field value because the sample had YIG on both sides of a substrate that was approximately 1 mm thick. The noise at the high frequency end of the curves represent phase changes due to the wires and can be neglected in the fit. It is observed that curves from both sides of the film lie on top of one another, confirming that they have the same thickness. To reduce the correlation between $4\pi M_s$ and $t$, the FMR frequency values ($k = 0$) were fitted with Kittel’s equation (Eq. 2.7) with $\gamma/2\pi = 2.8$ MHz/Oe to determine $4\pi M_s$. Note that Eq. 2.7 does not depend of film thickness. This fit gave a $4\pi M_s$ of 1830 ± 20 G. A nonlinear least squares fit was performed on the curves using $t$ as a shared fitting parameter. This fit is shown as the blue lines in Fig. 5.5 and gave a $t$ of 11.6 ± 0.1 µm.

![Figure 5.5](image_url)

**Figure 5.5.** Extracted dispersion relation curves from the PNA. The two curves for each external magnetic field value represents the two surfaces of the film. The solid lines are fits using Eq. 2.7 with $4\pi M_s$ as a fitting parameter. The value of $\gamma$ used was $\gamma/2\pi = 2.8$ MHz/Oe.
5.3.2. Power- and Pulse Width-Dependent Measurements. The correct field and frequency combination discussed in Sec. 5.3.1 allows for the possibility for the three magnon splitting and confluence processes to occur. The other critical parameter is the microwave power used to excite $f_p$ magnons. There exist a power threshold in which the relationship between the magnons generated at $f_p$ is no longer linear in the excitation power. In this event, the increase of microwave power will go into populating nonlinear magnons, namely $f_p/2$ and $f_c$ magnons. A microwave amplifier of 50 dB was used to ensure that the measurements were conducted in the nonlinear regime. Confirmation that the measurements were done in the nonlinear regime can be seen in Fig. 5.6 and Fig. 5.7.

![Figure 5.6](image)

**Figure 5.6.** Transmission loss versus input microwave power. The nonlinear power threshold is observed at -7 dBm or 200 $\mu$W. The external magnetic field and the pumping frequency was $H = 337$ Oe and $f_p = 2.5$ GHz, respectively.

Figure 5.6 shows the PNA measurements for $S_{21}$ as a function of input power for $H = 337$ Oe and $f_p = 2.5$ GHz. For input powers below -7 dBm, the transmission loss is constant.
around -43 dBm. This region corresponds to the linear excitation of magnons with frequency \( f_p \). As the input power is linearly increased the transmitted output power increases linearly, as well. Once the input power exceeds -7 dBm, the transmission loss is no longer constant. The power threshold is at -7 dBm or 200 \( \mu \)W. This power threshold is comparable to the reported power threshold in Ref. [103]. When the input power passes this threshold, the transmitted output power no longer increases linearly with respect to the input power. This loss in power at \( f_p \) goes into exciting \( f_p/2 \) and \( f_c \) magnons.
Figure 5.7 shows the high and low power BLS spectra for $f_p = 2.5$ GHz. (a) and (c) are the BLS spectra, while (b) and (d) are their respective time-resolved spectra. The high power spectra (a) and (b) were performed with a microwave power of 575 mW and the low power spectra (c) and (d) were performed with a microwave power of 260 $\mu$W. These powers were measured with a Agilent E4419B power meter. The power was measured after all the microwave components and represents the power at the input antenna. The high power spectra show three distinct peaks at $f_p = 2.5$ GHz, $f_p/2 = 1.25$ GHz, and $f_c = 2.2$ GHz. In contrast, the low power measurements show only one peak at $f_p$. Both time-resolved spectra (b) and (d) show arrival times of magnons at $f_p$, but (b) shows the arrival times of additional magnons with frequency $f_p/2$, and $f_c$. It should be noted that the distance from the antenna remained constant at $x = 2.75$ mm. This means that the difference in intensities between the high and low power measurements is mainly due to the microwave power itself rather than the additional decay of propagating magnons due to damping.

Besides the appearance of $f_p/2$ and $f_c$ magnons in the high power measurements, the peak corresponding to $f_p$ is shorter in time than the low power measurements. The $f_p$ signal was integrated over a frequency range of 2.3-2.7 GHz. The integrated signal is shown in Fig. 5.8. The signal starts around 1500 ns and ends around 6500 ns for a pulse width of 5 $\mu$s. The high power signal shows a sharp and intense peak at the beginning of the signal, while this is absent in the low power signal. The low power signal does show a less pronounced “hump” at its onset because it is still in the nonlinear power regime but is not efficiently exciting splitting magnons. Its maximum intensity compared to the signal background of the pulse width is significantly lower than that of the high power signal. The signal background is shown is Fig. 5.8 as the dotted line and is referred to as the detectable signal that is
relatively flat and contained within the pulse width. The signal background of the pulse width is seen as magnons that are not contributing to $f_p/2$ and $f_c$ magnons.
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**Figure 5.8.** Integrated high and low power $f_p$ counts for a frequency range of 2.3-2.7 GHz measured by time-resolved BLS. The high and low powers were 575 mW and 260 $\mu$W, respectively. The signal background is denoted as the signal that is above noise which corresponds to $f_p$ magnons that are not converting into $f_p/2$ magnons.

One would expect that in the absence of nonlinear magnons (lower powers), the signal would be more square-like. The fact that this is not the case as the power is increased means that the energy difference contained in a square-like signal compared to those in Fig. 5.8 must contribute to the excitation of nonlinear magnons. This is known as pulse narrowing [103] and is widely observed for nonlinear process. The sharp and intense peak at the end of the high power signal can be explained by the fact that the directly pumped magnon populations are lower at the beginning and the end of the pulse and the system is temporarily below the threshold for the splitting process. The $f_p/2$ and $f_c$ magnons, in
contrast, show a relatively constant spectra for the full 5 µs, which will be discussed in more detail later in this chapter.

The microwave pulse parameters are also an important consideration for the excitation of nonlinear magnons. Figure 5.9 shows BLS spectra obtained with pulse widths of 1, 2, 3 µs, and infinity (CW). The parameters that remained constant throughout these measurements were the external magnetic field $H = 350$ Oe, the generator output power of $P = 18$ dBm and the pulse rate of 4 µs. Considering just the Stokes side of the spectra, at shorter pulse rate (a) the $f_p/2$ magnons are comparable in intensity to the $f_p$ magnons. As the pulse width is increased (b)-(c) the $f_p/2$ peak starts to grow noticeably larger than the $f_p$ peak and the formation of $f_c$ starts to become apparent. The CW measurement shows that the $f_p$ peak is suppressed and only the $f_p/2$ peak can be seen. On the rise and fall of the pulse, $f_p$ magnon are excited and propagate without conversion to $f_p/2$ magnons because the power drops below threshold.

5.3.3. One-Dimensional Scan. In order to determine the group velocities of $f_p$, $f_p/2$, and $f_c$ magnons, one-dimensional spatial scan were performed. Figure 5.10(a) and (b) are the same as in Fig. 5.7. They are shown mainly for comparison with (c) and (d). The comparison of the two is at the closest (a)-(b) and furthest distance (c)-(d) from the antenna. These distances are $x = 2.75$ mm and $x = 4.00$ mm. Figure 5.10 shows that at $x = 4.00$ mm magnons are still being detected meaning that the loss in microwave power due to damping is not significant enough to lower the power below the detection threshold. Time-resolved BLS spectra were collected for intervals of 0.125 mm between these two points.

Figure 5.11 shows the integrated arrival times for $f_p$, $f_p/2$, and $f_c$ magnons. The time-resolved spectra in Fig. 5.10 as well as those recorded at other distances were integrated for each arrival time within frequency ranges that correspond to $f_p$, $f_p/2$, and $f_c$. These ranges
Figure 5.9. Pulse width-dependent measurements for pulse widths of a) 1 µs, b) 2 µs, c) 3 µs, and CW. These measurements were performed at a $H = 350$ Oe, $f_p = 2.5$ GHz, generator output power of $P = 18$ dBm, and a pulse rate of 4 µs.

are given in the figure caption. The intensities have been scaled and a vertical shift that was proportional to $x$ was added so that they can be compared on the same plot. The scaling was necessary because spin wave signals further away from the antenna were low. The scaling was done by normalizing the data to a baseline that was taken as the signal background. The two dotted red vertical lines represent the pulse width, 5 µs, of the microwave pulse where the start of the pulse was chosen such that it coincides with the start of the $f_p$ signal at $x = 2.75$ mm. These lines are there to illustrate the pulse length and to show that there is a time delay between the first arrival times of $f_p/2$ magnons as compared to the $f_p$ magnons.
and the first arrival times of the $f_c$ magnons as compared to the $f_p/2$ magnons. The initial peak in (c) is due to the spread in frequencies of the $f_p$ magnons. This spread can be seen in Fig. 5.10(b).

The $f_p$ signal (a) broadens as $x$ increases and a second peak starts to form. This secondary peak corresponds to magnons that are traveling at a slower velocity because of their later arrival times compared to the initial peak. The $f_p/2$ signal (b) arrives later in time than the $f_p$ signal, which suggest that the $f_p/2$ magnons are traveling slower than the $f_p$ magnons. This is expected based on the slopes of the dispersion relation curve corresponding to $f_p$ and
Figure 5.11. Extracted time-resolved signals for specific frequency ranges corresponding to a) $f_p$, b) $f_p/2$, and c) $f_c$. The frequency ranges for $f_p$, $f_p/2$, and $f_c$ were 2.3-2.7 GHz, 1.0-1.5 GHz, and 2.1-2.3 GHz, respectively. These measurements were performed at a $H = 337$ Oe, $f_p = 2.5$ GHz, microwave power of 575 mW, a pulse duration of 5 $\mu$s, and a pulse rate of 25 $\mu$s.
As $x$ increases a secondary peak is seen to form in the $f_p/2$ signal. These secondary peaks are consistent with the peaks observed in Ref. [103].

5.4. Discussion

Given the temporal and spatial information from the one-dimensional scans, one can extract the group velocities of the magnons with a simple linear fit of the position as a function of the magnon arrival time. Calculated group velocities can be determined directly from the derivative of the dispersion relation (Eq. 2.10) with respect to the wavevector $k$:

$$v_g = \frac{d\omega}{dk}.$$  

The arrival times of the integrated time-resolved signals from Fig. 5.11 for the 10, 50, and 90 percent of the rise time were extracted and plotted in Fig. 5.12. The arrival times for the two peaks in Fig. 5.11 for $f_p$ and $f_p/2$ magnons are also plotted. A linear least squares fit was performed to determine the group velocities from the different magnon arrival times, which are shown as the blue solid lines. Note that the position is on the $x$-axis and the time on the $y$-axis in these plots.

The arrival times of the two peaks for each of the $f_p$ and $f_p/2$ magnons were determined by eye using a plotting program. The uncertainties in times associated with these peaks were taken from the time resolution used in the experiment of 2 ns. The high signal-to-noise in the $f_p$ and $f_p/2$ signals allows for straightforward extrapolation of 10, 50, and 90 percent of the rise time. The uncertainty associated with these values was taken as 2 ns. In contrast, the low signal-to-noise in the $f_c$ signal made it difficult to estimate the risetimes directly so a fitting routine was used to determine suitable rise time values. A cumulative Gaussian distribution was used because it provides a reasonable representation of the signal shape. To determine the uncertainties in the $f_c$ signal, two lines were drawn from the minimum to the
Figure 5.12. a)-e) Arrive times taken from Fig. 5.11. a) and c) are the arrival times for the peaks in $f_p$ and $f_p/2$, respectively. b), d), and c) are the arrival times based on the 10, 50, and 90 percent of the rise. The (blue) solid line is a linear fit that was used to extract the group velocities of those magnons.
maximum values of the signal. The separation of these two lines were set to encompass all
the noise in the risetimes. The uncertainties for the percentage of the risetime was taken as
the separation of these lines (in time) at their respective values of 10, 50, and 90 percent. For
all of these measurements, the uncertainty in position was due to the systematic uncertainty
in the translation actuator and is taken as 10 µm.

The arrival time data as a function of position were fitted using a straight line linear least
squares fit and the slope, intercept, and group velocities are tabulated in Table 5.1. The
slope and the intercept were parameters used in the linear least squares fit. Their associated
uncertainties were fitting uncertainties of the parameters. The slope and intercept both
have physical meaning; the group velocity is obtained from the inverse of the slope of the
magnons and the intercept represents the time of flight of a photon after interacting with
a magnon plus any delay time from formation processes or time spent as another magnon.
The uncertainties in the table are the uncertainties in the fit parameters and in the case of
\( v_g \), the uncertainty was calculated from these uncertainties.

<table>
<thead>
<tr>
<th>Magnon Type</th>
<th>Risetime Position</th>
<th>Slope (ns/mm)</th>
<th>Intercept (s)</th>
<th>( v_g ) (µm/ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_p )</td>
<td>peak 1</td>
<td>13 ± 2</td>
<td>1459 ± 5</td>
<td>76 ± 13</td>
</tr>
<tr>
<td></td>
<td>peak 2</td>
<td>17 ± 2</td>
<td>1482 ± 5</td>
<td>59 ± 23</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>7 ± 2</td>
<td>1459 ± 5</td>
<td>140 ± 40</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>11 ± 2</td>
<td>1456 ± 5</td>
<td>91 ± 11</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>13 ± 2</td>
<td>1454 ± 5</td>
<td>76 ± 11</td>
</tr>
<tr>
<td>( f_p/2 )</td>
<td>peak 1</td>
<td>121 ± 2</td>
<td>1234 ± 6</td>
<td>8 ± 1</td>
</tr>
<tr>
<td></td>
<td>peak 2</td>
<td>421 ± 2</td>
<td>588 ± 5</td>
<td>2 ± 1</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>64 ± 2</td>
<td>1373 ± 5</td>
<td>16 ± 3</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>90 ± 2</td>
<td>1309 ± 6</td>
<td>11 ± 2</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>118 ± 2</td>
<td>1235 ± 6</td>
<td>8 ± 1</td>
</tr>
<tr>
<td>( f_c )</td>
<td>10%</td>
<td>89 ± 46</td>
<td>1380 ± 151</td>
<td>17 ± 6</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>68 ± 89</td>
<td>1572 ± 284</td>
<td>15 ± 19</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>64 ± 123</td>
<td>1706 ± 391</td>
<td>16 ± 30</td>
</tr>
</tbody>
</table>
Figure 5.13 shows selected data from Fig 5.12 replotted. The arrival times of the $f_p$ peak and the 10 percent of the $f_p/2$ rise are shown in (a). Similarly, (b) shows the arrival times of the $f_p/2$ peak and the 10 percent of the $f_c$ rise. The insets are there to clarify where in the signal the data are taken from. These arrival times are chosen because the peaks show where the population of the respective magnons are at a maximum before the onset of the nonlinear splitting process, and the 10 percent of the rise represents the onset of the newly generated population of magnons above noise.

To better understand these nonlinear processes, one must consider the sequence of events for these processes. First, $f_p$ magnons are pumped by the antenna, then they split into $f_p/2$ magnons and then some fraction of the $f_p/2$ magnons will recombine to form $f_c$ magnons. Keeping this mind, the intercept from Table 5.1 would suggest that the $f_p/2$ magnons form before the $f_p$ magnons if they were formed at the antenna ($x = 0$). Since this is not the case based on the sequence of events, the $f_p/2$ magnons must form at a distance $x_0$ away from the antenna. The pulse narrowing of the $f_p$ signal means that after a short period of time, approximately the peak width, the majority of the $f_p$ magnons split into $f_p/2$ magnons. This would suggest that the FWHM of the $f_p$ peak would indicate the time required to achieve a sufficient $f_p$ populations to initiate the splitting into $f_p/2$ magnons. The FWHM value is approximately 30 ns. The position at which the two lines in Fig. 5.13(a) intersect provides a reasonable estimate for $x_0$. This position is calculated by setting the two linear fit equations equal to one another and solving for $x_0$. This yields a value of $x_0 = 1.7 \pm 0.2$ mm. This uncertainty is based on the uncertainties in the slope and intercept values in Table 5.1.

After the $f_p/2$ magnons have formed, some fraction will recombine to form the $f_c$ magnons. Since the $f_p/2$ magnons travel more slowly than the $f_c$ magnons, the $f_c$ magnons will likely form in a region near $x_0$. If $f_p/2$ magnons are forming near $x_0$, this sets a lower
Figure 5.13. a) Arrival times as a function of $x$ for $f_p$ and $f_p/2$ magnons. The (black) squares represent the arrival times of the pumping magnons at their maximum population before converting into splitting magnons. The (red) circles represent the onset of the arrival times for the splitting magnons. The inset in a) is a scaled version of the data from Fig 5.11. b) Arrival times as a function of $x$ for splitting and confluence magnons. b) is analogous to a) except now the splitting magnons take on the role of converting into confluence magnons. The time difference between the confluence and splitting magnons at $x_0$ is taken as the time for the conversion of splitting magnons into confluence magnons and is denoted as $t_0$.

limit for the distance from the antenna that the $f_c$ magnons can form. In Fig. 5.13(b) the lines do not intersect before the first measurement at $x = 2.75$ mm or the upper limit of
formation. The separation of the lines at a given position less than \( x = 2.75 \) mm and greater than \( x_0 \) may correspond to the time it takes for \( f_c \) magnons to form. With the current dataset, there are two parameters that describe the formation of \( f_c \) magnons: the formation time and position. The limited theory available in the literature [23] leads to the consideration of the simplest case; \( f_c \) magnons form at the same position that the \( f_{p/2} \) magnons form, \( x_0 \). At this position the formation time can be calculated by subtracting the times from the two lines at \( x_0 \). This yields a value of \( t_0 = 90 \pm 170 \) ns. This can be interpreted as the approximate time that it takes for an \( f_{p/2} \) magnon to find a suitable confluence pair. In this time, the \( f_{p/2} \) magnons probably move 1.3 mm or less from \( x_0 \) so \( f_c \) magnons are expected to form at a distance less than approximately 3 mm.

5.5. CONCLUSIONS

This chapter provided experimental results on the nonlinear three magnon splitting and confluence processes. A detailed microwave measurement was conducted to better understand the microwave power requirements to operate in the nonlinear regime. The time- and space-resolved BLS measurements offered insight into the formation of these processes. By determining the group velocities of the magnons associated with each process, a simple extrapolation of the position away from the antenna that the splitting magnons form, \( x_0 \), and the time of formation of the confluence magnons, \( t_0 \). The value for \( x_0 \) appears reasonable for the setup of this experiment and can be tested by measuring whether or not \( f_{p/2} \) magnons can be measured at values of \( x < x_0 \). Unfortunately, the setup used here is limited to a minimum value of \( x = 2.75 \) mm.
CHAPTER 6

SPIN DYNAMICS IN CONFINED METALLIC MICROSTRIPS

6.1. INTRODUCTION

Micrometer-sized structures (microstructures) involving metallic magnetic materials are of interest both because the confinement leads to altered spin wave physics and due to the potential for technological applications. The spin wave physics becomes interesting when the dimensions of the microstructures are comparable to the spin wave wavelength, which is typically on the order of a few micrometers. The spin wave measurements discussed so far in this thesis have been for continuous thin films. In continuous thin films, the spin wave wavevectors are quantized along the thickness of the film but not along the plane parallel to the film surface. Microstructures introduce spin wave quantization or confinement along the film surface, which leads to modifications to the dispersion relations presented in Chap. 2. Some of the technological applications where magnetic microstructures are important include magnetic random access memory (MRAM) [105–108] and magnonic logic devices [109–112].

Microstructures come in various forms but the most commonly studied, also studied in this thesis, are microstrips [113–116]. Microstrips are useful in studying spin wave physics because the spin wave confinement parallel to the film surface is only along one direction. Previous studies on microstructures have investigated spin waves in Permalloy (Ni$_{80}$Fe$_{20}$) microstrips that varied in width from 1 to 5 µm. They observed spin wave edge modes [113], spin wave interference [114], spin wave phase fronts [115], and nonlinear effects [116] using micro-BLS. Although micro-BLS is not the only technique for studying spin waves in microstructures, it has its advantages over techniques like MOKE, the measure of the
polarization of scattered light, because it provides a means to directly observe the spin wave frequencies.

This chapter will present work on spin wave propagation in low anisotropy Permalloy and perpendicular anisotropy CoNi microstrips. The Permalloy microstrips were grown at Argonne National Laboratory by Helmut Schultheiβ and Katrin Vogt. Spin wave propagation in the Permalloy microstrips were experimentally observed with micro-BLS in the magnetostatic surface wave (MSSW), commonly known as the Damon-Eshbach (DE), configuration and the magnetostatic backward volume wave (MSBVW) configuration. The experimental observations were verified by proper modifications to the dispersion relations discussed in Chap. 2. The specific modifications will be outlined in the section that follows. The CoNi microstrips were grown at New York University by Ferran Macià and Andrew Kent. Measurements were conducted in an out-of-plane and in-plane external magnetic field. Note that to remain consistent with the terminology typically used in the literature, DE will be used instead of MSSW to denote surface spin waves and BV will be used instead of MSBVW to denote backward volume spin waves.

6.1.1. LATERAL CONFINEMENT. When discussing spin wave propagation in microstrips, there are four important terms all linked to demagnetization effects, that must be taken into consideration: (1) demagnetization field, (2) laterally quantized spin waves, (3) effective width, and (4) shape anisotropy. Although these terms are presented separately, it will be seen in this section that they are interrelated.

Term (1), the demagnetization field, arises from the dipolar field generated by the magnetic moments of the sample. Figure 6.1(a) illustrated the demagnetization field relative to the externally applied magnetic field \( \mathbf{H} \) and the magnetization \( \mathbf{M} \) of a sample with finite width. To easily understand the effect of the demagnetization field, consider a magnetically
soft alloy like Permalloy. In a sufficiently large externally applied magnetic field $\mathbf{H}$, the Zeeman field will dominate and $\mathbf{M}$ will point along $\mathbf{H}$ according to Eq. 2.1. The net dipolar field produced by $\mathbf{M}$ will point in the direction opposite to $\mathbf{H}$ in the center of the sample. This gives rise to an effective internal magnetic field that can be expressed as

$$H_{i,\text{eff}} = H_i - N_i M_i,$$  \hspace{1cm} (6.1)

where $i$ represents a Cartesian axis and $N_i$ is a positive constant called the demagnetization factor along the $i$ axis. It is clear from Eq. 6.1 that for nonzero demagnetization factors, $|H_{\text{eff}}|$ is less than $|H|$. $N_i M_i$ is the demagnetization field $H_{\text{demag},i}$ and $M_i$ is the component of $\mathbf{M}$ along the $i$ direction and is at most the saturation magnetization $M_s$.

**Figure 6.1.** a) Illustration of the demagnetization field and b) spin wave mode profiles across the width of a microstrip. The demagnetization field reduces the total internal magnetic field giving rise to an effective magnetic field of $H_{\text{eff}} = H - H_{\text{demag}}$. The spin wave mode profiles in b) are shown with pinned spins on the lateral edges and the first three profiles across the sample width $w$ are shown with mode index $p$. 
The demagnetization factors for an infinite sheet and for a sphere are given in Ref. [1].

For an infinite sheet in the \(xy\)-plane, \(N_x = N_y = 0\) and \(N_z = 4\pi\). For a sphere, \(N_x = N_y = N_z = 4\pi/3\). The demagnetization factors must, by convention, sum to \(4\pi\) in CGS units.

The demagnetization factors for a sphere are equal due to spherical symmetry, whereas, in an infinite sheet the demagnetization factors parallel to the plane are zero. Analytical expressions exist for demagnetization factors for a general ellipsoid [117, 118] but this is a poor approximation for microstrips with width \(w\) because of the difference in volume and geometry. A better approximation exists for \(t \ll w\), which is the case with microstrips and is given as \(N_y = 4\pi (2t/\pi w)\), \(N_z = 4\pi - N_y\), and \(N_x = 0\) [119]. Here the long axis of the microstrip is taken along the \(x\)-axis the width is taken along the \(y\)-axis, and the normal of the film is taken along the \(z\)-axis. The values obtained using this approximation compare well to values obtained from micromagnetic simulations [120] performed by Ref. [91]. The values for \(H_{\text{demag}}\) for specific samples will be discussed in Sec. 6.2.5, where \(H_{\text{eff}}\) is used to calculate the spin wave dispersion relations.

Term (2), spin wave quantization, refers to the fact that spin waves will become quantized across the width of a microstrip when the spin wave wavelength is comparable to the size of the width. The comparable width and wavelength leads to lateral standing spin waves along the width of the microstrip. This is not to be confused with the perpendicular standing spin waves that are confined by the top and bottom surfaces of the film, which are much higher in frequency and have wavevectors \(\kappa_n = n\pi/t\) because the film thicknesses studied here are typically on the order of tens of nanometers. The quantization of the wavevector described in Ref. [121] and [122] goes as

\[
k_p = \frac{p\pi}{w},
\]  
(6.2)
where \( p \) is an integer multiple of the wavelength and \( w \) is the width of the microstrip. Now the total spin wave wavevector is modified from Eq. 2.12 to be

\[
k_n^2 = k_x^2 + k_p^2 + k_n^2.
\] (6.3)

Here \( k_\parallel^2 \) is taken as \( k_x^2 + k_p^2 \). \( k_x \) is the wavevector of the spin waves that propagate parallel to the long axis of the microstrip (\( x \)-axis). The description of \( k_p \) in Ref. [121] and [122] assumes pinned spins at the lateral edges of the microstrip. For pinned spins, \( p = 1, 2, 3, \ldots \). As will be discussed with term (3), \( w \rightarrow w_{\text{eff}} \) for microstrips.

A detailed discussion of term (3), effective width, is presented in Ref. [121] and [123]. The effective width arises from the demagnetization field. The internal field, or \( H_{\text{eff}} \) with terminology used in this chapter, is dependent on the demagnetization field \( H_{\text{demag}} \). When \( M \) is along a particular direction and uniform, \( H_{\text{demag}} \) is only anti-parallel to \( M \). Its magnitude is, however, highly nonuniform and drops off near the edges. The inhomogeneity of \( H_{\text{demag}} \), relative to \( H \), near the edges of the microstrips results in incomplete pinning, which is equivalent to pinned boundary conditions for a microstrip that extends past \( w \). The analytical expression of the effective width is given as

\[
w_{\text{eff}} = w \left[ \frac{d}{d - 2} \right],
\] (6.4)

where \( d \) is a function of the aspect ratio \( R = t/w \) and is defined as

\[
d(R) = \frac{2\pi}{R[1 + 2\ln(1/R)]}.
\] (6.5)

Also related to term (1) is term (4), shape anisotropy. Shape anisotropy is defined as a preferred direction of magnetization based on geometry called the easy axis and occurs
due to demagnetization field considerations. The effects of shape anisotropy are particularly important for magnetically soft alloys like Permalloy where the effects of other anisotropies are minimal. Other types of anisotropies are not discussed in detail in this thesis. The anisotropy involved in perpendicularly magnetized CoNi will be mentioned in Sec. 6.3. For further reading regarding other types of anisotropies, consider Ref. [1], [2], and [124]. The shape anisotropy energy of a saturated magnet is expressed as

$$E_{\text{shape}} = \frac{1}{2} V \sum_{i=1}^{3} N_i M_i^2,$$  \hspace{1cm} (6.6)$$

where $V$ is the volume and the term $N_i M_i$ are defined in the discussion of term (1). The shape anisotropy energy is minimized when the magnetization points along the axis $i$ that corresponds to the smallest value of $N_i M_i$. For example, consider the geometry of a prolate ellipsoid. Following the calculations in Ref. [117], one finds that the demagnetization factor along the semi-minor axis is greater than the demagnetization factor along the semi-major axis. Based on energy minimization, the preferred direction of the magnetization is along the semi-major axis. For microstrips, the magnetization will point along the long axis of the microstrip in the absence of an external magnetic field due to the shape anisotropy.

Shape anisotropy is important in micrometer and nanometer sized structures and can be exploited. For example, figure 6.2 shows a pound key structure that contains a magnetic anti-vortex is shown in the lower right intersection. The anti-vortex was formed in the pound key structure using a two-step external magnetic field process discussed in Ref. [125]. A saturating magnetic field $H_1$ is first applied at an angle of 45°, as shown. The magnitude of $H_1$ was chosen such that it is high enough to saturate the spins are along $H_1$. The second magnetic field $H_2$ was applied anti-parallel to $H_1$. The magnitude of $H_2$, is less than $H_1$, and chosen such that the spins in legs 1 and 4 reverse direction while the spins in legs 2 and
3 remained the same, which occurs because the areas further out on legs 1 and 4 has lower shape anisotropy energy, hence they reverse at a lower magnetic field value.

**Figure 6.2.** Magnetic force microscopy (MFM) image of a pound key structure showing the formation of an anti-vortex at one of the intersections. MFM measures the dipolar field from the sample and the arrows show the in-plane direction of magnetization. The overall dimension of the sample is $12 \times 12 \, \mu m^2$.

### 6.2. Spin Wave Propagation in Permalloy Microstrips

In the past decade, there have been numerous experimental studies of DE spin waves in Permalloy microstrips but BV spin waves have mostly been done by numerical simulations [126, 127]. This is likely due to the difficulty of directly exciting BV spin waves from a microwave antenna. The BV geometry offers convenience for applications since the spins naturally follow this geometry when not placed in an external magnetic field. Interference [128] and parametric excitation [129] techniques have been used to increase the efficiency of the BV spin wave generation. A direct comparison of the excitation efficiency of DE and BV spin waves has not, however, been done for microstrips. In this section, the efficiency of DE and BV spin waves that are directly excited by a microwave antenna are compared. Results of spin waves in a zero external magnetic field are also presented.

#### 6.2.1. Sample and micro-BLS Setup.

The sample was fabricated using the cleanroom at Argonne National Laboratory by Helmut Schultheiβ and Katrin Vogt. The lithography process consists of laser writing and electron beam (e-beam) lithography, magnetron
sputtering, and liftoff. This was a multi-step process: (1) writing the microstrips with e-beam on a GaAs substrate, (2) deposition of the magnetic materials, which was 30 nm thick Permalloy, (3) writing the large structures of the microwave antenna, the contact pads for the picoprobes, with the laser writer, (4) writing the smaller structures of the microwave antenna that went over the microstrips with e-beam, and (5) deposition of the conductive materials that would carry the microwave current, which was 250 nm thick Au with a thin Cr adhesion layer.

Figure 6.3 shows the antenna and Permalloy setup. Figure 6.3(a) shows an illustration of the sample in the external magnetic fields in the DE and BV geometries. The Permalloy microstrip used in this study had a width $w = 2.5 \mu m$ and the microwave antenna had a width $d = 2 \mu m$. (a) also shows the oscillating Oersted field produced by the microwave current that is used to excite spin waves. (b) is an image from the micro-BLS setup taken using a CMOS camera. The antenna was used to excite spin waves in the Permalloy microstrip at frequencies that varied from 2 to 10 GHz. Direction of the external magnetic field relative to the microstrip are shown corresponding to the DE and BV configurations. Both the top and bottom of the microstrip relative to the antenna in the CMOS image were measured to observe the reciprocity of the spin wave wavevector (spin waves traveling with opposite wavevectors). It is expected that DE spin waves with opposite wavevectors will have different excitation efficiencies, while BV spin waves with opposite wavevectors will have similar excitation efficiencies [130]. For all measurements in this section the external magnetic field was held fixed at $H = 330$ Oe except when the field was turned off for the zero external magnetic field measurements. The micro-BLS setup discussed in Chap. 3 was used for the measurements because the dimensions of the microstrip was ideal for the resolution of the micro-BLS. The mirror spacing of the interferometer was set to 8 mm, which corresponds
to a free spectral range of 18.75 GHz. This frequency range was adequate to cover the spin wave bandwidths for both the DE and BV spin waves for $H = 330$ Oe. Frequency and one-dimensional spatial micro-BLS scans were used to observe spin wave generated by the microwave antenna.

**Figure 6.3.** a) Illustration of the Permalloy microstrip sample and microwave antenna shown in the DE and BV geometries and b) a CMOS microscope image of the actual sample. The widths of the microwave antenna and Permalloy microstrips were $d = 2 \, \mu m$ and $w = 2.5 \, \mu m$, respectively.

6.2.2. **Frequency-Dependent micro-BLS Measurements.** Frequency-dependent micro-BLS measurements were conducted where the frequency of the microwave current used to pump the spin waves was varied from 3 to 10 GHz in 100 MHz steps. The generated
spin waves were measured at a distance $x = 1 \, \mu m$ away from the antenna. The same integrated frequency range, the pumping frequency range, and the microwave power of 15 dBm were used for all measurements, as discussed in this subsection.

Although spin waves are pumped from a microwave antenna, thermal spin waves and side bands from the laser exist so a background subtraction must be performed on the data to allow for maximum signal to noise. Figure 6.4 illustrates how the background subtraction was performed. The complex micro-BLS plots are set up as BLS frequency $f_{\text{BLS}}$ versus pumping frequency $f_p$. The intense horizontal peak seen at the top of the plots occur at $f_{\text{BLS}} = 0$. This is the reference peak from the laser. The main spin wave mode is identified as where $f_{\text{BLS}}$ has a one-to-one correlation with $f_p$ and is typically the most intense peak. The other modes are nonlinear modes but the analysis here will focus mainly on the main mode. Chapter 7 includes a discussion on further investigations into the nonlinear modes. A set of 5 background scans was collected for 1000 BLS scans with the microwave current turned off. The number of scans was the same as that of the one used for the measurements with the microwave source turned on. The set of background scans was averaged and subtracted directly from each dataset over the entire pumping frequency range.

The plots shown in Fig. 6.4 was an actual dataset for a DE configuration scan. Because the main spin wave mode was the mode of interest, the BLS signal was integrated over a frequency range of 1.25 GHz centered on $f_p$. The integrated frequency was plotted as a function of $f_p$ and is shown in Fig. 6.5. (a) are the top and bottom spectra in the DE configuration while (b) shows the top and bottom spectra in the BV configuration. The BV spin waves are higher in frequency than the DE spin waves, which is expected based on their dispersion relations. A comparison of these frequency ranges with their dispersion relations
Figure 6.4. Background subtraction of the raw micro-BLS spectrum. A background scan was collected with the microwave source turned off. This background was subtracted from the raw spectrum shown on the left. The most notable noise was the band seen at 6 GHz. This was a side band of the laser and not a magnetic signal. After the background subtraction, the band at 6 GHz was suppressed. For proper comparison of the spin wave signal, all three plots are on the same intensity scale.

will be discussed in detail in Sec. 6.2.5. Also discussed in Sec. 6.2.5 will be the comparison of the intensities for each configuration.

6.2.3. SPATIAL-DEPENDENT MICRO-BLS MEASUREMENTS. Spin wave propagation was investigated through the measurements of one-dimensional spatial scans away from the antenna. A similar background subtraction and integration as described in Sec. 6.2.2 was used to analyze the measurements. The one-dimensional scan was made up of 28 points that spanned a total distance of approximately 7 µm. This distance is sufficient to capture the decay and was also the maximum distance that could be scanned without moving to a new reference point on the sample. The number of points was limited by the experimental resolution of the micro-BLS, which was 250 nm. To ensure that spin waves were measured as close to the antenna as possible, approximately 0.75-1 µm of the total distance was placed over the antenna.

The frequency scans in Figure 6.5 show that the DE and BV spin waves have different frequency profiles. The peak intensity occurs at 4.6 GHz for DE and at 6 GHz for the
Integrated BLS counts as function of pumping frequency in the a) DE and b) BV configurations. Measurements were conducted on the top (black squares) and bottom (red circles) regions of the sample shown in Fig. 6.3(b). The external magnetic field and the microwave power for both cases was fixed at $H = 330$ Oe and at 15 dBm on the microwave generator, respectively.

BV spin waves. One-dimensional scans were conducted at these peak frequencies for each configuration. A large microwave power was chosen for these measurements to ensure that the signal could be easily observed at a large distance away from the antenna. The microwave power for the DE and BV measurements was 20 dBm.

Figure 6.6 shows top and bottom spatial micro-BLS measurements for the (a) DE and (b) BV configurations. The spatial measurements are plotted as spin wave intensities versus distance away from the antenna $x$. The signal was integrated over a 1 GHz frequency range and the same background subtraction method discussed in the previous section was
used. The bottom profiles show an exponential-like decay as a function of $x$, while the top profiles show a smooth but less rapid decay profile that is almost linear-like in behavior after approximately $x = 1 \mu m$. The behavior of these profiles will be discussed in Sec. 6.2.5.

**Figure 6.6.** One-dimensional spatial micro-BLS spectra in the a) DE and b) BV configurations for a Permalloy microstrip 2.5 $\mu m$ wide. As in Fig 6.5, measurements were conducted on the top (black squares) and bottom (red circles) of the sample. The bottom profiles show an exponential-like decay while the bottom profiles show linear behavior after approximately at $x = 1 \mu m$. The external magnetic field was held fixed at 330 Oe. The pumping frequency for the DE and BV measurements were 4.6 GHz and 6 GHz, respectively. The microwave power was set to 20 dBm on the microwave generator.

6.2.4. **Zero External Field Micro-BLS Measurements.** Spin wave measurements were conducted in a similar manner as measurements discussed thus far in this chapter in the absence of an externally applied magnetic field ($H = 0$). Shape anisotropy ensures that
the magnetization will point along the long axis of the microstrip. The internal demagnetization field will point anti-parallel to the magnetization throughout most of the microstrip except for regions near the ends. The ends are far from the antenna so only the mid-section of the microstrip will be considered. Since $M$ is along the wire, the spin waves will propagate in the BV configuration for $H = 0$.

Frequency-dependent measurements were made for pumping frequencies of 2 to 4 GHz in steps of 100 MHz. The microwave power was set to 15 dBm. The frequency scans were conducted at a fixed distance away from the antenna at $x = 1 \, \mu m$. Spatial-dependent measurements were also made over a total distance of $6.5 \, \mu m$ with a step size of approximately 232 nm (28 scan points) at a fixed frequency 2.9 GHz and at a microwave power of 18.5 dBm. This frequency was chosen because it corresponds to the peak intensity from the frequency-dependent scan. The microwave power used for these spatial scans were lower than in the previous sections because the generator produced unleveled signals above 18.5 dBm at a frequency of 2.9 GHz. The mirror spacing of the interferometer was set to 15 mm which corresponded to a FSR of 10 GHz.

Figure 6.7 shows frequency and one-dimensional spatial micro-BLS spectra for spin waves at $H = 0$. The frequency profiles are lower in frequency as compared to the BV measurements for $H > 0$ discussed in Sec. 6.2.2. This is expected since $\omega_H = 0$, which lowers the whole dispersion curve (Eq. 2.10). Consistent with Fig. 6.5(b) and Fig. 6.6(b), the bottom frequency profiles in (a) are slightly higher in intensity and the top spatial profiles in (b) show a linear-like decay after approximately $x = 1 \, \mu m$.

6.2.5. Discussion on Permalloy Microstrips. The data in Sec. 6.2.2, 6.2.3, and 6.2.4 were analyzed by comparing the peak intensities of the frequency profiles and comparing the spin wave frequency range with the modified dispersions relations. The top and
Figure 6.7. BLS a) frequency and b) spatial spectra for Permalloy microstrips with \( H = 0 \). The black (red) data are for the top (bottom) of the microstrip relative to the antenna. The microwave power for the frequency scans was 15 dBm from the generator. The spatial scans were done with a pumping frequency and a microwave power of 2.9 GHz and 18.5 dBm, respectively.

Bottom profiles were compared to each other for each configuration and then the individual configurations were compared to each other. The dispersion relations were modified to account for the quantized wavevector \( k_p \) and the demagnetization field \( H_{\text{demag}} \).

Figure 6.8 compares the micro-BLS intensities versus frequency (Fig. 6.5) to the calculated dispersion relations. The measured spin wave frequencies are consistent with the calculated dispersion relation. The frequency ranges were limited by the maximum wavevector that can be excited by the microwave antenna. Based on the allowed wavevectors, the
accessible frequency range from the dispersion relation is $\Delta f = 6.35\text{-}5.87 \text{ GHz}$ for the BV configuration and $\Delta f = 5.81\text{-}4.43 \text{ GHz}$ for the DE configuration. This maximum wavevector is given by Eq. 5.1 in Chap. 5 and is $1.57 \mu\text{m}^{-1}$, which is much smaller than the wavevector cutoff of the micro-BLS ($17.7 \mu\text{m}^{-1}$). The frequency with the highest BLS counts, which were frequencies chosen for the one-dimensional scans, were $f_{BV} = 6 \text{ GHz}$ and $f_{DE} = 4.6 \text{ GHz}$ for the BV and DE configurations, respectively. The red arrow is drawn to guide the eye to the wavevectors that correspond to $f_{BV}$ and $f_{DE}$. These values were $k_{BV} = 0.94 \mu\text{m}^{-1}$ and $k_{DE} = 0.41 \mu\text{m}^{-1}$ according to the dispersion relations.

The dispersion relation was calculated using Eq. 2.10 by replacing $H$ in the $\omega_H$ term with Eq. 6.1 and using Eq. 6.3 as the total spin wave wavevector. Only the lowest order modes, $n = 0$ and $p = 1$, are plotted. This mode has the highest excitation efficiency, which is inversely proportional to the quantization number [114]. The externally applied magnetic field was $H = 330 \text{ Oe}$ and the internal magnetic field (Eq. 6.1), which is $H - H_{\text{demag}}$, is $328 \text{ Oe}$ and $248 \text{ Oe}$ for the BV and DE configurations, respectively. The demagnetization field that was used to determine the internal magnetic field was calculated from micromagnetic simulations [120]. These internal magnetic field values agree well with the approximation given in Ref. [119], which yields $H_{DE} = 254 \text{ Oe}$ and $H_{BV} = 330 \text{ Oe}$. The demagnetization field in the DE configuration is expected to be much lower and should tend towards zero for a long wire, as discussed in Ref. [121].

Figure 6.9 shows a comparison of the calculated dispersion relation to the measured spin wave intensities in Fig. 6.7(a). The dispersion relation is calculated with Eq. 2.10 using $H = 0$ in Eq. 6.1. At zero external magnetic field the internal magnetic field was due solely to $H_{\text{demag}}$, which was determined from micromagnetic simulations to be $2.3 \text{ Oe}$, which is essentially zero. The frequency range that corresponded to the spin wave bandwidth was
Figure 6.8. Comparison of spin wave frequencies in Fig. 6.5 (right) with calculated dispersion relations (left). The calculations were done with the following parameters: $H_{DE} = 248$ Oe, $H_{BV} = 328$, $\gamma/2\pi = 2.93$ MHz/Oe, $4\pi M_s = 10000$ G, $\alpha = 2.8 \times 10^{-13}$ cm$^2$, and $w_{eff} = 2.6$ µm. DE spin waves (black) are shown in a) and BV spin waves (blue) are shown in b). The wavevector cutoff from the antenna is shown as a gray region in the dispersion plots. The frequency ranges that fall outside of the frequency range associated with $k = 0$ and $k_{cutoff}$ are shown as gray regions in the micro-BLS spectra. Red arrows indicate the wavevectors of the spin waves that are most efficiently excited according to experimental measurements.

$\Delta f = 3.74$-2.92 GHz, according to the calculated dispersion relation. The corresponding spin wave wavevector for the most efficient frequency of 2.9 GHz was 1.58 µm$^{-1}$.

The FMR frequency is calculated using Eq. 2.5 with demagnetization factors of $N_x = 0$, $N_y = 0.092$, and $N_z = 12.47$ for microstrips. The value for $N_y$ is calculated using
Figure 6.9. Comparison of the spin wave frequencies in Fig. 6.7(a) (right) with calculated dispersion relations (left). The calculations were done with the following parameters: $H = 0$, $\gamma/2\pi = 2.93$ MHz/Oe, $4\pi M_s = 10000$ G, $\alpha = 2.8 \times 10^{-13}$ cm$^2$, and $w_{eff} = 2.6$ $\mu$m. The wavevector cutoff from the antenna is shown as a gray region in the dispersion plot. The frequency ranges that are expected to be outside of the detection range are shown as gray regions in the micro-BLS spectra. The red arrow indicates the wavevector of the spin waves that are most efficiently excited. The FMR frequency using Eq. 2.5 is identified at 2.5 GHz.

The effective width $w_{eff}$. The determination of the demagnetization factors was discussed in Sec. 6.1.1. This yields an FMR frequency of 2.50 GHz, whereas the FMR frequency for an extended film with $H = 0$ tends towards zero. Hence the dynamic demagnetization contributions should be included in order to obtain reasonable agreement. Although the dispersion did take into account wavevectors that are quantized across the microstrip width, it did not take into account the dynamic demagnetization factors as Kittel’s equation did. This is likely why the range of frequencies is consistent with the dispersion relation but the magnitude of the frequencies does not agree as well. A more complete calculations of the dispersion relation that takes into account the microstrip geometry and internal magnetic field is needed but is beyond the scope of this study.

A comparison of the spin wave intensities in Fig. 6.5 and 6.7(a) provides evidence of spin wave excitations in the BV geometry. The ratio of the DE intensities for the most efficient
frequency is 2.7. The large difference in intensities is expected due to the nonreciprocity of the DE spin waves [130]. The BV mode intensities on the other hand shows reciprocal behavior for opposing wavevectors. The ratio of the top and bottom BV peaks intensities are 1.4 for $H = 330$ Oe and 1.6 for $H = 0$. These ratios are close to the expected value of unity for BV spin waves. The ratio of intensities of DE spin waves versus BV spin waves at their respective peak intensities is approximately 10. The low efficiency of BV spin waves versus DE spin waves can be a reason for the lack of experiments reported in the literature using such spin waves in confined microstrips.

The spatial decay profiles shown in Fig. 6.6 and 6.7(b) show unexpected differences between the top and bottom measurements. Collectively, the top profiles show an exponential-like decay while the bottom profiles are linear-like after 1 $\mu$m. There is no physical reason why the two should show different functional behavior if the sample is symmetric. The linear-like behavior is puzzling and more experiments are currently being done to investigate this phenomena in more detail. A possible cause would be asymmetries in the sample layout. The antenna leads are located near the bottom side of the microstrip, which can produced Oersted fields that may affect the decay in the microstrip. The exponential-like decay is expected and has been studied by Ref. [131], which provides a functional form of an exponential, which uses the decay length $\lambda$, among other parameters, as fitting parameters:

$$I_{BLS} \propto A \left[ \exp \left( ikx - \frac{x}{\lambda} \right) + \frac{1}{b} \exp(i\phi) \log \left( \frac{x}{x + a} \right) \right]^2 + T. \quad (6.7)$$

This functional form applies to continuous films and not microstrips for large wavevectors. Reference [131] also provides an analytical expression, which is given as

$$\lambda = \frac{\nu_g}{\alpha \gamma (H + 2\pi M_s)}. \quad (6.8)$$
Reference [114] provides a model for mode beating and interference but uses a simple exponential decay ($I_{BLS} \propto \exp(-x/\lambda)$) to fit for the $\lambda$. For completeness, Table 6.1 tabulates the decay lengths from fits and analytical expressions discussed in Ref. [114] and [131]. $\lambda_{fit,1}$ corresponds to the simple exponential used in Ref. [114]. $\lambda_{fit,2}$ and $\lambda_{calc}$ correspond to Eq. 6.7 and Eq. 6.8, respectively. Also included are the wavevectors and group velocities extracted from the dispersion relation. These decay length fits seem to be specific to their respective experiments rather than general. The exact reason for the discrepancies between the fits is unknown at this time and further investigation is required to determine the cause.

Table 6.1. Comparison of Decay Length in Permalloy Microstrips

<table>
<thead>
<tr>
<th>Config.</th>
<th>$f_p$ (GHz)</th>
<th>$k$ ($\mu$m$^{-1}$)</th>
<th>$v_g$ ($\mu$m/ns)</th>
<th>$\lambda_{fit,1}$ ($\mu$m)</th>
<th>$\lambda_{fit,2}$ ($\mu$m)</th>
<th>$\lambda_{calc}$ ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BV</td>
<td>6.1</td>
<td>0.94</td>
<td>2.46</td>
<td>0.76 ± 0.08</td>
<td>2.37 ± 0.82</td>
<td>3.21</td>
</tr>
<tr>
<td>DE</td>
<td>4.6</td>
<td>0.41</td>
<td>5.32</td>
<td>0.86 ± 0.06</td>
<td>3.69 ± 0.39</td>
<td>7.03</td>
</tr>
<tr>
<td>BV ($H = 0$)</td>
<td>2.9</td>
<td>1.58</td>
<td>3.61</td>
<td>0.80 ± 0.02</td>
<td>4.94 ± 0.35</td>
<td>4.99</td>
</tr>
</tbody>
</table>

6.3. Spin Waves in CoNi Multilayered Microstrips

Cobalt nickel (CoNi) multilayers are thin ferromagnetic films that are typically only a few nanometers thick. CoNi films have perpendicular magnetocrystalline anisotropy: there is a strong tendency for the magnetization to point perpendicular to the film surface. There have recently been a large increase in research on films with perpendicular anisotropy, including CoNi multilayers due to the advancement in spintronics. CoNi multilayers have high giant magnetoresistive properties, which makes them suitable for spin polarization devices [132–137].

Magnetostatic forward volume wave (MSFVW) spin waves in perpendicularly magnetized thin films are rarely studied using BLS because it is experimentally difficult to produce the large external magnetic field needed to overcome the in-plane shape anisotropy and
saturate the spins out-of-plane for most magnetic films [23]. With using CoNi multilayers, perpendicular anisotropy acts as an effective field perpendicular to the surface of the film and it has large remnant state after being saturated out-of-plane, thus only a small external magnetic field should be needed to achieve a state where MSFVW spin waves can propagate.

In this study, spin waves in CoNi multilayers are observed with micro-BLS. The measurements provided in this section are preliminary measurements in CoNi multilayers. These measurements show evidence that spin waves in perpendicularly magnetized thin films can be observed with the micro-BLS. The measurements also include in-plane external magnetic field experiments following Ref. [138]. The purpose of the in-plane external magnetic field is to tilt the magnetization in plane to allow for greater signal-to-noise and to observe possible domain wall oscillation.

6.3.1. Sample and micro-BLS Setup. The CoNi sample was fabricated in collaboration with the Kent group at New York University. Ferran Macià of the Kent group deposited the CoNi according to the mask design for microstrips that the author of this thesis provided to them. The CoNi was deposited onto a 3 inch silicon substrate with capping and base layers that formed a stacked composition of 3Ta|(0.2Co|0.6Ni)\times6|0.2Co|3Pt (thickness in nanometers). The microwave antennae that were used to excite spin waves were fabricated at the Colorado Nanofabrication Laboratory in Boulder, CO. The design of the mask and the photolithography procedure used to fabricate the microwave antennae can be found in Appendix A. For the study presented in this thesis, the CoNi microstrip was 5 \( \mu \text{m} \) wide and 200 \( \mu \text{m} \) long. The microwave antennae were made from approximately 200 nm thick thermally evaporated Au on a 10 nm thick Cr underlayer and was approximately 2 \( \mu \text{m} \) wide.

The measurements in this section were done using both out-of-plane and in-plane external magnetic fields. The out-of-plane magnetic field was provided by placing the sample
at three different distance above a permanent magnetic using Plexiglas spacers. The in-
plane magnetic field was provided by the same electromagnet that was used in the in-plane
measurements discussed in the previous sections.

6.3.2. Out-of-Plane Magnetic Field- and Frequency-Dependent micro-BLS
Measurements. Figure 6.10 shows frequency-dependent micro-BLS measurements con-
ducted at three out-of-plane external magnetic field values: $H = 1.33$, 1.66, and 2.10 kOe.
At each value of $H$, the pumping frequency was varied from 2 to 15 GHz in 250 MHz steps
and at a microwave power of 16 dBm from the generator. A total of 3000 BLS scans were
conducted at a distance away from the antenna of $x = 0.5 \mu m$.

The integration routine and background subtraction discussed in Sec. 6.2 were used to
extract the spin wave modes from the frequency measurements. Because the overall spin
wave signal in the CoNi microstrips were noticeably less than the spin wave signals shown
in Sec. 6.2, a baseline noise floor is identified. This noise floor is shown as a red dashed
horizontal line and is consistently around 180 counts for 3000 scans. This noise floor is
due to the fact that the integration routine sums up background counts within the specified
frequency range of 1.25 GHz centered on $f_p$.

The external magnetic field value of $H = 1.66$ kOe was chosen to further investigate
properties of the CoNi microstrip. This value of $H$ was chosen because the signal was large
compared to the noise floor and the spin wave peak showed a well-defined profile with the
frequency scan range. At this value of $H$, the spin wave peak was centered near 3.5 GHz.

Figure 6.11 shows a two-dimensional spatial scan that was conducted to observe the spin
wave profile away from the antenna. The scan was done at a fixed pumping frequency of 3.5
GHz and at a microwave power of 19 dBm from the generator. The spin wave signal emitted
Figure 6.10. Frequency-dependent micro-BLS measurements of a CoNi microstrip in a perpendicular external magnetic field of a) 1.33 kOe, b) 1.66 kOe, and c) 2.10 kOe. The horizontal red dashed line represents the noise from the integration routine, which is consistently around 180 counts. The frequency measurements were conducted at a fixed distance of $x = 0.5 \, \mu m$ and at the center of the microstrip $y = 0$.

From the antenna appears to not extend farther than 1 $\mu m$ away from the antenna excite for a signal that appears around 2 $\mu m$ away from the antenna at the center of the microstrip.

Figure 6.12 shows a pumping frequency-dependent scan near the edge of the sample. Although edge modes are not discussed in this thesis, the purpose of this scan was to see if there were a difference in spin wave frequencies near the edge compared to the center.
The measurements were conducted at a fixed position, $x = 0.5 \, \mu m$ and $y = 2.0 \, \mu m$. The frequency was varied from a range of 1.5 to 4.5 GHz in 100 MHz steps. The frequency profile near the edge compared to the center shows a slight increase in frequency that is around 200 MHz. Edge modes are expected to be lower in frequency [21].

6.3.3. In-plane Magnetic Field- and Frequency-Dependent micro-BLS Measurements. The next measurement was done following Ref. [138]. This reference discussed measuring continuous (unpatterned) CoNi films with a purely in-plane magnetic field. An in-plane magnetic field slowly tilted the magnetization from out-of-plane to in-plane as the magnetic field was increased. They reported both high and low frequency spin wave modes (Fig.4 of Ref. [138]). Figure 6.13 shows a complex frequency versus in-plane magnetic field micro-BLS spectrum. These measurements were conducted at a fixed distance of $x = 2.5 \, \mu m$ and $y = 0 \, \mu m$. The data show that there may be a low frequency spin wave signal at higher
Figure 6.12. Frequency-dependent micro-BLS measurements at the edge of the CoNi microstrip for $H = 1.66$ kOe. The position of the measurements were at $y = 2.0 \mu m$ and $x = 0.5 \mu m$. The frequency-dependent measurement at the center of the microstrip from Fig. 6.10(b) corresponding to the same magnetic field value is shown in the blue dashed line for comparison.

It is difficult to determine if there is a distinct spin wave signal in the high frequency measurements.

Figure 6.13. Complex frequency- and in-plane magnetic field-dependent micro-BLS measurements. The in-plane magnetic field was applied perpendicular to the long axis of the microstrip.
6.3.4. **Discussion on CoNi Microstrips.** The CoNi data presented in this chapter are preliminary measurements and open questions still remain regarding the origin of the observed signals. It was shown that micro-BLS can be used to measure a magnetic signal from CoNi films with perpendicular anisotropy in an out-of-plane external magnetic field. The in-plane magnetic field measurements were limited by the maximum strength of the external magnetic field (approximately 1.60 kOe). A larger magnet would be needed in order to observe the spin wave modes discussed in Ref. [138].

Figure 6.14 shows the dispersion relation using Eq. 2.9 for \( H = 1.33, 1.66, \) and \( 2.10 \) kOe. The determination of material parameters like \( \gamma / 2\pi = 2.93 \text{ MHz/Oe}, \) \( 4\pi M_s = 9362 \) G, \( H_k = 11114 \) Oe, and \( \alpha = 2.87 \times 10^{-13} \text{ cm}^2 \) can be found in Ref. [137]. \( H_k \) is a perpendicular anisotropy field that is taken as an additive term to \( H \) in the dispersion relation. The expected FMR frequency from the dispersion relation \((k = 0)\) agrees well with the FMR frequency presented in Ref. [137]. The measured frequencies shown in Fig. 6.10 are lower than that predicted by the calculated dispersion relation. The dispersions relations start around 9 Ghz for \( H = 1.33 \) kOe and the measured BLS frequency start lower than 3 GHz for the same external magnetic field value. It is unknown at this time as to why the dispersion relations do not agree with the observed micro-BLS frequency from Fig. 6.10. One possible reason is that the focused laser from the microscope objective may have heated the sample and destroyed some of the perpendicular anisotropy, which would change the expected frequencies considerably. It is also possible that the sample may not have been completely saturated and that domains may be present, which would lead to difference resonance frequencies.
Figure 6.14. MSFVW dispersion relations calculated using Eq. 2.9. The calculations were done with the following parameters for the CoNi thin film: $\gamma/2\pi = 2.93$ MHz/Oe, $4\pi M_s = 9362$ G, $H_k = 11114$ Oe, $\alpha = 2.87 \times 10^{-13}$ cm$^2$, $t = 2.8$ nm and $w = 5.0$ \(\mu\)m.

6.4. Conclusions

In summary, a series of spin wave measurements made using the recently developed micro-BLS have been presented. Spin waves in Permalloy microstrips that were directly excited by a microwave antenna were measured in the DE and BV configurations. The peak intensities of the frequencies were compared and the DE spin waves showed an expected larger asymmetry in excitation efficiency for opposite wavevectors than their BV counterparts. BV spin waves were also observed in Permalloy microstrips with zero applied external magnetic field providing evidence that spin waves can be directly excited in the BV configuration even in zero field. Preliminary measurements in CoNi showed that a magnetic signal was observed with both out-of-plane and in-plane external magnetic fields, however open questions remain regarding the origin of the detected signal.
7.1. Results

This thesis provided experimental measurements of spin waves in magnetic thin films using Brillouin light scattering (BLS). Spin wave dispersion relations were used to fit and compare spin wave frequencies obtained from the BLS measurements. In Chap. 4, the dispersion relations were used to fit the DE spin wave mode and PSSW modes to obtain the exchange parameter $\alpha$ for FeCo films. The fits resulted in $\alpha = 1.53 \pm 0.04 \times 10^{-13}$ cm$^2$ and a Landé g-factor of $g = 2.07 \pm 0.02$. In Chap. 5, space- and time-resolved BLS were used to extract the spin wave group velocities for directly pumped magnons as well as those created through two nonlinear processes, three magnon splitting and confluence. The group velocities agreed well with the calculated group velocities from the dispersion relations. Analysis of the arrival times showed that the splitting magnons formed at a distance of $1.7 \pm 0.2$ mm away from the microwave antenna. In Chap. 6, the micro-BLS was used to measure spin waves in Permalloy and CoNi microstrips. The measurements in Permalloy microstrips experimentally showed that DE spin waves with opposite wavevectors have a larger asymmetry in peak spin wave intensities as compared to BV spin waves with opposite wavevectors. BV spin waves were also observed in zero external magnetic field. The CoNi measurements showed that a magnetic signal can be detected in films with perpendicular anisotropy using micro-BLS, however further studies will be needed to determine if the signal is that of a forward volume propagating spin wave. In summary, BLS is a useful tool for studying linear and nonlinear spin waves in continuous and patterned thin films.
7.2. Future Work

Currently, there are two experiments that warrant further investigation: spin waves in Permalloy and CoNi microstrips. There is some indication of nonlinear effects in the Permalloy data. Therefore, it would be useful to repeat the measurements at a low microwave power where nonlinear effects are minimal. The experiments presented in this thesis used an external magnetic field that was in a single direction. Switching the direction of the external magnetic field will directly check the asymmetry of the spin wave wavevectors in the microstrips. This also may give insight into the odd spatial decay behavior that was observed. High microwave power measurements could also to be repeated to obtain two-dimensional spatial scans with the micro-BLS. With the high microwave power, nonlinear spin waves can be mapped spatially, which may show interesting propagation behavior.

The work on CoNi microstrips were preliminary measurements that showed that a signal was detected in films with perpendicular anisotropy. The the out-of-plane external magnetic field measurements were done by placing spacers between a permanent magnet to change the magnetic field value. This technique was adequate for observing a signal but for a detailed external magnetic field treatment it is insufficient. Colton Fluhling has designed an apparatus using a permanent magnetic on a translation stage that can be varied in a more controlled manner. This apparatus will allow for out-of-plane external magnetic field-dependent micro-BLS measurements with a maximum magnetic field of a few thousand Oersteds.

Measurements were also done with an in-plane external magnetic field, however, the maximum field that could be applied was approximately 1.6 kOe, which may not have been sufficient to saturate the sample in-plane. Producing higher magnetic field values will require redesigning the current electromagnet. Higher magnetic field values would allow one
to determine whether the magnetic signal that was detected is from domain wall oscillations or from spin wave propagation.

The Permalloy and CoNi microstrips were presented as preliminary work for a proposed spin wave interference project. This project involved spin waves propagating down microstrips and interfering at a right angle intersection. In the Permalloy microstrips, the interference of DE and BV spin waves may provide interesting results based on the interaction between two different types spin wave modes. In the CoNi microstrips, two magnetostatic forward volume spin waves would interfere, which has not yet been observed.

7.3. Micro-BLS Technique

The micro-BLS is a relatively new technique that can be used to effectively measure localized spin dynamics in microstructures. Its current limitation, compared to conventional BLS, is that the angle of the incident light is fixed by the microscope objective. This limits the micro-BLS because it collects light from all angle of incidence that vary from $0 \leq \phi \leq 48.6^\circ$. This limitation does not allow the micro-BLS to observe a single spin wave wavevector. Singling out a spin wave wavevector provides a means to directly identify the spin wave mode that is excited. A possible improvement that would allow for singling out a spin wave wavevector would be to restrict the angles of the scattered light that are to the TFP with a mask. This setup would be analogous to the conventional backscattering configuration. One would have to weigh the value of additional information obtained against the reduction in the signal-to-noise due to reduced intensity of the incident light.
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APPENDIX A

OPTICAL MASK DESIGN AND LITHOGRAPHY PROCESS FOR MICRO-BLS MICROSTRIPS

This appendix reviews the mask design and the optical lithography process used to grow the microwave antennae discussed in Chap. 6. The design of the mask was chosen such that it was compatible with the micro-BLS apparatus and the spin wave physics that were of interest. The lithography process, which has proven successful for growing microstrip, is outlined in the following sections.

A.1. COPLANAR WAVEGUIDE ANTENNA AND OPTICAL MASK DESIGN

Figure A.1 shows a 1×1 cm² sample that has six ground-signal-ground (GSG) antenna structures. This sample size was optimal for the sample holder used in the micro-BLS. Each GSG antenna is designed to overlay two magnetic microstrips. The larger ends of the GSG antenna were chosen to be compatible with the dimensions of the picoprobes that are used to connect the antennae to the microwave signal generator. The picoprobes were a custom design from GGB Industries with a flat extended probe that will fit under the microscope objective used in the micro-BLS setup. The probes have a separation between the ground and signal probes of 400 µm.

The optical mask was printed on 4×4 in² soda lime glass by laser writer. The mask was printed so that the structure of the waveguides were transparent on an otherwise chromium-coated mask. The lithography process was done with two masks. One mask was made with the red shaded areas in Fig. A.1 and another was made by our collaborators with the green shaded area. The green shaded areas represents the magnetic materials. Once the magnetic
Figure A.1. Antenna design for micro-BLS microstrip spin wave measurements. Colored in red are the antenna structures and areas that were deposited in gold. The green areas were deposited with the magnetic materials. All dimensions are in units of micrometers.

materials were deposited, the lithography process described in the proceeding section was used to deposit the antenna structures on top of the magnetic materials.
A.2. Lithography and Liftoff Processes

The lithography and liftoff processes outlined below are steps that were used at the Colorado Nanofabrication Laboratory (CNL). The lithography for the CoNi samples was done in collaboration with Martin Asmat-Uceda. The process was done following a recipe that was provided at the CNL for the AZ P4210 resist, which is a positive photoresist.

Steps for developing and exposing using a positive photoresist:

1. Clean substrate with acetone, isopropyl alcohol, and then water.

2. Blow dry with nitrogen gas.

3. Remove moisture by baking on a hotplate set to 110 °C for 120 seconds.

4. Spin coat adhesive layer (HDMS) at 6000 rpm for 30 seconds (HDMS is an adhesive layer to help the photoresist stick and is not a completely necessary step).

5. Spin coat photoresist (AZ P4210) at 6000 rpm for 30 seconds. This angular velocity should yield a photoresist thickness of 1.8 µm.

6. Cure the photoresist by baking on a hotplate set to 100 °C for 90 seconds. Note that the baking temperature can affect the development time.

7. Using the mask aligner, expose the photoresist-coated substrate for 15 seconds.

8. Develop the exposed substrate in a solution of 1 part developer (AZ400K) and 3 parts water for 60 seconds.

9. Rinse the developed substrate in a deionized water bath for over 60 seconds.
(10) Rinse the substrate again in a second, clean, deionized water bath for at least 60 seconds.

(11) Blow dry with nitrogen gas.

(12) Examine the developed substrate under a microscope.

(13) If substrate is overdeveloped, underdeveloped, overexposed, underexposed, or a combination of these, adjust exposure time or developing time and repeat all steps.

Once the photoresist has been developed, the next step is to deposit the materials. To achieve good adhesion of the material, the substrate must be very clean and very dry. It is imperative to confirm proper development before deposition. Once the deposition process has began, there is no going back. Deposition methods include, but are not limited to, thermal evaporation, electron beam evaporation, or sputtering. The exact method will depend on the material. The material of interest for the structures discussed in Chap. 6 is gold and the deposition method was thermal evaporation. Since gold does not adhere well, an adhesion layer of approximately 10 nm of chromium was first deposited. The gold was for the material that made up the microwave antennae which are shown in red in Fig. A.1. The CoNi structures discussed in Chap. 6, shown as green in Fig. A.1, were grown at New York University by Ferran Macià. The liftoff process outlined below proved successful in removing gold from the substrate that was not exposed. Note that the smallest dimension of each microwave antenna was 2 µm.

Steps for liftoff using acetone:

(1) Place the substrate with the newly deposited film in an acetone bath with structures facing upwards.
(2) Cover the container and check it periodically. Be sure to top it up with additional acetone to prevent the substrate from completely drying.

(3) Let it sit for a few hours (large flakes will start to lift off of the substrate).

(4) To aid the liftoff process, slight agitation or the use of a sonic bath may be necessary. If using slight agitation, make sure to go slowly and that the substrate does not move around in the container. Movement of the substrate can lead to breakage. If using a sonic bath, use a short burst of approximately 1 second. Longer burst can lead to vibrating off small structures.

(5) Let it sit for a few hours.

(6) Repeat 4 and 5 until the desired liftoff is achieved.

(7) Remove carefully, rinse, and dry.