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Messenger RNA (mRNA) plays a central role in carrying out the instructions encoded in a gene. A gene’s components may be combined in various ways to generate a diverse range of mRNA molecules, or transcripts, through a process called alternative splicing (AS). This allows each gene to produce different products under different conditions, such as different stages of development or in different tissues. Researchers can study the diverse set of transcripts a gene produces by sequencing its mRNA. The latest sequencing technology produces millions of short sequence reads (RNA-Seq) from mRNA transcripts, providing researchers with unprecedented opportunities to assess how genetic instructions change under different conditions. It is relatively inexpensive and easy to obtain these reads, but one limitation has been the lack of versatile methods to analyze the data.

Most methods attempt to predict complete mRNA transcripts from patterns of RNA-Seq reads ascribed to a particular gene, but the short length of these reads makes transcript prediction problematic. We present a method, called SpliceGrapherXT, that takes a different approach by predicting splice graphs that capture in a single structure all the ways in which a gene’s components may be assembled. Whereas other methods make predictions primarily from RNA-Seq evidence, SpliceGrapherXT uses gene annotations describing known transcripts to guide its predictions. We show that this approach allows SpliceGrapherXT to make predictions that encapsulate gene architectures more accurately than other state-of-the-art methods. This accuracy is crucial not only for updating gene annotations, but our splice graph predictions can contribute to more accurate transcript predictions as well. Finally we demonstrate that by using SpliceGrapherXT to assess AS on a genome-wide scale, we can gain new insights into the ways that specific genes and environmental conditions may impact an organism’s transcriptome. SpliceGrapherXT is available for download at http://splicegrapher.sourceforge.net.
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Chapter 1

Introduction

The central dogma of molecular biology states that DNA is transcribed into messenger RNA (mRNA), which is then translated into protein [36]. However, this model does not tell the whole story. Transcription produces a strand of precursor mRNA (pre-mRNA) that is then spliced to create the mature messenger RNA [20]. The pre-mRNA transcript consists of two components: exons that contain the protein-encoding message, and introns that occupy the regions between every pair of exons (Figure 1.1). The splicing process excises the introns from the pre-mRNA and concatenates the exons together to form the final mRNA transcript. Splicing does not occur in the same way under all conditions; for example, exons may be omitted, or introns retained in the final transcript, a phenomenon called alternative splicing (AS).

AS plays a critical role in cell activities that influence protein production, allowing an organism to produce a more diverse set of proteins than the number of genes might suggest; for example, the most recent ENSEMBL human genome database reports 20,442 protein-coding genes [56], yet human cells are estimated to produce over 100,000 different proteins [5]. Similarly, AS can help to explain vast phenotypic differences between organisms that have similar numbers of genes. For example, the nematode C. elegans has 19,735 protein-coding genes—nearly as many as humans—yet is simple enough that the developmental path of every somatic cell has been mapped out [203]. In addition, AS provides a means for regulating gene expression, allowing cells to respond rapidly to changing conditions. For example, a gene’s expression may be suppressed when AS yields transcripts that are degraded rather than translated into protein [104, 166, 28]. AS may shorten dramatically the protein-encoding sequence in a strand of mRNA, initiating a process known as nonsense-mediated decay (NMD). In this process, protein complexes rapidly degrade these shortened mRNA transcripts and prevent them from being translated into proteins. This pathway is important because if these shortened transcripts were translated they would produce truncated proteins that could have deleterious effects on a cell [28].

AS has also been implicated in a number of diseases such as various forms of cancer [226], spinal muscular atrophy [197], heart disease [252], dementia [7] and other diseases [212]. For example, Syk is a cell-signaling protein that suppresses the spread (metastasis) of cancer cells in humans. Researchers have
shown that an alternatively-spliced form of this protein found predominantly in breast tumors lacks an exon required for correct localization and hence fails to prevent metastasis [231]. As another example, the gene BRCA1 has a well-documented association with breast cancer in humans (see, e.g., [118, 159, 229]). A common mutation in BRCA1 creates a novel 3’ splice site that truncates the resulting protein, inhibiting its ability to suppress tumor growth [77]. Researchers have also shown that AS in the human gene APOE may be associated with neurodegeneration in Alzheimer’s disease [219]. Accurate gene models and good methods for assessing AS are therefore critical to understanding the underlying causes and progression of these and other diseases.

Several forms of AS are described in the literature (for example, see [93]), but these may be distilled into four canonical types: exon skipping, intron retention, alternative 5’ sites and alternative 3’ sites [151] (see Figure 1.2). By convention we depict transcripts, introns and exons from left to right: the left end is the 5’ or upstream end, while the right end the 3’ end or downstream end (Figure 1.1). Exon skipping, the most common form of AS in mammals, occurs when an exon appears in some transcripts but is removed
Figure 1.3: Example of the information depicted in a gene model for a gene from *A. thaliana*. This gene has six known transcripts, each of which represents a different combination of possible exons. The blue shaded regions represent regions that encode proteins, while the green and pink shaded regions represent non-coding regions.

Intron retention is the most common form of AS in plants [166], and occurs when an intron is excised from some transcripts but retained in others. Alternative 5’ and alternative 3’ events occur when an intron is excised at two or more locations on its 5’ end or its 3’ end. Note that the terms “alternative 5’” and “alternative 3’” are applied relative to the intron involved in an event. When we refer to the corresponding exons, we use the terms *alternative donor* or *alternative acceptor* sites, where a *donor* site is the splice site at an exon’s 3’ end, and an *acceptor* site is the splice site at its 5’ end.

The most accurate information on the transcripts that may arise from a gene are stored in databases of gene annotations known as *gene models* [89] (Figure 1.3). These databases include information about the locations of genes within a chromosome, the locations of each gene’s exons, the transcripts in which they participate, and the coding regions associated with different transcripts [89, 47, 206]. Gene models are validated by curators who monitor the literature for annotations that capture a gene’s important features [206]. The best evidence for updating gene models comes from biological “wet lab” assays that can determine the transcripts present in a sample. However, these methods are relatively slow and expensive, so automated annotation methods are used to predict the genes and transcripts to target in these assays [55, 218, 99]. For example, when the *A. thaliana* annotations were upgraded from version 9 to version 10 (TAIR9 to TAIR10), they included predictions from [55] that were confirmed using wet-lab assays.

Most research into AS relies on transcriptome sequencing as well as accurate gene annotations to capture the distinct exons and transcripts that are expressed. Sequencing technology has evolved rapidly in recent years, with each generation of sequencing tools producing larger volumes of data at ever-increasing speeds and at lower cost. The growing volume of new data, combined with decades’ worth of legacy data, provide
an unprecedented opportunity to probe the transcriptome (the set of all possible transcripts) of many species. Thus there is an increasing demand for tools that can process large data sets to predict the possible exons and transcripts in a genome.

A key goal in transcriptome analysis is to predict exons or transcripts on a genome-wide basis. Genome-wide transcriptome studies make it possible to assess, for example, changes in transcription that may occur between different tissue types [144, 134, 204, 237, 157], across different stages of development [161, 64, 218, 248, 155], or between different organisms [242, 184, 31, 172]. The latest “next-generation” sequencing data known as RNA-Seq generates millions of sequences, or reads, that can provide evidence even for weakly-expressed transcripts, making it possible to discover prodigious numbers of novel transcripts and AS events. However, the relatively short length of RNA-Seq reads introduces challenges both for sequence alignment and for interpreting evidence for novel events. For example, RNA-Seq evidence for AS in one part of a gene may be impossible to reconcile with AS in another location. This can make it infeasible to reconstruct complete transcripts, but may allow us to predict the exons involved.

Transcriptome prediction problems tend to fall into one of three categories based on the amount of evidence available for predictions: de novo transcriptome assembly, reference-guided gene annotation, and gene annotation updating. In de novo transcriptome assembly, the goal is to assemble transcriptomes using only RNA-Seq data. Solutions to this problem are best suited to organisms without genome sequences or whose genomic sequences are in early development. Example approaches include the Trinity suite [63] and trans-ABySS [174]. In reference-guided annotation the goal is to predict transcripts using RNA-Seq data aligned to a reference genome. This problem arises when researchers wish to conduct transcriptome analysis in the absence of gene models. A typical approach is first to align RNA-Seq reads to the reference genome and then predict the transcripts present in the data; Scripture [68] and Cufflinks [218] are two methods that can make predictions based solely on these two kinds of evidence. Finally there is the challenge of updating gene annotations using RNA-Seq, a reference genome and curated gene models. Tools such as Cufflinks, IsoLasso [113] and IsoLasso/CEM [114] can predict novel transcripts based on these forms of evidence. Because they can use more evidence than the other approaches, these solutions have greater potential for making accurate predictions; however, the current state of the art falls well short of its potential. It is this last problem we address in our work.

In this thesis we describe three related approaches designed to update gene annotations by predicting the exons recapitulated in sequencing data. The first approach, called SpliceGrapherXT, uses evidence from the
latest “next-generation” sequencing data known as RNA-Seq to predict splice graphs that capture in a single structure all the ways in which exons in a given gene may be assembled. In these graphs, exons are depicted as nodes and introns are the edges that connect them, thus facilitating analysis and allowing researchers to visualize a gene’s architecture easily. SpliceGrapherXT achieves high precision by predicting novel exons only when the evidence for them is unambiguous, leaving exons with ambiguous boundaries unresolved. Our second approach uses a realignment procedure to identify paths through splice graphs that are supported by RNA-Seq data, allowing us to resolve up to 50% of the exons. Our third approach demonstrates how we can use SpliceGrapherXT’s splice graph predictions in conjunction with other methods to generate transcript predictions that are more accurate than those of competing methods.

Throughout this thesis we show that our approaches yield predictions for splice graphs and transcripts that are substantially more accurate than other state-of-the-art methods. Ultimately, however, we are interested to know how our methods may contribute to biological research. Thus we finish with overviews of three projects where SpliceGrapherXT has been used to gain insights into biological processes: changes in AS that occur during plant embryonic development; changes in AS caused by “knocking out” an important splicing regulatory gene, and early insights into the unusual behavior of mRNA chimeras. This work has resulted in a number of publications that describe the methods involved [179, 169, 177], along with the biological insights generated using these tools [99, 172, 58, 4].
Chapter 2

Background

We described briefly the concepts of splicing and alternative splicing in Chapter 1, but to understand the processes that SpliceGrapherXT and other tools try to predict, it is helpful to know more about the molecular interactions involved. Splicing is a complex process that excises an intron and splices together its flanking exons (Figure 1.1). Each time splicing occurs, protein complexes that form the spliceosome bind to locations close to the 5’ and 3’ sites at either end of an intron. The spliceosome consists of five small nuclear ribonucleoprotein molecules (snRNPs), identified as U1, U2, U4, U5 and U6, that are assembled in several stages [235]: First, the U1 snRNP binds near the 5’ site (Figure 2.1, panel I). Next, the U2 snRNP binds near the 5’ site and folds the intron onto itself, binding at a second intronic location called the branch point. The remaining snRNPs, U4, U5 and U6, join the complex and trigger the splicing process (Figure 2.1, panel II). First the intron is cleaved at its 5’ site and the 5’ site is joined to the branch site to form a structure called a lariat (Figure 2.1, panel III). Next, the intron is cleaved at its 3’ site (usually characterized by an AG dimer), the two flanking exons are ligated (spliced) together, and the spliceosome dissociates from the merged exons (Figure 2.1, panel IV).

In addition to the five principal snRNPs, at least 300 additional proteins participate in the process, though their exact functions and number remain to be determined (see, e.g., [150]). Many of these proteins, notably the serine/arginine (SR) family and heterogeneous nuclear ribonucleoproteins (hnRNPs), regulate alternative splicing by enhancing or suppressing splicing (for reviews, see [165, 166, 30, 124, 93, 168, 172, 176]). These proteins may operate, for example, by assisting or preventing spliceosomal snRNPs from binding to pre-mRNA [145, 185, 223] or by competing with other splicing factors [251, 26]. Predicting the transcripts that may occur for a given gene is thus a challenging problem with enormous potential for generating new insights.

Most approaches attempt to predict the complete mRNA transcripts that may arise from a gene, while SpliceGrapherXT instead predicts splice graphs (see Figure 2.6). Both of these approaches depend on mapping query sequences to a reference genome, in effect, reverse-engineering the splicing process. Query sequences may be produced directly, by sequencing mRNA samples, or they may be inferred by recording
Figure 2.1: A simplified view of the splicing process. (I) This pre-mRNA transcript consists of two exons, A and B, and an intron depicted as a dark line between them. Spliceosome assembly begins when the U1 snRNP (blue) binds near the GT 5’ site. (II) snRNP U2 is added to the complex, folding the intron onto itself. The remaining U4, U5, and U6 snRNPs then join the complex. (III) The intron is cleaved at its 5’ site which forms a lariat structure by binding at the branch site. (IV) Finally the intron is cleaved at its 3’ site, the exons are spliced together, and the snRNP complex dissociates.

where mRNA fragments bind to probes on microarray slides. The data provided by different technologies fall roughly into three categories: conventional sequences, such as expressed sequence tags (ESTs) or full-length cDNA (fl-cDNA); “next-generation” sequencing (NGS) reads, and microarray probe intensities. In the interest of completeness this list includes microarrays, but they have limitations that make the data unreliable for transcriptome prediction (for details, see [143, 71, 169]), thus microarray data are not included in this thesis.

ESTs and fl-cDNA are produced using conventional sequencing methods that are based on the Sanger chain-termination method originally developed in 1977 [188]. fl-cDNA represent the full length of an mRNA transcript, while ESTs can be smaller than a single exon. By convention we refer to these sequences collectively as ESTs. EST sequences for mRNA are mapped to a genome using sequence alignment algorithms that are designed for these conventional sequences. NGS reads tend to be shorter than ESTs, but are far more plentiful: in January 2011, GenBank reported a total of nearly 67 million EST records for all species [189], while a single NGS run can sequence up to 600 billion bases, generating up to 4 billion 150-nt reads [133]. As with ESTs, NGS sequences for mRNA (RNA-Seq) are mapped to a genome using sequence alignment, though the algorithms are designed specifically to handle the shorter RNA-Seq reads.

2.1 RNA-Seq Data

The sequences produced by NGS methods have characteristics that complicate the task of identifying the mRNA transcripts represented in a sample. An RNA-Seq read may shorter than a typical exon, making
Figure 2.2: This figure generated by SpliceGrapherXT depicts read coverage for an *A. thaliana* gene in two ways. The top panel shows splice junctions that were recapitulated in the RNA-Seq data with labels showing the number of reads that aligned across each junction and novel splice junctions highlighted in green. The bottom panel shows the distribution of reads across the gene. Here the read depths range from 1 to over 300, demonstrating that read coverage can be highly variable even within a single exon region (vertical shaded bars). This variability can make it difficult to distinguish between weakly-expressed splice forms and background noise.

It is difficult to identify a unique origin within a reference sequence. In addition, NGS base-call error rates tend to increase with read length, raising the chance of a mismatch when aligning a read to a reference sequence [195]. These ambiguities are exacerbated by the presence of paralogous genes that can give rise to reads that align well in multiple locations (called multireads). Much of the work on analyzing NGS reads has focused on aligning reads within exonic regions, and many methods exist for the problem of aligning reads without gaps, such as MAQ [109], BWA [107] and BowTie [102].

Accurate splice junction identification is crucial for making accurate transcript predictions, but the short length of RNA-Seq reads makes spliced alignment especially challenging. A splice junction may occur anywhere within a read, so the read may have just a few bases on one side of a junction. A common strategy is to split a read into smaller parts, implicitly confining the splice junction to just one piece (Figure 2.3). If one of the parts aligns to a unique location in the genome, these algorithms then try to align the remaining parts in the same vicinity, applying heuristics that dictate acceptable intron lengths or splice-site dimers [216, 10, 127]. A common heuristic, shown in Figure 2.3, is to seek locations that infer an intron bounded by *GT* and *AG* dimers. However, we demonstrated recently that algorithms that rely on these heuristics may predict spurious junctions [179]. Instead of heuristics, MapSplice [230] predicts junctions by using statistical measures to assess the quality of read alignments across each junction. SpliceGrapherXT [179, 177] and PALMapper [83] predict splice sites using sophisticated models that can recognize complex signals in the mRNA sequence surrounding splice sites. The splice junctions these tools predict can be used to
Figure 2.3: Depiction of a common approach to spliced alignments. Here an RNA-Seq read is split into two parts. (A) First, one part aligns completely to a location in the reference genome. (B) Next a “best” location is found for the second part. Normally this close to the location where the first part aligned, as determined by a predetermined range of acceptable intron lengths. (C) Finally, the sequences in the two parts are shifted until the two parts abut legitimate splice sites. In this case, GT and AG dimers are used to identify legitimate splice sites. 

reconstruct the transcripts represented in the original sample.

2.2 Transcriptome Analysis Using RNA-Seq

Transcriptome analysis allows us to gain insights into a variety of genomic processes such as the discovery of novel AS events [144, 153, 55, 179] or the expression levels of transcripts for a particular RNA-Seq data set [113, 68, 148, 54, 111, 140]. Given this ability to make predictions on a genome-wide scale, we can also compare AS or transcript expression between different species [242, 184, 31]; different variants of a species [62, 182, 84, 149]; different cell types [144, 134, 204, 237, 157], or different stages of development [64, 218, 248, 155] (see also Chapter 7). NGS has radically changed the way researchers study the transcriptomes of model organisms. NGS tends to be cheap, fast and more sensitive to rare splice forms than microarrays or ESTs [232]. To investigate a transcriptome, researchers apply NGS to mRNA samples, generating datasets that consist of millions of RNA-Seq reads. In a typical study, researchers align RNA-Seq reads to a reference genome to determine the genes and splice forms represented in a sample (see, e.g., [144, 153, 55]). Read coverage (the distribution of reads that align within a region of interest) then provides evidence for exons and splice junctions recapitulated in the RNA-Seq data (see Figure 2.2).

The first studies that predicted transcripts from RNA-Seq data were performed mainly in mammals and focused on detection of exon skipping, the most common form of AS in mammals [144, 153, 204, 228, 209].
Reads that align across splice junctions provide evidence for junctions in a data set, so these methods focused on finding evidence for novel combinations of known exons. This approach has been effective for detecting novel exon-skipping events [204, 228], but it is inadequate for detecting other forms of AS. Comprehensive transcript or exon prediction tools should be able to infer exons involved in any kind of AS and should predict novel splice sites accurately.

Programs that predict mRNA transcripts from NGS data usually are designed to predict complete mRNA transcripts using RNA-Seq data and a reference genome as evidence. These methods first align reads to a genome and then assemble transcripts using the alignments as evidence. Cufflinks [216], Scripture [68], SLIDE [111], NSMAP [239] and TAU [160] were designed to predict transcript expression levels by first predicting mRNA transcripts and then using RNA-Seq coverage to estimate their expression. IsoLasso [113] and IsoLasso/CEM [114] use an alternative approach that attempts to predict transcripts and expression levels simultaneously. Cufflinks, the most popular of these tools, has been used to predict novel transcripts in studies of various species including mammals [216, 215, 122], plants [142, 117] and insects [64, 27, 8]. TAU [160] was designed and validated using the model plant *A. thaliana*, and it predicted an assortment of non-canonical splice junctions associated with splice forms that were later validated via RT-PCR [55]. However, experiments have shown that Cufflinks and TAU predictions suffer poor precision because they use evidence from false-positive splice junctions [179, 177]. Spurious exon predictions can also hurt transcript prediction accuracy as we discuss in Chapter 6.

In the absence of a reference genome, *de novo* transcriptome assembly packages such as ABySS [196] and Trinity [63] can use NGS reads to construct a coherent model for each gene. These methods construct de Bruijn graphs from overlapping k-mers and then trace paths through the graphs to predict genomic or transcript sequences. ABySS [196] has been used to predict alternative splicing patterns such as exon skipping, intron retention and alternative 5’ splice sites [19]. The Trinity suite [63, 1] assembles reads into unique contigs that it then uses to predict alternatively spliced transcripts. These are merged into splice graphs that encompass all splice forms for a gene. By tracing all paths through a graph it is able to report the splice forms detected in the RNA-Seq data.

For organisms that are sparsely annotated, it may be appropriate to use a reference-guided method that requires only RNA-Seq alignments to a reference genome to make its predictions. However, these alignments alone may not be sufficient to resolve splice forms unambiguously because different transcripts from the same gene may have large proportions of their sequences in common, making it difficult to determine
from which transcript a read originated [101]. Thus reference-guided methods are sub-optimal for organisms with sufficiently well annotated genomes, because additional information from gene models is likely to make predictions more accurate.

Accordingly, Cufflinks was enhanced recently to incorporate gene models into its transcript predictions [173]. To account for annotated transcripts, it simulates “faux reads” from gene models to ensure that known transcripts will be represented in the data. However, this potentially introduces errors as the transcript prediction method must reassemble the faux reads correctly in the presence of real reads that can introduce considerable noise. SpliceGrapher was designed to use annotated gene models to establish a context for interpreting evidence from EST or RNA-Seq alignments, and to predict novel AS events only when the evidence for them is strong [179]. Our experiments showed that this conservative approach predicts fewer novel AS events than tools that predict full mRNA transcripts, but makes predictions with much higher precision. It is worth noting that even mature gene models may contain errors, so a tool that relies on them may predict novel transcripts when RNA-Seq alignments conflict with the annotations. However, curated gene models are the closest thing to a “gold standard” for transcriptomes and they should continue to improve as more data become available.

In this thesis we focus on methods that can update gene annotations automatically using a reference genome, extant gene annotations and RNA-Seq data. Because they use more information than de novo transcript assembly or reference-guided methods, we expect these methods to provide the highest accuracy possible in predicting novel exons or transcripts. The state-of-the-art algorithms in this domain are: Cufflinks [218], SLIDE [111], IsoLasso [113] IsoLasso/CEM [114], and iReckon [140]. Below we describe each of these methods in detail.

2.2.1 Cufflinks

Cufflinks focuses on precision in identifying isoforms by using a parsimony strategy that attempts to identify a minimum set of isoforms that explain all the reads in a data set [218]. To identify a minimal set of isoforms, Cufflinks builds an overlap graph of compatible reads where compatibility depends on spliced reads (Figure 2.4): if part of a read overlaps an intron inferred by another (spliced) read, then the two reads are incompatible. For each overlap graph, Cufflinks finds a minimum path cover to infer a set of paths that represent isoforms. To incorporate gene models into a prediction, Cufflinks uses gene models to generate “faux-read” alignments that cover each of the splice forms in the gene models [173]. It then includes these
Figure 2.4: Cufflinks builds an overlap graph based on the way reads align within a region. Dark gray bars represent ungapped read alignments and colored bars connected with dashed lines represent spliced alignments. Here the reads in group 1 are incompatible with the reads in group 2 because part or all of each read in group 1 falls within the splice junction in group 2. The remaining read alignments are compatible with either group. In this case the overlap graph predicts the two paths illustrated in the splice graph at the top of the figure.

faux alignments together with real Tophat alignments to predict a set of isoforms. Cufflinks uses these isoforms in a second phase to predict transcript expression levels.

Trapnell et al. used Cufflinks to study transcriptional changes in mouse myoblast cell lines [218]. In part, they identified 70 genes in which the prevalent splice forms changed as cells transitioned from myocyte production to myotube fusion. In another study, Twine et al. used Cufflinks to find statistically significant differences in the expression of alternative splice forms between normal and diseased brain cells that yielded insights into the progression of Alzheimer’s disease [219].

2.2.2 SLIDE

Figure 2.5: SLIDE uses \textit{sub-exons} to model overlapping alternative exons in a gene. Reads that map to a sub-exon provide evidence for all of the transcripts in which it participates. Here, the transcripts \textit{A} – \textit{D} are split into sub-exons \textit{E}_1-\textit{E}_5. \textit{E}_2, \textit{E}_3 and \textit{E}_4 are used only in a few cases, while the remaining sub-exons appear in all transcripts.

An alternative method called “sparse linear modeling of RNA-Seq data for isoform discovery and
abundance estimation” (SLIDE) uses two forms of linear regression to discover mRNA isoforms and estimate their expression [111]. SLIDE models the relationship between RNA-Seq reads and transcripts as a probability of observing the reads in a data set, given a combination of transcripts. Transcripts are defined as sequences of distinct sub-exons identified from the overlapping regions of alternative exons in a gene (Figure 2.5). For a gene with \( n \) exons, the SLIDE method considers all \( 2^n - 1 \) possible combinations when detecting the isoforms present in a data set.

Because the number of possible isoforms is usually much larger than the number of sub-exons, the authors use the Lasso method [213] to achieve sparsity in the number of predicted isoforms. Lasso is a regularized regression method for cases in which the number of parameters to be estimated exceeds the number of observations and where most of the parameters are expected to be zeros. Given a set of \( N \) observations \((X_i, y_i), 1 \leq i \leq N\), where \( X_i = (x_{i1}, x_{i2}, \ldots, x_{iJ}) \) are \( J \)-dimensional independent variables and \( y_i \) are dependent variables, the Lasso estimate \( \hat{\beta} \) is given by:

\[
\hat{\beta} = \arg\min_{\beta} \sum_{i=1}^{N} (y_i - \sum_{j=1}^{J} \beta_j x_{ij})^2 + \lambda \sum_{j=1}^{J} |\beta_j|.
\]  

(2.1)

This formulation may be solved using quadratic programming if we assume \( \beta_j \geq 0 \) for all \( j \). Note that \( \lambda \) controls the number of parameters in the final solution. In SLIDE, the predicted set of isoform proportions \( \hat{p} \) is given by:

\[
\hat{p} = \arg\min_{p} \sum_{j=1}^{J} (b_j - \sum_{k=1}^{K} F_{jk} p_k)^2 + \lambda \sum_{k=1}^{K} \frac{|p_k|}{n_k}.
\]  

(2.2)

If there are \( J \) sub-exons and \( K \) possible isoforms for a particular gene, then \( b_j \) is the observed number of reads for sub-exon \( j \), \( p_k \) is the relative proportion of the \( k^{th} \) isoform, \( n_k \) is the number of sub-exons in the \( k^{th} \) isoform and \( F_{jk} \) is the conditional probability of observing reads in the \( j^{th} \) sub-exon given that the reads are from the \( k^{th} \) isoform. SLIDE was developed and tested with \( D. melanogaster \) but has never been used to perform AS analysis as part of any other studies. In addition, although it has been used as a baseline for comparison with other methods, its performance falls well below that of state-of-the-art methods [140, 17].

2.2.3 IsoLasso and IsoLasso/CEM

IsoLasso [113] and IsoLasso/CEM [114] are two related methods for simultaneously predicting transcripts and their abundances from RNA-Seq data. IsoLasso creates a large set of possible isoforms by enumerating over the possible combinations of segments (or sub-exons, see Figure 2.5) in a gene. It then uses the Lasso [213] method to minimize overall error while simultaneously minimizing the number of
expressed isoforms. Specifically, it minimizes the error between estimated and actual read coverage for each isoform, while constraining the number of isoforms:

\[
X^* = \arg\min_X \sum_{i=1}^{M} \frac{r_i}{l_i} - \sum_{j=1}^{N} a_{ji}x_j + \lambda \sum_{j=1}^{N} x_j, \quad \text{s.t. } x_j \geq 0, \quad 1 \leq j \leq N. \tag{2.3}
\]

Here, \(X^*\) is the optimum set of expression levels, where \(x_j\) is the expression level for the \(j^{th}\) isoform; \(r_i\) is the observed number of reads that mapped to segment \(i\), \(l_i\) is the length of segment \(i\) and \(a_{ji}\) is an indicator variable \((a_{ji} = 1\) if segment \(i\) is part of isoform \(j\) and 0 otherwise).

IsoLasso/CEM replaces the Lasso algorithm with a component elimination EM (CEM) algorithm that solves the same optimization problem while also accounting for potential biases in the data [114]. Section 2.2.5 outlines the biases that arise in RNA-Seq sequencing, including the non-uniform distribution of reads across transcripts and the influence of the underlying sequence [112]. To account for these different biases, IsoLasso/CEM uses a statistical model that leads to an expectation maximization (EM) solution in place of the quadratic programming solution used in IsoLasso. Briefly, reads are assigned to isoforms based on an initial estimate of each isoform’s abundance and the estimates are then recomputed based on the reads. The CEM aspect of this algorithm combats overfitting by using a probability model that favors solutions with a small number of highly expressed isoforms [114].

2.2.4 iReckon

Another method that simultaneously predicts transcripts and their expression from RNA-Seq data is iReckon [140]. This method progresses in three stages: first it identifies all possible isoforms from gene models and RNA-Seq alignments by constructing a splicing graph for each gene. Next it uses ungapped alignment to realign reads to the isoforms, using alignment scores and paired-end insert sizes to identify the best alignment for multireads. Finally it uses an EM algorithm that determines the isoforms present in the data and computes their abundances simultaneously. This version of EM iteratively estimates each isoform’s abundance based on the reads assigned to it, then reallocates reads to isoforms based on alignment scores and estimated expression levels. The method uses a regularization term to limit the number of isoforms in the final solution.

To model unprocessed pre-mRNA, iReckon first creates a pre-mRNA “transcript” for each gene using the entire gene sequence. The average read coverage across this transcript is then used as a baseline. iReckon compares the read coverage across each intron in the gene with the average expression level for
the pre-mRNA for that gene. When the coverage across an intron is significantly different from the pre-mRNA background distribution, it may be added as a retained intron. iReckon predicts only the most highly significant novel retained intron in any gene.

In this work we compare SpliceGrapherXT with three methods that represent different approaches to the transcript prediction problem: Cufflinks [218, 173], IsoLasso [113] and IsoLasso/CEM [114]. Cufflinks is the most popular of these tools, but Cufflinks and IsoLasso have both become standards for comparisons with algorithms that predict novel transcripts from RNA-Seq [113, 140, 236, 179, 132, 214, 80, 17]. All of these methods for updating existing gene annotations attempt to predict complete mRNA transcripts. Cufflinks first predicts a parsimonious set of transcripts and then predicts expression separately. IsoLasso and IsoLasso/CEM predict transcripts and their expression levels simultaneously, using read coverage to guide their predictions of which exons appear together in each transcript. These approaches are elegant, but they are also vulnerable to biases that arise in RNA-Seq data.

2.2.5 RNA-Seq Biases

Next-generation mRNA sequencing introduces biases that can influence the way RNA-Seq reads map to a genome [114, 42, 144, 111, 140]. These tend to fall into one of four categories: positional biases [42, 144, 114], sequence biases [112, 72, 114], mappability biases [193, 114] and unspliced pre-mRNA [140]. Positional biases occur when the distribution of reads across a transcript is non-uniform. For example, using primers that bind to the poly-A sequences characteristic of transcripts’ 3’ ends will lead to higher read coverage at those ends [144, 246]. Researchers have used positional biases to predict the strand of novel genes associated with a set of reads [246].

Sequence biases occur when the amount of read coverage is influenced by the underlying sequence. For example, Solexa sequencing tends to produce a higher proportion of reads for GC-rich regions [42]. These sequence biases may be particularly problematic for methods that attempt to predict transcript expression levels in the presence of AS. Mappability biases occur when reads fail to align to a genome due to sequencing errors or when they are discarded for aligning to multiple locations (multireads) [193, 144]. Mappability is an important consideration for methods that estimate expression levels from RNA-Seq. Some programs discard multireads rather than risk attributing them to the wrong gene or splice form [67, 54], while other approaches probabilistically allocate multireads to transcripts based on the relative expression levels of the associated genes [144, 32, 148, 106]. Compared with estimates that use only uniquely-aligned reads,
expression estimates that include multireads have been found to be more consistent with expression levels provided by other tools such as microarrays [144, 74].

Finally, samples of mRNA may include some unspliced pre-mRNA. The resulting sequences may map to intron regions, providing spurious evidence of intron retention. All of these forms of bias have important implications for algorithms that estimate transcript expression based on RNA-Seq or use transcript abundances to inform their transcript predictions [193]. Hence methods such as IsoLasso/CEM and iReckon use statistical models to address biases as they make their predictions. As described in Section 2.2.3, IsoLasso/CEM uses a quasi-multinomial statistical model to capture positional, sequence and mappability biases in its predictions [114]. iReckon specifically models unspliced pre-mRNA, sequencing bias and mappability bias as part of an EM approach to predicting transcripts and their abundances (see Section 2.2.4).

2.3 Predicting Transcripts vs. Splice Graphs

Methods for predicting the isoforms that arise from a gene usually attempt to predict complete mRNA transcripts (Figure 2.6). Full-length transcript prediction can provide complete information for updating an organism’s gene models. For example, many of the predictions given by TAU using the TAIR9 version of the *A. thaliana* genome were incorporated into the subsequent TAIR10 annotations [208]. In addition, programs that estimate gene or transcript expression levels must have complete transcripts for making predictions [217,
Shorter sequences will provide evidence for AS at specific locations within a gene, but it may be impossible to reconcile AS evidence at one locus with evidence at another locus.
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Figure 2.7: This example demonstrates that it may not be possible to ascribe RNA-Seq evidence to specific splice forms. Here, an intron retention event and an exon skipping event are represented in four distinct splice forms. Each splice form may be represented by a unique combination of exons and splice junctions, but it may not be possible to distinguish between the evidence from different combinations of splice forms.

To illustrate the difficulties in predicting full-length transcripts from RNA-Seq data, Figure 2.7 gives an example of a gene with two AS events (intron retention and exon skipping) that result in four splice forms. Here we assume that all four splice forms are present in a comprehensive data set. To predict transcripts, Cufflinks constructs a graph of gene features predicted from ungapped alignments (exons) and spliced alignments (introns). It then uses a minimum path cover algorithm to find a minimal set of paths through the graph that encompass all features. With our hypothetical data set, Cufflinks would select two of the splice forms that satisfy its minimum path cover algorithm, giving the false impression that only two splice forms could be represented in the data. In general this approach may make spurious predictions whenever two or more splice forms share the same elements.

For this reason, some methods focus instead on predicting splice graphs. Splice graph prediction is a fundamental problem in the analysis of RNA-Seq. It is a basis for downstream analysis and provides sufficient information for predicting AS. Sircah is an example of a package that can produce splice graphs from conventional EST or cDNA alignments [73]. We enhanced Sircah’s AS detection rules and extended the package to provide statistics and protein predictions for genome-wide studies of AS [99, 172], but it is inadequate for making predictions from RNA-Seq data. Consequently we designed SpliceGrapher [179] to integrate RNA-Seq data, annotated gene models and EST alignments to produce comprehensive splice graph predictions. It uses inference rules (Appendix A) to predict AS events that are compatible with all available evidence.
In this thesis we focus on predicting gene architectures using the latest RNA-Seq data, but there is a considerable amount of EST and fl-cDNA data available as well. These data provide valuable evidence for developing accurate splice-site models [250, 192, 128, 179] and for studying transcriptomes [99, 172, 179]. Early studies relied primarily on visual inspection of EST alignments to resolve AS events [70, 194], but methods such as the Transcription Assembly Program (TAP) [88], the Program to Assemble Spliced Alignments (PASA) [69] and Sircah [73] helped to automate transcript prediction from ESTs. Both Sircah [73, 53] and SpliceGrapher [179, 178] can use EST alignments to produce splice graphs. However, Sircah is limited to using EST alignments for its predictions, while SpliceGrapher can use both EST alignments and RNA-Seq data. Thus SpliceGrapher is well positioned to take advantage of sequencing technologies such as RNA-Seq that yield ever-increasing read lengths.

The original SpliceGrapher method achieves high precision in predicting novel AS events, but it may miss some predictions when evidence for multiple AS events occurs in the same region of a gene. Thus we designed SpliceGrapherXT, described in Chapter 3, that replaces SpliceGrapher’s AS inference rules with a comprehensive inference method for predicting novel exons. This new method provides much higher sensitivity to novel exons than the original method without sacrificing precision. In Chapter 5 we describe how we can improve sensitivity even further using a procedure for realigning RNA-Seq reads to a putative transcriptome generated from our splice graph predictions. Chapter 6 shows how these accurate splice graph predictions may be leveraged to make full transcript predictions more accurately than state-of-the-art methods. Finally, Chapter 7 describes several projects in which SpliceGrapherXT’s predictions have helped to gain insights into biological processes at the forefront of modern transcriptome research.
Chapter 3

Accurate Splice Graph Prediction with SpliceGrapherXT

In our early work on SpliceGrapher, we used separate inference rules to predict each of the four canonical AS types: exon skipping, intron retention, alternative 5’ sites and alternative 3’ sites (see Appendix A). These rules yield highly accurate predictions [179], but sensitivity is limited because in many cases the separate inference rules cannot disambiguate evidence for different kinds of AS that may occur in the same gene region. To increase SpliceGrapher’s sensitivity and to simplify its implementation, we developed a single, comprehensive inference method for predicting novel exons that covers all types of AS events at once. The new method provides dramatically improved sensitivity without sacrificing the accuracy we achieved with our original method.

3.1 The SpliceGrapherXT Pipeline

SpliceGrapherXT is designed to enhance existing gene models using RNA-Seq and EST data, in contrast with tools like Cufflinks [218, 173] or IsoLasso [113] that use existing annotations in a limited way. Relying on existing annotations as a baseline provides SpliceGrapherXT with a context in which to interpret RNA-Seq data. SpliceGrapherXT accepts as input a set of RNA-Seq alignments and annotated gene models, and predicts splice graphs and transcripts based on these data. SpliceGrapherXT’s splice graph prediction pipeline consists of the following steps for each gene (Figure 3.1):

1. Align RNA-Seq reads to a reference genome.

2. Filter spliced alignments using splice-site classifiers.

3. Build an initial splice graph from the gene model.

4. Identify clusters of reads that overlap the gene.

5. Use patterns of donor and acceptor sites to predict novel exons.

6. Use spliced alignments to connect exons in the graph.
Figure 3.1: The SpliceGrapherXT prediction pipeline. SpliceGrapherXT predicts splice graphs using gene models, EST alignments and RNA-Seq data. RNA-Seq alignments may be provided from any RNA-Seq alignment tool that produces SAM or BAM output, such as TopHat or MapSplice. This is followed by filtering using highly accurate splice-site classifiers. SpliceGrapherXT incorporates the gene models, EST alignments and RNA-Seq alignments to produce a comprehensive splice graph prediction.

7. Save information about ambiguous regions that cannot be resolved.

8. (Optional) Resolve ambiguous regions in the splice graph by realigning the reads to a putative transcriptome.

9. (Optional) Employ PSGInfer or IsoLasso to predict isoforms from the resulting splice graph.

Figure 3.2 provides an example of a splice graph that SpliceGrapherXT predicted for a gene in *A. thaliana*, along with the graph constructed from the original gene model, the splice junctions that were recapitulated in the RNA-Seq data, and the read depth along the genomic region. SpliceGrapherXT combined these different forms of evidence and predicted only those novel exons it could resolve unambiguously.

The key differences between SpliceGrapherXT and the original SpliceGrapher lie in the algorithm used to predict novel exons (step 5 in our pipeline above), a realignment procedure designed to resolve ambiguous regions in the splice graph (step 8, discussed in Chapter 5), and a method for using predicted splice graphs to predict novel transcripts (step 9, discussed in Chapter 6). The original SpliceGrapher inference rules are discussed in detail in Appendix A, while RNA-Seq alignment and filtering (step 2) are discussed in
Chapter 4. Here we describe each of the remaining steps in the pipeline, beginning with building initial splice graphs from gene models.

3.1.1 Splice Graph Initialization

Each of the data sources used by SpliceGrapherXT—genome annotations, EST alignments and RNA-Seq data—requires a distinct interpretation for splice graph construction. Gene models and EST alignments are treated in a similar fashion and are used to establish the context for interpreting the evidence from RNA-Seq data.

Gene models are usually provided in the Gene Transfer Format (GTF) or the General Feature Format (GFF3) and may be obtained from centralized web repositories such as NCBI [2], UCSC [222] or EMBL [50]. These files provide details on every known exon in a genome, including the chromosome where it is found; its start and end coordinates; its strand, and the transcripts that include it. SpliceGrapherXT creates an initial splice graph from the information found in a gene model file: it incorporates exons directly into a splice graph and infers an intron whenever the corresponding exons are adjacent in a transcript.
Figure 3.3: Example where evidence for novel exons is ambiguous and difficult to interpret. We simulated reads from the complete gene model, then provided a reduced model to Cufflinks and SpliceGrapherXT to make predictions. Cufflinks fails to make any novel predictions in this example. IsoLasso/CEM outperforms Cufflinks and IsoLasso, correctly predicting several novel exons, but an incomplete isoform. Distinct inference rules in the original SpliceGrapher method are able to resolve novel exons for an alternative 5’ event and an alternative 3’ event, but cannot make predictions for combinations of events. Using a single comprehensive inference rule, SpliceGrapherXT is able to resolve more of the novel exons recapitulated in the data and makes a more complete prediction than any other method.
ESTs are longer than RNA-Seq reads and thus provide more reliable transcriptional evidence. These sequences may be obtained from sites such as GenBank [146, 16] and are provided in the FASTA format [121]. Gapped alignment tools such as BLAT [92] or GMAP [238] align ESTs to a genomic reference sequence and store the alignments in Pattern Space Layout (PSL) files. Similarly to gene model files, PSL files provide details on the exons and introns inferred by each gapped EST alignment. SpliceGrapherXT converts this alignment information directly into splice graphs using the same procedures described above for gene models. See Appendix C for more details on the file formats.

3.1.2 Making Predictions from RNA-Seq Data

Figure 3.4: Depiction of the method SpliceGrapherXT uses to convert read coverage into read clusters. The top panel shows the novel read clusters inferred from the read coverage, while the bottom panel shows read coverage across a gene. Vertical shaded regions depict known exons. One region of contiguous coverage falls completely within the second intron (genomic position 4500), while two other coverage regions extend past known boundaries for the third and fourth exons. Each of these regions is converted into a read cluster (top panel) that may be used to make predictions.

To incorporate RNA-Seq data into a splice graph, SpliceGrapherXT loads read alignments in Sequence Alignment/Map (SAM) format [108] for all reads that map within the boundaries of some annotated gene. It then constructs putative exons from clusters of contiguous ungapped alignments (Figure 3.4) where the read depth remains above a minimum threshold (the default is 0). If a putative exon is contained within an existing exon, it is considered redundant and is discarded. SpliceGrapherXT resolves the remaining putative exons by applying a concise set of constraints on the splice junction evidence in the RNA-Seq data.

There are major differences between SpliceGrapherXT and the original SpliceGrapher in the algorithm used to predict novel exons (step 5 above). The original SpliceGrapher focused on predicting alternative splicing (AS) events and thus used separate inference rules for different kinds of AS. These isolated rules
are sometimes unable to resolve all the evidence for a gene, as shown in Figure 3.3. SpliceGrapherXT predicts novel exons using a cohesive set of constraints that derive from the following observation: when two or more acceptor sites appear upstream of two or more donor sites in the same cluster, the choice of exon boundaries is not well defined. We specify these criteria as two constraints imposed on the splice sites within any cluster of reads before we will predict an exon:

1. At most one donor site can be downstream of multiple acceptor sites.

2. At most one acceptor site can be upstream of multiple donor sites.

Each of these constraints must hold for SpliceGrapherXT to make a prediction.

The RNA-Seq spliced alignments that fall within a genomic region form a sequence of confirmed donor and acceptor sites. To apply the above criteria to these sequences, we use the symbols \( a \) and \( d \) to denote acceptors and donors, respectively, and convert sequences of confirmed splice sites within a read cluster into strings of \( a \)'s and \( d \)'s. For every such string, we express the constraints above as follows:

1. At most one \( a \) precedes one or more \( d \)'s, which may be expressed using a pattern of the form \( a^+d \).

2. At most one \( d \) follows one or more \( a \)'s, which may be expressed using the pattern \( ad^+ \).

![Predicted Exons](image)

Figure 3.5: Correspondence between regular expression rules for sequences of acceptor and donor sites within read clusters, and the exon predictions that follow. Scenario 1 predicts splice sites at the 3' end of a putative exon, while scenario 2 predicts splice sites at the 5' end. We combine these expressions to predict the four primary AS events.

We define a simple regular language to recognize strings that obey these constraints and thus use a regular expression to identify sequences of acceptor and donor sites that meet our requirements (see Figure 3.5). For those sequences accepted by the regular expression, predicting novel exons then becomes a simple matter of pairing every acceptor site with every donor site within the corresponding sequence of splice sites. The original implementation applies these constraints implicitly in the way it resolves putative exons [179].
Using a regular language allows us to make these constraints explicit and eliminates the need for having separate inference rules for each type of AS event.

### 3.1.3 Overview of the Prediction Algorithm

<table>
<thead>
<tr>
<th>Algorithm 1: SG_Predict(G, C, J, R)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Novel exons \( N \leftarrow \emptyset \)
Unresolved exons \( U \leftarrow \emptyset \)

for all regions \( r \in C \cup V \) do
  Create site string \( S \) from the donor and acceptor sites within \( r \)
  for all acceptors \( a \in r \) do
    for all donors \( d \in r \) downstream of \( a \) do
      Create exon \( e_{ad} \) with boundaries \([a, d]\)
      if \( e_{ad} \notin V \) then
        if \( R \) accepts \( S \) then
          \( N \leftarrow N \cup e_{ad} \)
        else
          \( U \leftarrow U \cup e_{ad} \)
        end if
      end if
    end for
  end for
for all \( e_{ad} \in N \) do
  add edges using junctions that end with \( a \) or start with \( d \)
end for
\( V \leftarrow V \cup N \)

The core of the SpliceGrapherXT method is the algorithm for updating splice graphs (Algorithm 1). Given an initial splice graph \( G \), a set of read clusters \( C \) that overlap the gene, a set of confirmed splice junctions \( J \) that overlap the gene, and a regular language \( R \) that accepts resolvable patterns of acceptor and donor sites, the algorithm adds novel exons to the graph and stores unresolved exons for later processing. The algorithm iterates over every exon in a graph, plus every cluster that is not contained within an exon. Within these regions it finds all acceptor and donor sites associated with splice junctions from the gene models and from the filtered RNA-Seq alignments. Using the relative positions of acceptor and donor sites,
it creates a splice site string. It then creates exons from pairs of acceptor and donor sites and adds those not in the graph as novel or unresolved exons, depending on whether the regular language $R$ accepts the splice site string. Finally the algorithm resolves the edges associated with novel exons and returns the updated graph along with any unresolved exons.

By running this procedure for every gene in an organism, SpliceGrapherXT can generate splice graph predictions for a complete genome-wide assessment of AS. The graphs can help to generate biologically-relevant insights by facilitating statistical analysis [99, 172], and by providing visualizations that are easy to interpret [73, 179].

3.2 Performance Evaluation

In this chapter we evaluate SpliceGrapherXT and other methods at the exon level. It is challenging to validate methods that predict novel exons because there is no “gold standard” for the exons in a genome. Even well-annotated gene models are likely to be missing exons and transcripts that simply have not yet been observed. Thus to evaluate prediction methods we use two similar approaches that we apply to simulated data and real data [140, 177, 9]: A subset of splice forms are removed (or “left out”) from a set of gene models, and the reduced models are provided to each method to make predictions. Predictions are then evaluated using the left-out set that we also call our test set. This approach is a more formal version of an experiment we reported in [179] in which we made predictions for A. thaliana using one version of the gene models (TAIR9) and compared those predictions with a more recent version of the gene models (TAIR10).

Simulating reads provides us with a suitable “gold standard” of splice forms and exons that are represented in a test set, allowing us to compute recall, precision and accuracy for each method. Real data poses more significant challenges: first, there may be many splice forms in real data that are unknown to the gene models. Second, real data is usually noisier than simulated data and may contain errors or biases related to the sequencing process [152, 86]. However, we can use a similar approach to the one we use for simulated data. Again we create a left-out set, provide reduced gene models to each prediction method, and then estimate precision and recall for their predictions relative to splice forms in the left-out set. Throughout this thesis we use these two approaches to compare SpliceGrapherXT with Cufflinks and IsoLasso.

In all of our experiments described in this chapter we run steps 1 through 7 in the SpliceGrapherXT pipeline described in Section 3.1. This includes a filtering step that helps to make SpliceGrapherXT more precise by removing novel splice junctions that may be spurious. However, it may also reduce
SpliceGrapherXT’s sensitivity if it removes false-negative junctions. The filtering step is described in detail in Chapter 4, where we also compare our results with and without filtering.

We ran our comparisons on two different species: human and the model plant *A. thaliana* that has a small, compact genome with short introns. Although both species have well-annotated gene models, *H. sapiens* has much more complex gene models with many more isoforms per gene: on average, 6.85 annotated splice forms per gene compared with 1.24 per gene for *A. thaliana*.

### 3.2.1 Methods for Comparison

We selected Cufflinks [218, 173], IsoLasso [113] and IsoLasso/CEM [114] as competitive methods for comparison in our experiments. Cufflinks and IsoLasso have become *de facto* standards for comparisons with algorithms that predict and quantify novel transcripts from RNA-Seq [113, 140, 236, 179, 132, 214, 80, 17]. In earlier work on *A. thaliana* we also compared SpliceGrapher with TAU [55], because it was developed for *A. thaliana* (in contrast to Cufflinks that was developed using mammalian genomes). However, TAU tends to produce a large number of potentially spurious predictions [179], so we no longer consider it a competitive comparison.

As described in Chapter 2, Cufflinks uses a parsimony strategy that attempts to identify a minimum set of isoforms that explain all the reads in a data set. When provided with gene models, Cufflinks combines Tophat alignments with faux-read alignments based on the gene models to predict a set of isoforms. IsoLasso and IsoLasso/CEM use methods that construct isoforms and estimate their abundances simultaneously [113, 114]. IsoLasso creates a large set of possible isoforms by enumerating over the possible combinations of exons inferred from read alignments or imported from gene models. It minimizes the sum of squared errors between estimated and actual read coverage for each isoform, while simultaneously constraining the number of isoforms. IsoLasso/CEM solves a similar optimization problem while also accounting for potential biases in the data [114]. These IsoLasso methods will accept gene models to augment the exons recapitulated in a data set, but we found that both methods make better predictions without gene models.

Both Cufflinks and IsoLasso have parameters that require tuning. Cufflinks uses a threshold on the predicted expression level to determine when to predict a transcript. The threshold is given as a fraction of the most abundant isoform for a gene, below which other isoforms will not be predicted. Set to 0, Cufflinks will predict any isoform with read coverage and should provide maximum sensitivity; we also found that when we set it to 10% (0.1), Cufflinks achieves a good balance between recall and precision. We refer to
these two settings as $Cufflinks_S$ (sensitive, threshold 0) and $Cufflinks_B$ (balanced, threshold 0.1). IsoLasso performance varies primarily with two parameters: a minimum expression value cutoff ($\text{minexp}$) similar to Cufflinks’ threshold, and a coverage fraction cutoff ($u$) that controls its sensitivity to multiple isoforms. After extensive testing on simulated data we achieved the best performance using $\text{minexp}=0.0034$ and $u=0.98$ for IsoLasso and $\text{minexp}=0.002$ and $u=0.78$ for IsoLasso/CEM.

### 3.2.2 Simulation experiments

In our simulation experiments we generate paired-end reads, align them to a reference genome using Tophat, and provide the alignments to each method to make its predictions. We use an organism’s complete set of gene models as the reference for generating the paired-end reads, then select a single representative transcript from every gene as input to the prediction methods. We then compare each method’s predictions with the set of left-out transcripts to assess performance. Preliminary experiments showed that providing SpliceGrapherXT and Cufflinks with multiple isoforms instead of a single isoform led to similar performance, so we chose to highlight these methods’ success in this somewhat more challenging task. As noted in Section 3.2.1, IsoLasso performed better without gene models.

![Diagram](image)

Figure 3.6: Experimental protocol for our simulation experiments. (A) We provide a complete set of gene models to the FluxSimulator to simulate RNA-Seq reads for each transcript. (B) Next we select a single representative transcript for the gene and provide it to the prediction methods as a baseline. (C) Each method then makes its predictions based on the representative transcript and the simulated reads.

In these experiments (Figure 3.6) we randomly select 1000 genes that produce multiple isoforms and use the FluxSimulator [66] to generate 1 million paired-end reads (500,000 pairs) from those genes. We then use each method’s pipeline to generate predictions. The SpliceGrapherXT pipeline uses Tophat [216] for RNA-Seq alignments and then filters the output. The Cufflinks and IsoLasso pipelines use Tophat for RNA-Seq alignments and make predictions from alignments without any filtering steps. We have compared
Tophat with MapSplice [230] and found that MapSplice yields higher sensitivity to novel splice junctions than Tophat. However, Cufflinks does not perform well with MapSplice output, as it relies on meta-data that Tophat includes in its alignments. In addition, we wanted to focus our comparisons on exon prediction methods without any possible bias due to the choice of alignment algorithms. Hence we selected Tophat for all alignments in our experiments.

The FluxSimulator provides a detailed simulation for each step in the RNA-Seq generation process [66]. It applies a modified version of Zipf’s Law [59] to randomly assign an expression level to each transcript in a gene. This means that a couple of isoforms may be highly expressed in a gene, while other isoforms may have expression levels that are orders of magnitude lower. Thus some exons from the gene models may have no read coverage and may be impossible to predict from the generated reads. With this in mind, our test set includes any exon from the left-out set that can be identified from the simulated read information. All simulated reads have headers that include information about where the read originated. This allows us to determine which sequences, and thus which exons, are represented in the simulated reads.

### 3.2.3 Real data

Evaluation on real data is challenging because gene model annotations are incomplete and because we have no a priori knowledge of which genes and transcripts are represented in an RNA-Seq data set. As in our simulation experiments, we provide Cufflinks, SpliceGrapher and SpliceGrapherXT with a representative isoform from each gene, and then compare all methods’ predictions with the rest of the isoforms.

As with our simulated data, to assess each method’s performance we establish test sets of exons and isoforms by removing all but one isoform from every gene model. We then use Cufflinks to determine the isoforms from the left-out set that are represented in the data. To do this, we provide Cufflinks with the complete set of gene models and ask it to estimate expression levels only for isoforms from the gene models (i.e., without predicting any novel splice forms). Cufflinks provides 95% confidence intervals on the estimated expression levels that we can use to determine which isoforms are likely to be expressed in the data. Our test set thus includes just the isoforms whose estimated expression levels have strictly positive lower bounds.

To evaluate our precision results for real data in more detail, we also look at how the exons predicted by each method are distributed between those found in the complete gene models (test set) and those that are novel or possibly spurious predictions (unknown). For well-annotated species like human, we expect that a
higher proportion of predicted exons should come from the left-out set. For *A. thaliana* that is more sparsely annotated, we expect a higher proportion to be novel.

We used RNA-Seq data sets with read lengths of at least 75nt to reflect the current technology. Our reads come from two different species: *H. sapiens* and the model plant *A. thaliana*. For *H. sapiens* we downloaded RNA-Seq data that were used as a control for comparison with CLIP-seq reads[240] (NCBI accession SRP009861, sample SRX111920). This control set consists of 28M 75-nt read pairs (56M reads) sequenced from RNA isolated from untreated HeLa cells. The authors used these data explicitly to detect alternative splicing in those cells. For *A. thaliana* we used 76-nt data consisting of approximately 32.5M read pairs (65M reads, NCBI accession SRA047499) [135]. We expected these reads to yield good results as they were derived from a cDNA library that was normalized to increase coverage across genes.

### 3.3 Results

For each method we report the number of true positive predictions, precision and recall. In the case of real data however, precision is under-estimated, since a prediction that is not part of the known gene models may be a novel exon or an isoform that is as-of-yet, unknown. This phenomenon is more pronounced in *A. thaliana*, whose genome is not as well annotated as the human genome.

#### 3.3.1 Simulation experiments

Table 3.1: Performance averaged over 10 simulation runs for *H. sapiens* (left) and *A. thaliana* (right) with 1,000 randomly-selected AS genes. Approximately 1 million paired-end reads were generated for each run (500,000 pairs). Gene models were reduced to a single isoform before being supplied to each method. *Reference* shows the number of exons present in the full gene models for the randomly selected genes; the *test set* shows the number of exons removed from gene models. Cufflinks\textsubscript{S} is Cufflinks at the sensitive setting that reports any transcript, while Cufflinks\textsubscript{B} reports transcripts with the threshold set to 0.1. Results show the number of correctly predicted exons (TP), and the recall and precision for each method.

<table>
<thead>
<tr>
<th>Method</th>
<th><em>H. sapiens</em></th>
<th></th>
<th><em>A. thaliana</em></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
<td>TP</td>
</tr>
<tr>
<td>Reference</td>
<td>19,956</td>
<td>—</td>
<td>—</td>
<td>10,168</td>
</tr>
<tr>
<td>Test set</td>
<td>9,349</td>
<td>—</td>
<td>—</td>
<td>2,623</td>
</tr>
<tr>
<td>SpliceGrapher</td>
<td>573</td>
<td>0.06</td>
<td>0.95</td>
<td>816</td>
</tr>
<tr>
<td>SpliceGrapherXT</td>
<td>1,053</td>
<td>0.11</td>
<td>0.93</td>
<td>1,207</td>
</tr>
<tr>
<td>Cufflinks\textsubscript{S}</td>
<td>590</td>
<td>0.06</td>
<td>0.32</td>
<td>620</td>
</tr>
<tr>
<td>Cufflinks\textsubscript{B}</td>
<td>574</td>
<td>0.06</td>
<td>0.31</td>
<td>571</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>550</td>
<td>0.06</td>
<td>0.13</td>
<td>520</td>
</tr>
<tr>
<td>IsoLasso/CEM</td>
<td>546</td>
<td>0.06</td>
<td>0.12</td>
<td>607</td>
</tr>
</tbody>
</table>
In our experiments on simulated data, SpliceGrapherXT achieves approximately twice the recall of any other method and three times the precision at the exon level (Table 3.1). Cufflinks_S achieves higher exon recall than Cufflinks_B in both species, with approximately the same precision. IsoLasso’s recall is slightly lower than Cufflinks, and with much lower precision. In general we found that IsoLasso had difficulty constructing any novel isoforms even when we provided it with gene models, and overall its performance was better without them. Our experiments also illustrate the improvement of SpliceGrapherXT over the original SpliceGrapher as it yields much higher recall with nearly the same precision. A representative example is shown in Figure 3.3.

Table 3.2: Prediction results on simulated data for the four kinds of alternative splicing. Overall, SpliceGrapherXT is able to predict correctly up to 33% more AS events than SpliceGrapher, with the most dramatic improvement in IR events. SpliceGrapherXT is able to recall fully 69% of the left-out AS events in A. thaliana and more than 21% of events in H. sapiens. The two SpliceGrapher methods have much higher precision than any of the other methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SpliceGrapher</td>
<td>0.33</td>
<td>0.98</td>
<td>0.54</td>
<td>0.98</td>
<td>0.54</td>
<td>0.98</td>
<td>0.65</td>
<td>0.99</td>
<td>0.52</td>
<td>0.98</td>
</tr>
<tr>
<td>SpliceGrapherXT</td>
<td>0.65</td>
<td>0.95</td>
<td>0.70</td>
<td>0.98</td>
<td>0.67</td>
<td>0.98</td>
<td>0.73</td>
<td>0.99</td>
<td>0.69</td>
<td>0.97</td>
</tr>
<tr>
<td>Cufflinks_S</td>
<td>0.51</td>
<td>0.24</td>
<td>0.88</td>
<td>0.91</td>
<td>0.62</td>
<td>0.19</td>
<td>0.69</td>
<td>0.27</td>
<td>0.64</td>
<td>0.27</td>
</tr>
<tr>
<td>Cufflinks_B</td>
<td>0.34</td>
<td>0.41</td>
<td>0.62</td>
<td>0.98</td>
<td>0.40</td>
<td>0.61</td>
<td>0.45</td>
<td>0.80</td>
<td>0.43</td>
<td>0.64</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>0.03</td>
<td>0.18</td>
<td>0.45</td>
<td>0.49</td>
<td>0.17</td>
<td>0.30</td>
<td>0.22</td>
<td>0.44</td>
<td>0.18</td>
<td>0.38</td>
</tr>
<tr>
<td>IsoLasso/CEM</td>
<td>0.04</td>
<td>0.18</td>
<td>0.62</td>
<td>0.63</td>
<td>0.24</td>
<td>0.35</td>
<td>0.37</td>
<td>0.53</td>
<td>0.28</td>
<td>0.46</td>
</tr>
</tbody>
</table>

We find a similar pattern when we break performance down across AS types: SpliceGrapherXT again achieves higher recall and precision than any other method, predicting more AS events than the original SpliceGrapher at nearly the same level of precision (Table 3.2). Of note is the fact that SpliceGrapherXT’s recall for IR events is approximately twice as high as SpliceGrapher IR events in both species. As noted in [179], IR is arguably the most difficult form of AS to predict from RNA-Seq. By contrast, IsoLasso and
IsoLasso/CEM yield very low recall and precision for IR events. IsoLasso/CEM achieves higher precision, but neither method achieves even half the recall or precision of SpliceGrapherXT. Cufflinks$_S$ recalls more ES events in both species than SpliceGrapherXT, and more alternative 3’ events in *H. sapiens*, but it suffers from extremely low precision because it uses unfiltered spliced alignments (see Chapter 4). Cufflinks$_B$ raises Cufflinks’ precision considerably, but at the cost of lower recall. Cufflinks’ susceptibility to parameter settings is especially noticeable for alternative 3’ and alternative 5’ events, where raising the threshold from 0 to 0.1 can increase precision by a factor of three but decreases recall by up to 60%.

In our simulations, recall and precision are both higher for AS events than for exons overall. Recall is considerably higher because approximately 75% of the missing exon predictions in our simulations (counted as false-negatives) are not counted as AS (see Appendix B for details on counting AS events). These typically are alternative initial or terminal exons that are difficult to predict. Precision also increases slightly as a small proportion (15%) of false-positive exon predictions also are not counted as AS. Similar to the false-negatives, these are due to incorrectly predicted initial or terminal exons.

### 3.3.2 Real data

Table 3.3: Prediction performance for all methods on real data for *H. sapiens* (left) and *A. thaliana* (right). Shown are the number of exons removed from the original gene models (left out) followed by the statistics for each method.

<table>
<thead>
<tr>
<th>Method</th>
<th><em>H. sapiens</em></th>
<th></th>
<th><em>A. thaliana</em></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
<td>TP</td>
</tr>
<tr>
<td>Left out</td>
<td>87,799</td>
<td>—</td>
<td>—</td>
<td>14,617</td>
</tr>
<tr>
<td>SpliceGrapher</td>
<td>2,173</td>
<td>0.025</td>
<td><strong>0.67</strong></td>
<td>2,246</td>
</tr>
<tr>
<td>SpliceGrapherXT</td>
<td>3,965</td>
<td><strong>0.045</strong></td>
<td>0.59</td>
<td>2,413</td>
</tr>
<tr>
<td>Cufflinks$_S$</td>
<td>2,006</td>
<td>0.023</td>
<td>0.16</td>
<td>1,636</td>
</tr>
<tr>
<td>Cufflinks$_B$</td>
<td>2,015</td>
<td>0.021</td>
<td>0.10</td>
<td>996</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>1,308</td>
<td>0.013</td>
<td>0.04</td>
<td>890</td>
</tr>
<tr>
<td>IsoLasso/CEM</td>
<td>1,359</td>
<td>0.014</td>
<td>0.04</td>
<td>990</td>
</tr>
</tbody>
</table>

We tested the ability of each of the methods to identify novel exons and isoforms with real paired-end RNA-Seq data using 75-nt *H. sapiens* reads [240] and 76-nt *A. thaliana* reads [135] (see Table 3.3). In *H. sapiens* SpliceGrapherXT predicts almost twice as many of the left-out exons as either of the Cufflinks runs, with up to six times the precision. In *A. thaliana* SpliceGrapherXT predicts nearly 50% more of the left-out exons than Cufflinks with up to eight times the precision. IsoLasso and IsoLasso/CEM both exhibit the worst performance of all the methods, predicting less than half as many left-out exons as SpliceGrapherXT in either species, and at very low precision.
Table 3.4: Novel exons predicted by each method for *A. thaliana* and *H. sapiens*, where exons are novel relative to the reduced gene models. Predictions are split into two categories: those in the test set (complete gene models) and those that are either novel or spurious predictions (unknown). SpliceGrapherXT predicts more exons in the test set than the other methods. Cufflinks predicts up to 20 times as many unknown exons as SpliceGrapherXT. The IsoLasso methods perform as poorly as Cufflinks, but with fewer novel exons overall.

<table>
<thead>
<tr>
<th>Category</th>
<th>SpliceGrapherXT</th>
<th>Cufflinks\textsubscript{S}</th>
<th>Cufflinks\textsubscript{B}</th>
<th>IsoLasso</th>
<th>IsoLasso/CEM</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>A. thaliana</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test set</td>
<td>2,413</td>
<td>1,636</td>
<td>996</td>
<td>890</td>
<td>990</td>
</tr>
<tr>
<td>Unknown</td>
<td>13,184</td>
<td>104,350</td>
<td>13,187</td>
<td>35,152</td>
<td>37,433</td>
</tr>
<tr>
<td><em>H. sapiens</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test set</td>
<td>3,965</td>
<td>2,006</td>
<td>2,015</td>
<td>1,308</td>
<td>1,359</td>
</tr>
<tr>
<td>Unknown</td>
<td>2,717</td>
<td>55,273</td>
<td>17,875</td>
<td>31,971</td>
<td>32,578</td>
</tr>
</tbody>
</table>

To investigate these results in more detail, we take a closer look at the distributions of predicted exons for each method (Table 3.4). For each species we present the number of novel predicted exons that were in the test set (analogous to true positives) and the number that were either false positives or as-yet-unknown. As noted above, we expect *H. sapiens* to be more completely annotated than *A. thaliana*. Each of the methods’ predictions are consistent with this hypothesis. In *H. sapiens* SpliceGrapherXT predicts a majority of exons from the test set while in *A. thaliana* there are a majority of unknown exons. Both Cufflinks versions also predict a higher proportion of left-out exons in *H. sapiens* than *A. thaliana*, though Cufflinks\textsubscript{S} predicts vast numbers of unknown exons in both cases. IsoLasso and IsoLasso/CEM, which had the worst performance, also predict a higher proportion of left-out exons in *H. sapiens* than *A. thaliana*.

### 3.4 Conclusion

We developed SpliceGrapher, a Python package designed to enhance existing gene annotations by predicting splice graphs from RNA-Seq and EST data. We replaced our initial SpliceGrapher implementation with SpliceGrapherXT, a novel method that predicts AS from RNA-Seq data by applying a simple set of constraints to patterns of acceptor and donor sites. Our results show that this approach gives SpliceGrapherXT much greater sensitivity than the original SpliceGrapher when predicting novel AS events, without sacrificing precision. In addition, SpliceGrapherXT is efficient: in our experiments with real data from *H. sapiens* and *A. thaliana* we were able to generate a complete set of predictions for either species in little more than an hour.

We compared SpliceGrapherXT to Cufflinks and IsoLasso; where the other methods make limited use of gene models, SpliceGrapherXT uses gene annotations as a basis on which to construct its splice graphs.
This allows SpliceGrapherXT to make meaningful predictions even for genes that have low read coverage, and helps it resolve AS events that are otherwise hard to detect from RNA-Seq data. When patterns of acceptor and donor sites are unresolvable, SpliceGrapherXT stores the information for later evaluation.

Both Cufflinks and IsoLasso were sensitive to the parameter settings we selected, so both required extensive tuning to obtain the best performance on all of our data sets. SpliceGrapherXT has parameters that it uses to filter incoming alignment data, such as a read coverage threshold for accepting read clusters or spliced alignments, but these do not impact its performance greatly, and we were able to use the default settings for all experiments.

Prediction of AS requires accurate alignment across splice junctions, which is a difficult task, especially when the junction falls near one end of a read. In the experiments in this chapter, SpliceGrapherXT included a filtering step that improved its precision by removing novel splice junctions that were possibly spurious. In the next chapter we will see how SpliceGrapherXT uses a machine learning approach to recognize spurious junctions and to filter the output of spliced alignment tools. In later chapters we explore ways to resolve some cases of unresolvable splice site patterns by realigning the RNA-Seq reads to a set of putative transcripts. We will also look at how SpliceGrapherXT’s predictions may be used to predict complete mRNA transcripts.
Chapter 4

Filtering Spliced Alignments

In Chapter 3 we showed that SpliceGrapherXT can make accurate and sensitive splice-graph predictions from RNA-Seq evidence. However, because SpliceGrapherXT bases its novel AS predictions largely on evidence from spliced alignments, its predictions will be only as accurate as the alignments themselves (see Figure 4.1). Our goal, then, is to ensure that the spliced alignments we provide to SpliceGrapher are as accurate as possible. To achieve this, we develop splice-site models that can discriminate between real and spurious splice junctions and use these models to filter spliced alignments.

4.1 Related Work

Reads that span splice junctions create significant challenges for alignment tools. A splice junction may occur anywhere within a read, so the read may have just a few bases on one side of a junction. Such a short sequence may align in multiple locations, making it difficult to identify its true origin. Many alignment tools use heuristics to restrict the number of candidate locations: for example, by establishing limits for permissible intron lengths, or by focusing on locations that are bounded by canonical (GT-AG) or semi-canonical (GC-AG) splice-site dimers [10, 12, 216, 23, 79].

Heuristics that look for GT-AG and GC-AG junctions can work reasonably well, as up to 99% of splice junctions in mammals are flanked by these dimers [25]. Coupled with an organism-specific distribution of known intron lengths, and anchor sizes of 8-10nt, the chances of a spurious alignment become relatively small. Our experiments have shown that TopHat [216] can report correct splice junctions up to 97% of the time [179], but even a 3% error rate with tens of thousands of spliced reads can result in hundreds of spurious junctions. Further, if we consider only novel spliced alignments, TopHat’s accuracy drops as low as 32% [179]. It is these novel splice junctions we require to make novel exon predictions, so we need more accurate splice-site models than these simple heuristics to discriminate between real and spurious splice junctions (Figure 4.1).

The first studies that filtered RNA-Seq data for predicting novel transcripts used splice-site models that were developed for a specific set of experiments [153, 246]. For example, Pan et al. developed a logistic
Figure 4.1: Example of a SpliceGrapherXT prediction based on unfiltered spliced alignments for simulated RNA-Seq data. By using simulated reads we can identify real and spurious junctions in the alignments. With filtered alignments, SpliceGrapherXT makes the correct prediction (third panel), but a false-positive splice junction in the unfiltered data (fourth and fifth panels, highlighted in red) causes SpliceGrapherXT to make a spurious prediction.
regression model that could discriminate between true and false spliced alignments in *H. sapiens* [153]. They achieved high accuracy using features of the spliced alignments such as the number of reads uniquely aligned to a sequence; the distribution of mismatches and gaps in the alignments, and how many aligned bases fell on either side of a junction. Yassour et al. [246] used a position-specific scoring matrix (PSSM) to learn motifs in the DNA sequence around known splice sites in *S. cerevisiae*, then accepted novel splice sites whose PSSM scores fell into the 95th percentile for their data. These studies illustrate two kinds of features that can help characterize correct spliced alignments: those based on alignment statistics and those based on sequence characteristics.

Spliced alignment algorithms have since been developed that use sophisticated splice site models to validate their spliced read alignments [39, 216, 41, 83, 230, 23, 210]. Most of these tools perform spliced alignments by splitting the reads into smaller segments and aligning the segments to genomic sequences (see Figure 2.3). When a segment maps to a unique location these methods next try to align the read’s remaining segments to a location nearby (usually constrained by a bound on intron length). Tophat [216] is arguably the most popular of these tools. It accepts spliced alignments when they infer introns that are bounded by canonical GT-AG splice-site dimers and have lengths within specified limits. Another tool, PalMapper [192, 39, 83], is an example of a sequence-based method that incorporates support vector machine (SVM) classifier scores into its alignment scores. These SVM classifiers use sequence-based kernels to recognize signals in the short sequences flanking GT or AG dimers. MapSplice [230], computes alignment statistics for the set of reads aligned across a junction. These include an anchor significance statistic that reflects how far reads extend on either side of a junction, and Shannon’s entropy to measure how uniformly reads are aligned across a junction. In our experiments we found that MapSplice can provide high sensitivity, resolving 6-8% more alignments than Tophat, but in practice its results tend to be inconsistent, often failing to align paired-end reads, and providing inadequate alignment information for subsequent processing with tools such as Cufflinks.

We want SpliceGrapherXT to work with a variety of alignment tools including the most popular, Tophat [217]. At the same time we want to trust the spliced alignments SpliceGrapherXT uses for its predictions. Our solution was to add to SpliceGrapher sequence-based SVM classifiers similar to [192, 39] that it can use to filter spliced alignments from other tools.
4.2 RNA-Seq Alignment

Accurate RNA-Seq alignment—particularly spliced alignment—is critical for making accurate splice graph predictions. In earlier work we performed spliced alignment by creating a database of putative splice junction sequences and aligning reads to the database with an ungapped alignment tool [179]. To build our database, we first used splice-site classifiers to predict all possible donor and acceptor sites within a genome (recall that a donor site is the splice site that defines an exon’s 5’ end, while an acceptor site marks its 3’ end). We then constructed putative junction sequences by pairing every known or predicted donor site in a gene with all known and predicted acceptor sites downstream of it in the same gene. Alignment then consisted of two phases: first we aligned all reads to a reference genome. Those reads that did not align in the first phase we aligned to the splice junction database in the second phase (similar approaches have been used in other studies [144, 153, 204]).

This approach worked well for a relatively simple and compact genome such as A. thaliana, but the splice site database can become too large to be practical for complex genomes with many possible combinations of donor and acceptor sites. A more efficient approach is instead to perform alignments with a spliced alignment tool and use our splice-site classifiers to filter out alignments with spurious splice sites. This eliminates the need for a splice site database and means that classifiers will be applied only to the relatively small fraction of novel splice-sites accepted by the alignment tool. We demonstrated this method successfully on Tophat alignments for H. sapiens [179].

We selected Tophat for performing RNA-Seq alignments in our experiments for several reasons: First, Cufflinks, one of our benchmarks (Section 3.2.1), relies on meta-data that Tophat provides in its alignment files, so Tophat was required to achieve the best possible Cufflinks performance. Tophat was also used in the development of IsoLasso [113], the other method we use as a benchmark. Second, by using the same alignment tool for all methods, our results reflect only the differences in the exon prediction methods. Finally, Tophat is arguably the most popular spliced alignment tool (see, e.g., [22, 129, 33, 243, 126, 120, 18]), so our results could have implications for a broad variety of other studies.

4.3 Splice site classifiers

Researchers have used various machine learning approaches to model splice sites, including linear discriminants [199], quadratic discriminants [249], neural networks [21, 76, 156], Hidden Markov Models
HMMs) [170], and SVMs [205, 40, 163, 164, 200, 14]. In general, the problem of splice site recognition is relatively easy for discriminative classifiers; ROC scores for predicting GT or AG sites often exceed 95% (for examples, see [200, 163, 179] and Figure 4.2). The most successful methods use SVM classifiers with string kernels applied to DNA sequences [85]. These kernels use features based on combinations of $k$-mers: strings of length $k$ taken from the sequences on either side of a splice site (for a complete exposition of string kernels, see [14, 191]). These kernels can map nucleotide sequences into a high-dimensional space that allows classifiers to learn the intricate nucleotide patterns characteristic of splice sites.

### 4.3.1 SpliceGrapher methods

For a particular organism we create a classifier for each kind of splice site, as each site’s splicing signals may be distinct. For example, the GT and GC dimers both correspond to donor sites, but they are recognized by different splicing protein complexes [25]. To create splice site classifiers, SpliceGrapher extracts positive and negative example sequences for splice site donor and acceptor dimers such as GT, GC and AG, following the procedure described in [163]. Briefly, we use known splice sites as positive examples for a given dimer and for negative examples we use all other occurrences of the dimer found within genes. Training examples then consist of intronic and exonic sequences taken from either side of a site.

SpliceGrapher’s classifiers discriminate sequences using an implementation of the weighted-degree kernel [163]. This kernel represents a sequence in a feature space of $k$-mers associated with positions in the sequence. Kernel parameters include exon and intron sequence lengths on either side of a splice site, $k$-mer length, number of mismatches to allow within a $k$-mer, and whether to allow shifts in $k$-mer position (for a detailed overview, see [14]). SpliceGrapher iterates over combinations of these parameters to identify the best-performing combination. It uses the PyML package [15] to train and test these SVMs using the training examples described above. For each classifier we generate training data, select the best parameters for the model and store the final model in a portable format used by SpliceGrapher scripts. Here we describe the pipeline that automates this process using GT dimers as an example, but the process is the same for any dimer.

To build a classifier for GT dimers we generate a balanced set of training data using $N$ positive and $N$ negative examples, where $N$ is a pipeline parameter (the default is 1000). We create a training example using the intronic and exonic sequences flanking GT dimers. For positive examples we find all splice sites in the gene models that are associated with a GT dimer and randomly select $N$ sites. To generate a negative
Figure 4.2: ROC curves that demonstrate the accuracy of the SVM classifiers SpliceGrapher generated for GT and GC donor sites and AG acceptor sites in *A. thaliana* (left), *H. sapiens* (right).
example, we first select a gene at random from the gene models. Within that gene we select a GT dimer at random that is not associated with a known splice site and create an example from the sequences flanking that dimer. We repeat this procedure until we have $N$ negative examples.

Given a set of sequences as our training data, the next step is to select the parameters that will yield the best classifier performance. The user provides a range of possible values for each of the model parameters outlined above. The algorithm iterates over all possible combinations, using 5-fold cross-validation to evaluate the classifier on each combination. The classifier with the best ROC score is selected and its associated parameters and data are stored in a file.

### 4.4 Performance evaluation

Several studies have demonstrated the accuracy of SVM classifiers for predicting splice sites [163, 164, 39, 83]. As we reported in [179], the classifiers we generated for *A. thaliana*, *V. vinifera* and *H. sapiens* all achieve high accuracy. To assess the effectiveness of our pipeline for building classifiers for different species, we downloaded gene models for 107 different species from the ENSEMBL website [51]. We used the SpliceGrapher pipeline to generate classifiers for GT donor sites and AG acceptor sites for each of the species. On average, our GT donor site classifiers achieved ROC scores over 0.96, while AG acceptor site classifiers achieved scores over 0.94 (see Figure 4.2 and Appendix D for details). This demonstrates that SpliceGrapher’s splice-site classifiers can be used to filter alignments in nearly any species that has enough gene model annotations to generate a training set.

Our objective in developing accurate splice site models is to ensure that the spliced alignments we provide to SpliceGrapher are as accurate as possible. As explained in Chapter 3, simulated RNA-Seq data allows us to establish a ground truth for evaluating our results, but lacks much of the noise we find in real data. Real data allows us to evaluate different methods in the presence of noise, but inevitably will include novel splice sites that we cannot verify without running expensive assays. Thus we used both real and simulated data to evaluate our classifiers’ effectiveness in predicting valid splice junctions.

#### 4.4.1 Filtering alignments with simulated RNA-Seq data

For our simulation experiments we used FluxSimulator to generate 1 million paired-end reads in *A. thaliana* and *H. sapiens* as described in Chapter 3. We used Tophat to align the simulated reads to a reference genome, creating a set of unfiltered alignments, then used SpliceGrapherXT’s classifiers to obtain filtered
alignments from the unfiltered alignments. We used SpliceGrapherXT to predict splice graphs from the unfiltered alignments and from the filtered alignments, and collected statistics for the number of correctly predicted exons, recall and precision for both sets of predictions. We repeated the experiments ten times to obtain average measurements.

Table 4.1: Exon prediction statistics using filtered or unfiltered splice junctions with alignments from simulated data. Shown are the number of correctly predicted exons, along with recall and precision statistics for the predictions. When SpliceGrapherXT makes predictions with filtered alignments, the number of correctly predicted exons can drop by more than 20% compared with predictions using unfiltered data, while precision increases by just 1.4%.

<table>
<thead>
<tr>
<th>Method</th>
<th>A. thaliana</th>
<th></th>
<th></th>
<th>H. sapiens</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>Test set</td>
<td>2,627</td>
<td>—</td>
<td>—</td>
<td>9,504</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Filtered</td>
<td>1,189</td>
<td>0.453</td>
<td>0.951</td>
<td>1,042</td>
<td>0.110</td>
<td>0.927</td>
</tr>
<tr>
<td>Unfiltered</td>
<td>1,320</td>
<td>0.503</td>
<td>0.938</td>
<td>1,319</td>
<td>0.139</td>
<td>0.920</td>
</tr>
</tbody>
</table>

In our simulations, we observe a clear tradeoff between precision and recall when we apply the filters: predictions from unfiltered data yield higher recall than predictions from filtered data, but the filtered data yields higher precision (Table 4.1). However, in these simulations, small increases in precision incur relatively large decreases in recall. In A. thaliana precision increases by just 1% while recall decreases by nearly 10%; in H. sapiens precision increases by less than 1% while recall decreases by over 20%. Thus we investigated our filtering process more closely.

Table 4.2: Evaluation of SpliceGrapherXT’s classifiers on simulated data. The classifiers give us very high precision in predicting real splice sites, but we find that a large proportion of the splice junctions our classifiers reject are false-negatives.

<table>
<thead>
<tr>
<th>Species</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. thaliana</td>
<td>1,134</td>
<td>43</td>
<td>41</td>
<td>169</td>
<td>0.96</td>
<td>0.85</td>
</tr>
<tr>
<td>H. sapiens</td>
<td>2,906</td>
<td>29</td>
<td>87</td>
<td>643</td>
<td>0.99</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Because our simulated reads are generated from the complete gene models, assessing the filtering process is relatively straightforward: We count as true-positive predictions those junctions accepted by the filters that are present in the complete gene models; true negatives are junctions rejected by the filters that are not in the gene models; false positives are predictions accepted by the filters but not in the gene models, and false negatives are those rejected by the filters but present in the gene models. From this evaluation we found that up to 88% of the splice junctions SpliceGrapherXT’s classifiers rejected are false-negatives in the simulated data (Table 4.2). However, we also found that the classifiers give us extremely high precision:
fully 96% to 99% of positive predictions are real junctions. One possible reason for these results is the way we generate our training data. We have good evidence for the positive examples in our training sets, as they use sequences flanking donor or acceptor sites from curated gene models. However, for negative examples we use the sequences flanking random donor or acceptor dimers found in the genes. As a result, our negative examples may include some as-yet undiscovered splice sites, so our classifiers may learn to predict some real splice sites as spurious.

### 4.4.2 Filtering alignments with real RNA-Seq data

Table 4.3: Exon prediction statistics for filtered and unfiltered splice junctions. Shown are the number of correctly predicted exons from the gene models, along with recall and precision statistics for the predictions relative to known exons. When SpliceGrapherXT makes predictions with filtered alignments, the number of correctly predicted exons drops by no more than 11% compared with predictions using unfiltered data, while precision increases by up to 23%.

<table>
<thead>
<tr>
<th>Method</th>
<th>A. thaliana</th>
<th>H. sapiens</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
</tr>
<tr>
<td>Test set</td>
<td>14,617</td>
<td>—</td>
</tr>
<tr>
<td>Filtered</td>
<td>2,413</td>
<td>0.165</td>
</tr>
<tr>
<td>Unfiltered</td>
<td>2,465</td>
<td>0.169</td>
</tr>
</tbody>
</table>

As discussed earlier, simulated RNA-Seq data lacks much of the noise present in real data, so we investigated the impact of SpliceGrapherXT’s filters on its predictions using the real data for *A. thaliana* and *H. sapiens* described in Chapter 3. As in our simulation experiments, we ran SpliceGrapherXT on both filtered and unfiltered data and used the same methods described in Chapter 3 to measure recall and precision relative to splice forms in the left-out set. In this case the results are far more encouraging (Table 4.3). In *A. thaliana*, SpliceGrapher’s predictions with filtered data incur a mere 2.1% drop in recall but provide a dramatic 23% increase in precision. In *H. sapiens*, predictions using filtered data yield a 15% increase in precision with an 11% drop in recall. Thus on real data we find a much more appealing tradeoff between recall and precision from our filtering. In addition, we argue that results for real data provide a more realistic picture of the advantages of filtering than results from simulated data that may make the spliced alignment task much easier.

In earlier work we found that up to 68% of Cufflinks novel AS predictions were associated with false-positive splice junctions [179]. These false-positive junctions can have a strong impact on the accuracy of the novel exon and transcript predictions Cufflinks produces (Figure 4.3). By filtering spliced alignments, SpliceGrapherXT is able to avoid using possibly spurious splice junctions in its predictions. The success of
Figure 4.3: Cufflinks prediction for a gene in *A. thaliana*. Cufflinks attempts to find a set of transcripts that are consistent with the preponderance of false-positive splice junction evidence (highlighted in red). The resulting predictions likely contain spurious exons.
this approach is evident from our results filtering real data as discussed above, along with the exon prediction results discussed in Chapter 3.

4.5 Conclusion

SpliceGrapherXT’s novel splicing predictions rely heavily on evidence for novel junctions from spliced alignments, but some spliced alignment tools may detect a large amount of false-positive novel junctions. A number of splice-site models have been developed that can predict legitimate splice sites with high accuracy. Spliced alignment tools such as PalMapper [83] use sophisticated splice site models to eliminate false-positives from their alignments, but these tools are slow and rarely used. Instead we have incorporated a similar model into a method for filtering spliced alignments. SpliceGrapherXT can use its splice-site classifiers in two different ways. By applying the classifiers to every donor or acceptor site in a genome, it can build a database of predicted splice junction sequences for every gene. This database can then be used as a set of reference sequences to perform spliced alignments using ungapped alignment tools. This was the method used in our original work [179]. Building a database of predicted junctions allows users to bypass the difficulties associated with spliced alignment programs, but these databases may become prohibitively large for complex genomes such as *H. sapiens*. Alternately, SpliceGrapherXT can use its classifiers to filter output from spliced alignment tools as described in this chapter. This allows us to use SpliceGrapherXT with a variety of spliced alignment tools while assuring the accuracy of our predictions. We have evaluated SpliceGrapher’s classifiers using both of these approaches and found that they yield similar results.

Our method is able to recognize legitimate splice sites in the alignments while reliably rejecting false-positives. However, our method sacrifices some sensitivity to achieve its high precision. We accept this trade-off because we want SpliceGrapherXT to generate as few false-positive predictions as possible, and because there is as yet no known “gold standard” for dimers associated with known non-splicing sites. Despite this tradeoff, as we demonstrated in Chapter 3, SpliceGrapher’s recall in predicting novel exons is still much higher than other methods. Thus our classifiers are a key reason that SpliceGrapher is able to combine a high level of recall with high precision as well.
Chapter 5

Resolving Ambiguities Using Realignment

When SpliceGrapherXT is unable to resolve a prediction from RNA-Seq evidence, it stores the exons that might be inferred from the evidence, and labels each one unresolved. Labeling these putative exons as unresolved serves two purposes: First, it allows SpliceGrapherXT to annotate graphs with evidence of novel AS even when it cannot resolve specific events. Second, the stored information makes it possible to resolve some of the putative exons if new evidence becomes available.

One way to extract additional information from a set of RNA-Seq reads is to realign them to a set of putative transcripts. Similar approaches have been used successfully in other domains such as genome assembly [44, 96, 29, 181] and isoform prediction [140]. This chapter describes a method we developed that realigns RNA-Seq reads to a set of putative transcripts we compile from unresolved exons. We find that in some cases, reads that align to these putative transcripts provide enough evidence that SpliceGrapherXT can resolve up to 30% of the exons that the inference method alone could not.

5.1 Realignment Pipeline

Initially, SpliceGrapherXT predicts novel exons conservatively and records information about those it could not resolve due to ambiguous combinations of acceptor and donor sites. We wish to resolve those ambiguous loci by realigning RNA-Seq reads to a database of putative transcripts in order to find compelling evidence for exons that SpliceGrapherXT could not resolved in its inference step. We thus created a pipeline that constructs putative transcripts from unresolved exons, aligns reads to these transcripts, and resolves exons that have sufficient coverage from the alignments (see Figure 5.1).

5.1.1 Creating putative transcripts

When SpliceGrapherXT encounters unresolvable evidence during its initial splice graph predictions, it constructs putative exons from each combination of ambiguous acceptor and donor sites and inserts them into the predicted graph, labeling each of them as unresolved. In addition, it records all possible edges between these unresolved exons and neighboring exons in the graph using splice junctions from the gene models and from the RNA-Seq alignments. For each predicted graph with unresolved exons, SpliceGrapherXT
Figure 5.1: Flow of data through the SpliceGrapherXT realignment pipeline: (a) unresolved exons from predicted splice graphs are used to generate a putative transcriptome; (b) RNA-Seq reads are aligned to the transcriptome using BWA, and (c) aligned reads are used as evidence to resolve exons and that are incorporated into the splice graphs.
generates transcripts as follows: First it inserts all unresolved exons into the graphs, connecting edges to their putative neighboring exons. Next, it constructs putative transcripts by traversing all paths through the graph and concatenating the DNA sequences for the exons along each path. Traversing all possible paths in every graph for an organism can potentially yield an intractably large putative transcriptome, but in our experiments with human and Arabidopsis the full realignment procedure takes slightly longer than the initial predictions; a single run on real data for *H. sapiens* or *A. thaliana* took at most 75 minutes.

### 5.1.2 Realigning reads

![Paired-end read alignment](image)

**Figure 5.2:** Depiction of a paired-end read alignment. The two reads in the pair, *A* and *B*, should align to the same sequence (green) and on opposite strands. The distance between the two reads infers an *insert* distance that must fall within an acceptable range for BWA alignments. BWA determines this range by estimating the insert size distribution from the RNA-Seq data.

Spliced alignment tools such as Tophat and MapSplice use the Bowtie ungapped alignment tool as a backend. However, we obtained more alignments, more resolved exons and more accurate realignment predictions using BWA [107] in the realignment step. Our pipeline thus uses BWA to realign reads to the putative transcript sequences and uses the following procedures to remove potentially spurious alignments.

For single-end reads we simply remove any reads that align to two or more transcripts, but paired-end reads are handled differently. In paired-end sequencing, reads are obtained starting from either end of an RNA fragment, so that the sequences are oriented in opposite directions (Figure 5.2). This process usually leaves a gap between the reads; the distance between them is called the *insert* size. Studies have shown that these sizes tend to be normally distributed in RNA-Seq samples (see, e.g., [107, 90]). Accordingly, to filter paired-end data, we require that both reads in a pair align uniquely to the same transcript but on opposite strands. In addition, the BWA alignment tool estimates the insert size distribution from the RNA-Seq data and accepts only pairs with insert sizes in that range [107].
5.1.3 Resolving exons

We use the reads aligned to a putative transcript to resolve exons. For each transcript associated with a splice graph, SpliceGrapherXT looks for read coverage across unresolved exons. Whenever reads cover an entire exon plus anchor regions on either side (the default being 10 bases), SpliceGrapherXT adds the exon to the graph along with the junctions associated with that transcript. Recall that unresolved exons arise from regions with multiple choices for acceptor and donor sites, so the anchor regions allow us to discriminate between them. In addition, there may be many possible graph edges that could connect a putative exon to other exons in a graph. By adding only the junctions inferred by a transcript, we ensure that only edges supported by read coverage are added to the graph.

5.2 Related Work

iReckon uses a realignment procedure similar to ours to improve the accuracy of its isoform expression estimates [140]. The main difference in our approach is that we generate putative transcripts only for those genes that contain unresolved exons. To our knowledge, these are the only two AS discovery methods that use this procedure. Realignment methods have been used successfully in the area of DNA sequence assembly to verify or refine assemblies [44, 96, 29, 181].

Sequence assembly methods that work with next generation sequencing (NGS) data often rely on realignment procedures to correct errors in initial assemblies. For example, Meraculous [29] performs de novo assembly from NGS paired-end reads. It builds an initial set of contigs from the reads, then realigns the reads to these contigs to resolve gaps between them. SEQuel [181] is a post-processing tool designed to correct errors in genome assemblies. A genome assembler constructs an initial set of contigs based on NGS reads, then SEQuel realigns reads to these contigs and uses the realignment information to augment the original contigs. Finally, “assisted assembly” [61] is an algorithm designed to perform assembly when coverage is weak. It generates a de novo assembly from the reads, aligns the reads to a homologous reference genome, and uses the alignment information to enlarge the initial contigs.

In each of these scenarios, realigning reads to a set of putative sequences provides evidence for refining assemblies or isoform predictions. For SpliceGrapherXT, the realignment procedure allows it to refine its splice graph predictions. By generating putative transcripts it can perform realignment using an ungapped alignment tool, bypassing some of the challenges associated with spliced alignment.
5.3 Evaluating the pipeline

Now we can determine how many unresolved exons our realignment pipeline can resolve, and how these predictions might change SpliceGrapher’s ability to predict novel exons and AS events. Using the same protocols for real and simulated data outlined in Chapter 3, we evaluate the performance of SpliceGrapherXT’s realignment pipeline and compare it to SpliceGrapher’s initial predictions and to Cufflinks.

Table 5.1: Exon prediction results averaged over 10 simulation runs for *H. sapiens* (left) and *A. thaliana* (right) with 1,000 randomly-selected AS genes. Approximately 1 million paired-end reads were generated for each run (500,000 pairs). Gene models were reduced to a single isoform before being supplied to each method. *Reference* shows the number of exons present in the full gene models for the randomly selected genes; the *test set* shows the number of exons removed from gene models. Results show the number of correctly predicted exons (TP), and the recall and precision for each method.

<table>
<thead>
<tr>
<th>Method</th>
<th><em>H. sapiens</em></th>
<th></th>
<th></th>
<th><em>A. thaliana</em></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>Reference</td>
<td>19,956</td>
<td>—</td>
<td>—</td>
<td>10,323</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Test set</td>
<td>9,349</td>
<td>—</td>
<td>—</td>
<td>2,655</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SpliceGrapherXT</td>
<td>1,053</td>
<td>0.11</td>
<td>0.93</td>
<td>1,198</td>
<td>0.45</td>
<td>0.95</td>
</tr>
<tr>
<td>Realign</td>
<td>1,086</td>
<td>0.12</td>
<td>0.93</td>
<td>1,299</td>
<td>0.49</td>
<td>0.93</td>
</tr>
<tr>
<td>Cufflinks$_S$</td>
<td>590</td>
<td>0.06</td>
<td>0.32</td>
<td>620</td>
<td>0.24</td>
<td>0.32</td>
</tr>
<tr>
<td>Cufflinks$_B$</td>
<td>574</td>
<td>0.06</td>
<td>0.31</td>
<td>571</td>
<td>0.22</td>
<td>0.33</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>550</td>
<td>0.06</td>
<td>0.13</td>
<td>520</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>IsoLasso/CEM</td>
<td>546</td>
<td>0.06</td>
<td>0.12</td>
<td>607</td>
<td>0.23</td>
<td>0.24</td>
</tr>
</tbody>
</table>

In our simulation experiments, the realignment procedure provides increased recall, especially in *A. thaliana*, at the cost of a slight decrease in precision (Table 5.1): recall increased by 3% in *H. sapiens* with a 0.2% reduction in precision, while in *A. thaliana* recall increased by 8% while precision dropped by 2%. Cufflinks predicts far fewer exons in both species, with low precision owing to a large number of false-positives. In addition, we confirmed that when SpliceGrapherXT cannot predict a definite set of exons, the realignment procedure can resolve them in many cases (Figure 5.3).

To assess the ability of each method to predict novel AS events accurately, we compared the AS events in the predicted graphs with those in the complete gene models (see Table 5.2). Note that since these predictions are based on reduced gene models, any predicted AS is considered novel. SpliceGrapherXT’s initial predictions capture 69% of the AS events in *A. thaliana*, and 21% in *H. sapiens*, while Cufflinks$_S$ predicts 64% and 21%, respectively, though with much lower precision. The realignment procedure improves SpliceGrapherXT’s sensitivity, predicting 76% of the events in *A. thaliana* with no appreciable drop in precision. The largest improvement is with intron retention events in *A. thaliana*, where the realignment procedure
Table 5.2: Recall and precision statistics for SpliceGrapherXT initial predictions (SpliceGrapherXT), realignment procedure predictions (Realigned) and Cufflinks across the four types of AS events. Overall, the realignment procedure correctly predicts up to 7% more AS events than the initial predictions without sacrificing precision. The procedure correctly predicts 76% of the AS events in *A. thaliana* and 21% in *H. sapiens*, with the largest increase in intron retention events for *A. thaliana*. Cufflinks performance does not match either the initial predictions nor the realigned predictions.

### AS Statistics for 1,000 Genes (*A. thaliana*)

<table>
<thead>
<tr>
<th>Method</th>
<th>IR Recall</th>
<th>Prec.</th>
<th>ES Recall</th>
<th>Prec.</th>
<th>Alt. 5' Recall</th>
<th>Prec.</th>
<th>Alt. 3' Recall</th>
<th>Prec.</th>
<th>Overall Recall</th>
<th>Prec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpliceGrapherXT</td>
<td>0.65</td>
<td><strong>0.95</strong></td>
<td>0.70</td>
<td><strong>0.98</strong></td>
<td>0.67</td>
<td><strong>0.98</strong></td>
<td>0.73</td>
<td><strong>0.99</strong></td>
<td>0.69</td>
<td><strong>0.97</strong></td>
</tr>
<tr>
<td>Realigned</td>
<td><strong>0.75</strong></td>
<td>0.90</td>
<td>0.75</td>
<td><strong>0.98</strong></td>
<td><strong>0.73</strong></td>
<td>0.97</td>
<td><strong>0.80</strong></td>
<td>0.97</td>
<td><strong>0.76</strong></td>
<td>0.95</td>
</tr>
<tr>
<td>Cufflinks_S</td>
<td>0.51</td>
<td>0.24</td>
<td><strong>0.88</strong></td>
<td>0.91</td>
<td>0.62</td>
<td>0.19</td>
<td>0.69</td>
<td>0.27</td>
<td>0.64</td>
<td>0.27</td>
</tr>
<tr>
<td>Cufflinks_B</td>
<td>0.34</td>
<td>0.41</td>
<td>0.62</td>
<td><strong>0.98</strong></td>
<td>0.40</td>
<td>0.61</td>
<td>0.45</td>
<td>0.80</td>
<td>0.43</td>
<td>0.64</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>0.03</td>
<td>0.18</td>
<td>0.45</td>
<td>0.49</td>
<td>0.17</td>
<td>0.30</td>
<td>0.22</td>
<td>0.44</td>
<td>0.18</td>
<td>0.38</td>
</tr>
<tr>
<td>IsoLasso/CEM</td>
<td>0.04</td>
<td>0.18</td>
<td>0.62</td>
<td>0.63</td>
<td>0.24</td>
<td>0.35</td>
<td>0.37</td>
<td>0.53</td>
<td>0.28</td>
<td>0.46</td>
</tr>
</tbody>
</table>

### AS Statistics for 1,000 Genes (*H. sapiens*)

<table>
<thead>
<tr>
<th>Method</th>
<th>IR Recall</th>
<th>Prec.</th>
<th>ES Recall</th>
<th>Prec.</th>
<th>Alt. 5' Recall</th>
<th>Prec.</th>
<th>Alt. 3' Recall</th>
<th>Prec.</th>
<th>Overall Recall</th>
<th>Prec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpliceGrapherXT</td>
<td>0.08</td>
<td><strong>0.86</strong></td>
<td>0.32</td>
<td>0.93</td>
<td>0.13</td>
<td><strong>0.93</strong></td>
<td>0.13</td>
<td><strong>0.93</strong></td>
<td>0.21</td>
<td><strong>0.93</strong></td>
</tr>
<tr>
<td>Realigned</td>
<td><strong>0.08</strong></td>
<td>0.84</td>
<td><strong>0.33</strong></td>
<td>0.93</td>
<td><strong>0.14</strong></td>
<td>0.92</td>
<td>0.14</td>
<td>0.92</td>
<td><strong>0.21</strong></td>
<td>0.92</td>
</tr>
<tr>
<td>Cufflinks_S</td>
<td>0.07</td>
<td>0.37</td>
<td><strong>0.33</strong></td>
<td>0.86</td>
<td>0.11</td>
<td>0.17</td>
<td><strong>0.16</strong></td>
<td>0.21</td>
<td><strong>0.21</strong></td>
<td>0.42</td>
</tr>
<tr>
<td>Cufflinks_B</td>
<td>0.05</td>
<td>0.57</td>
<td>0.22</td>
<td><strong>0.99</strong></td>
<td>0.07</td>
<td>0.50</td>
<td>0.10</td>
<td>0.61</td>
<td>0.14</td>
<td>0.79</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>0.00</td>
<td>0.12</td>
<td>0.18</td>
<td>0.38</td>
<td>0.03</td>
<td>0.20</td>
<td>0.05</td>
<td>0.30</td>
<td>0.09</td>
<td>0.35</td>
</tr>
<tr>
<td>IsoLasso/CEM</td>
<td>0.00</td>
<td>0.11</td>
<td>0.20</td>
<td>0.41</td>
<td>0.03</td>
<td>0.22</td>
<td>0.06</td>
<td>0.32</td>
<td>0.11</td>
<td>0.37</td>
</tr>
</tbody>
</table>
Figure 5.3: An example of the success of the realignment procedure using simulated data for *A. thaliana*. In this case, novel splice junctions (highlighted in green) can give rise to four possible novel exons that cannot be distinguished. SpliceGrapherXT stores information about this evidence for the realignment procedure, which finds compelling evidence for three of the possible exons and makes the correct prediction.
increases the number of correct predictions by over 15%. Realignment does not have any noticeable effect on AS prediction in *H. sapiens* for our simulated data.

Table 5.3: Prediction performance for the realignment procedure on real data for *H. sapiens* (left) and *A. thaliana* (right). Shown are the number of exons removed from the original gene models (left out) followed by the statistics for each method. SpliceGrapherXT made the initial predictions using filtered MapSplice alignments, then the realignment procedure used BWA alignments to putative transcripts to augment the initial predictions. The Cufflinks and IsoLasso predictions were made using unfiltered TopHat alignments.

<table>
<thead>
<tr>
<th>Method</th>
<th><em>H. sapiens</em></th>
<th></th>
<th></th>
<th><em>A. thaliana</em></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>Left out</td>
<td>87,799</td>
<td>—</td>
<td>—</td>
<td>14,038</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SpliceGrapherXT</td>
<td>3,965</td>
<td>0.045</td>
<td>0.59</td>
<td>2,413</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td>Realigned</td>
<td>4,367</td>
<td><strong>0.050</strong></td>
<td>0.58</td>
<td>2,833</td>
<td><strong>0.20</strong></td>
<td>0.16</td>
</tr>
<tr>
<td>Cufflinks</td>
<td>2,015</td>
<td>0.021</td>
<td>0.10</td>
<td>996</td>
<td>0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>Cufflinks</td>
<td>1,308</td>
<td>0.013</td>
<td>0.04</td>
<td>890</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>1,359</td>
<td>0.014</td>
<td>0.04</td>
<td>990</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>IsoLasso/CEM</td>
<td>1,359</td>
<td>0.014</td>
<td>0.04</td>
<td>990</td>
<td>0.07</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Our results for real data show that the realignment procedure again increases exon recall while maintaining the same level of precision (Table 5.3). It increases the number of correctly predicted exons in *H. sapiens* by more than 10% and in *A. thaliana* by more than 22%, again, with no appreciable loss in precision. The realignment procedure correctly predicts more than twice as many exons as Cufflinks$_S$ in *A. thaliana* and 73% more in *H. sapiens*, while it predicts nearly three times as many exons as the IsoLasso methods.

Table 5.4: Comparison of paired-end and single-end read performance averaged over 10 runs for *H. sapiens* (left) and *A. thaliana* (right) with 1,000 randomly-selected AS genes. Results show the recall and precision for predictions made using either paired-end reads or single-end reads. Only with Cufflinks is there a noticeable difference in recall and precision between the two kinds of reads.

<table>
<thead>
<tr>
<th>Method</th>
<th><em>H. sapiens</em></th>
<th></th>
<th></th>
<th><em>A. thaliana</em></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>Precision</td>
<td>Recall</td>
<td>Precision</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpliceGrapherXT</td>
<td>0.113</td>
<td>0.931</td>
<td>0.457</td>
<td>0.970</td>
<td></td>
<td></td>
</tr>
<tr>
<td>paired-end</td>
<td>0.113</td>
<td>0.930</td>
<td>0.452</td>
<td>0.948</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Realigned</td>
<td>0.117</td>
<td>0.927</td>
<td>0.493</td>
<td>0.937</td>
<td></td>
<td></td>
</tr>
<tr>
<td>paired-end</td>
<td>0.116</td>
<td>0.928</td>
<td>0.489</td>
<td>0.925</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cufflinks</td>
<td>0.066</td>
<td>0.267</td>
<td>0.233</td>
<td>0.323</td>
<td></td>
<td></td>
</tr>
<tr>
<td>paired-end</td>
<td>0.063</td>
<td>0.318</td>
<td>0.219</td>
<td>0.334</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3.1 Paired-end vs. single-end reads

We expected the realignment procedure to leverage information from paired-end reads to resolve exons that the inference method could not. To test the hypothesis that paired-end reads provide better evidence for exon resolution than single-end reads, we performed simulations using the same protocol as before. The only difference is that instead of simulating 1 million read pairs, we simulated 2 million single-end reads for 1,000 randomly-selected multi-isoform genes. The results (Table 5.4) show almost no difference between the results for single-end and paired-end reads. Cufflinks precision increases with paired-end data, as its overlap graphs make explicit use of paired-end data when it is available.

The reason SpliceGrapherXT’s realignment procedure does not appear to benefit from paired-end reads may be traced to the constraints on paired-end reads: both reads in a pair come from the same mRNA fragment; both reads in a pair must align to the same reference sequence; they must align on opposite strands, and the alignment positions must infer an insert size that is compatible with the distribution for the data set. Altogether, these constraints reduce read coverage for a paired-end experiment but do not appear to hurt prediction performance.

5.4 Discussion

Here we have presented a realignment procedure that is robust, and can increase SpliceGrapherXT’s sensitivity to novel exons and AS events while maintaining high precision. The procedure is also efficient, since it is only applied to a small set of genes and the procedure relies on ungapped alignments that tend to be more efficient than spliced alignment. We found the realignment procedure required just an hour on average for the five sets of 76-nt A. thaliana reads, about the same as the original predictions.

In the last three chapters we have shown that RNA-Seq data makes accurate splice graph prediction challenging. The relatively short read lengths can make it difficult to disambiguate evidence for many different AS events that may appear in the same genomic region. SpliceGrapherXT uses three different methods to address these ambiguities: the inference method described in Chapter 3 provides an efficient approach for making accurate predictions when the evidence is definitive; the filtering method described in Chapter 4 limits the number of spurious junctions that find their way into SpliceGrapherXT’s predictions, and the realignment procedure described here allows it to resolve exons in some cases even in the presence of conflicting evidence. In Chapter 6 we will now show how SpliceGrapherXT’s splice graph predictions may be used to predict complete mRNA transcripts.
Chapter 6

Using Splice Graphs to Predict Transcripts

We now turn our attention to converting SpliceGrapherXT’s splice graph predictions into predictions for complete mRNA transcripts. To date, most methods that predict mRNA transcripts have focused on predicting the transcripts and their expression levels simultaneously [113, 68, 148, 54, 111, 140]. However, comparisons on both simulated and real data show that these methods suffer from poor accuracy [179, 140]. With SpliceGrapherXT we have shown that by focusing on accurate exon prediction rather than whole transcript prediction, we can predict splice graphs with high sensitivity and precision. A relevant question, then, is whether we can use our predicted splice graphs to improve the accuracy of transcript predictions in other methods.

Accordingly, we present two procedures for predicting transcripts from SpliceGrapherXT’s predicted splice graphs: one uses PSGInfer [103] to estimate the relative frequency for each path in a splice graph, and a second uses IsoLasso [113] to predict expression levels for a set of transcripts. Both tools are designed to identify transcripts recapitulated in RNA-Seq data and quantify their expression, but each is limited in its capacity to predict novel transcripts. PSGInfer does not try to predict novel exons, but may predict novel isoforms from novel combinations of known exons. IsoLasso is able to predict novel exons and isoforms, but as our experiments in Chapters 3 and 5 demonstrate, its sensitivity falls below that of SpliceGrapherXT or Cufflinks. Here we show that we can improve transcript prediction accuracy for tools like PSGInfer and IsoLasso when we provide them with SpliceGrapherXT predictions.

The basis of our method is to use predicted splice graphs to generate a set of putative transcripts that we can provide to these other methods to predict transcript frequencies or expression levels. We then predict novel transcripts whenever a putative transcript has a substantial frequency or estimated expression level. We use an approach that is similar to our realignment procedure, but instead of generating putative transcripts only for graphs with unresolved nodes, we generate transcripts by traversing all the paths in every graph that has multiple paths. In this case, we store the putative transcripts as a set of gene models that we can provide to these other tools to predict either probabilistic splice graphs or transcript expression levels.
6.1 PSGInfer

Figure 6.1: A probabilistic splice graph (PSG) with edge weights. A PSG is an augmented splice graph with two additional nodes (source and sink) and weights along each edge. The relative frequency of a transcript is given by the product of its edge weights. In this example, the relative frequency of the transcript $ABC$ is $0.2 \times 1 \times 1 \times 1 = 0.2$, for transcript $DE$ it is $0.8 \times 0.7 \times 1 = 0.56$, and for transcript $DBC$ it is $0.8 \times 0.3 \times 1 \times 1 = 0.24$. Note that the transcript relative frequencies sum to 1.

In our first approach we provide our putative gene models to PSGInfer [103], a method designed to predict the relative frequency for each path through a splice graph based on the read coverage associated with the edges along the path. We then predict the transcripts given by the paths whose relative frequency exceeds a predetermined threshold.

PSGInfer performs its optimization over a probabilistic splice graph (PSG), an augmented splice graph that includes source and sink nodes as well as weights along every edge (Figure 6.1). PSGInfer relies on gene models for its exon and intron coordinates and thus is not designed to predict novel exons. However, putative gene models based on SpliceGrapherXT predictions can provide it with novel exons and thus allow it to predict frequencies for novel transcripts. Note that PSGInfer predictions also allow us to resolve exons in some cases. If PSGInfer predicts a high enough frequency for a transcript, we predict the transcript along with every exon in it; if one of the exons is unresolved, we can now resolve it.

PSGInfer begins by converting a set of gene models into a splice graph in the same manner as SpliceGrapher. A source node is added to each graph with edges leading to every root node (one without incoming edges) in the graph (Figure 6.1); similarly, a sink node is added with edges leading from every leaf node (one without outgoing edges) in the graph. Initially edges are assigned uniform weights: if there are $n$ edges exiting a node in the graph, the initial weight for each outgoing edge is set to $w = \frac{1}{n}$. PSGInfer then uses the expectation maximization (EM) algorithm to converge to a set of edge weights that maximizes the likelihood of the observed read coverage. Once weights have been predicted for the edges in a graph, every
path through the graph is assigned a frequency that is the product of the edge weights along the path (see the examples in Figure 6.1).

To predict transcripts we select a suitable threshold and predict those paths whose frequency exceeds the threshold. For the example in Figure 6.1, if we set a frequency threshold of \( f = 0.3 \), then we would predict the transcript given by the path \( DE \) but not the other paths.

### 6.2 IsoLasso

Our second approach is similar to the first: we provide our putative transcripts to a tool that can predict expression levels for a set of transcripts. We use IsoLasso [113] and IsoLasso/CEM [114] for this procedure due to their popularity as standard benchmarks [113, 132, 140] and the ease of integrating them with our method. Recall from Chapter 3 that the IsoLasso methods are designed to predict transcripts and their expression levels simultaneously from RNA-Seq data. The main difference between them is the optimization method being used: IsoLasso uses the LASSO [213] method, while IsoLasso/CEM uses component elimination EM (CEM).

Compared with other methods, the IsoLasso methods exhibit poor sensitivity in predicting novel exons, regardless of whether we provide them with gene models (see Chapters 3 and 5). However, these methods optionally may be freed from predicting exons or transcripts and used solely to predict expression levels for a given set of transcripts. Thus their role here will be to use the putative gene models we provide them to estimate expression levels for isoforms that are recapitulated in RNA-Seq data. We can then predict transcripts by accepting those whose expression level exceeds some threshold.

### 6.3 Performance Evaluation

In our experiments we compare the transcripts predicted by each method with a set of left-out transcripts. To compare transcripts, we use the same procedure described in [113, 218, 132]: two transcripts match if and only if their sets of splice junctions match. This rule implicitly matches every exon in the two transcripts except for the beginning of the first exon and the end of the last exon. We use this approach to match transcripts because it is extremely difficult for these methods to predict exon boundaries without evidence for splice junctions, which will not occur at the start or end of a transcript.

Our methods use threshold values on two different kinds of values: estimated expression levels (FPKM) for the IsoLasso methods and relative frequencies for PSGInfer. For expression levels we need only choose
Figure 6.2: Example of an updated prediction for a gene in *H. sapiens* using PSGInfer with simulated data. SpliceGrapherXT is able to predict an alternative 5’ event on the left side of the graph (third panel down), but there is also a pattern of acceptor and donor sites (*aaadad*) that does not satisfy the SpliceGrapherXT criteria. By providing several unresolved splice forms to PSGInfer it is able to disambiguate these events correctly. With the relative frequency threshold set to the higher threshold of 0.15, PSGInfer added two transcripts with frequencies 0.23 and 0.24; two additional unresolved transcripts had frequencies of 0.04 and 0.03 and were omitted from this prediction. Human genes are difficult to predict due to complexity that is exacerbated by numerous alternative initial and terminal exons.
a reasonable value for identifying any isoform as being expressed. Values of FPKM ≥ 1 [27, 37, 34], FPKM ≥ 3 [233] and FPKM ≥ 5 [34] are used in the literature, so we chose FPKM ≥ 1 as it is the most sensitive of these. For PSGInfer predictions, we expect relative isoform frequencies to obey Zipf’s Law (see, e.g., [59, 35, 186]), meaning that one or two isoforms may have high relative frequencies in a gene, while other isoforms can have frequencies that are orders of magnitude lower. We must balance this behavior against the high false-positive rate we are likely to get if we set our threshold too low. Thus for our experiments we selected two thresholds for PSGInfer predictions: \( f \geq 0.01 \) (PSGInfer\(_{0.01}\)) to allow detection of weakly expressed isoforms, and \( f \geq 0.15 \) (PSGInfer\(_{0.15}\)) to provide higher precision.

We found that these methods yield various levels of precision and recall that can make it difficult to determine which method is best overall. Thus in these experiments we include the \( F_1 \) score [225] in addition to recall and precision. Given precision \( P \) and recall \( R \), the \( F_1 \) measure is defined as:

\[
F_1 = \frac{2PR}{P + R}
\]

This measure provides a single metric for comparing prediction methods that gives equal weighting to recall and precision [105].

### 6.3.1 Simulated data

Table 6.1: Transcript prediction performance averaged over 10 simulated runs in \( A. \) thaliana and \( H. \) sapiens. Shown are the number of true-positive and false-positive predicted isoforms along with the recall, precision and \( F_1 \) score. Results are shown for SpliceGrapherXT with PSGInfer, SpliceGrapherXT with IsoLasso and SpliceGrapherXT with IsoLasso/CEM. Also shown are results for the high-sensitivity version of Cufflinks (Cufflinks\(_S\)) and the balanced performance version (Cufflinks\(_B\)).

<table>
<thead>
<tr>
<th>Method</th>
<th>( A. ) thaliana</th>
<th>( H. ) sapiens</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
</tr>
<tr>
<td>SpliceGrapherXT updates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSGInfer(_{0.01})</td>
<td>942</td>
<td>0.74</td>
</tr>
<tr>
<td>PSGInfer(_{0.15})</td>
<td>796</td>
<td>0.63</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>665</td>
<td>0.52</td>
</tr>
<tr>
<td>CEM</td>
<td>920</td>
<td>0.72</td>
</tr>
<tr>
<td>Unassisted methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IsoLasso</td>
<td>501</td>
<td>0.39</td>
</tr>
<tr>
<td>CEM</td>
<td>629</td>
<td>0.49</td>
</tr>
<tr>
<td>Cufflinks(_S)</td>
<td>546</td>
<td>0.43</td>
</tr>
<tr>
<td>Cufflinks(_B)</td>
<td>617</td>
<td>0.49</td>
</tr>
</tbody>
</table>

For our simulation experiments we used the same data described in Chapter 3: ten sets of simulated data each for human and \( A. \) thaliana. In our simulations, all of the SpliceGrapherXT update procedures
except IsoLasso provide much higher recall than Cufflinks and all yield higher precision in *A. thaliana* (Table 6.1). In *H. sapiens* the results are mixed, as both PSGInfer$_{0.01}$ and the unassisted IsoLasso/CEM achieve the highest recall, while Cufflinks$_{SB}$ achieves the highest precision and $F_1$ scores. The PSGInfer$_{0.01}$ update procedure provides the highest recall of any method in both species, while PSGInfer$_{0.15}$ consistently yields the highest precision of the update procedures.

The differences between making predictions in *A. thaliana* and in *H. sapiens* are clear from these simulations: all of the SpliceGrapherXT update methods have recall that is much higher in the less well-annotated *A. thaliana* than in human, with a similar increase in precision. With fewer transcripts per gene in the *A. thaliana* gene models, fewer transcripts are represented in the simulated RNA-Seq data, making the prediction task much easier than it is for human.

We also used our simulations to confirm that these update procedures may be used to resolve exons. The example in Figure 6.2 illustrates how PSGInfer may be used for this purpose. SpliceGrapherXT provides several unresolved splice forms from a gene in *H. sapiens* for PSGInfer to use in its predictions. Using the frequency threshold of 0.15, PSGInfer is able to correctly predict two transcripts from a set of four unresolved transcripts. This example also illustrates the complexity of many genes in *H. sapiens* that can make it challenging to predict novel transcripts or novel exons. Not only are there a large number of AS events confined to relatively small regions, but there are also numerous alternative initial and terminal exons across the gene.

### 6.3.2 Real data

We tested our isoform prediction procedure on the real data from *A. thaliana* and *H. sapiens* described in Chapter 3, using PSGInfer and IsoLasso to predict the isoforms recapitulated in the data (Table 6.2). The results for real data are more subtle than for simulated data. In *A. thaliana*, the PSGInfer and CEM update methods have better recall than the Cufflinks methods, but with lower precision than Cufflinks$_{SB}$. PSGInfer at the high threshold exceeds the precision of Cufflinks$_{SB}$ substantially, and achieves the highest $F_1$ score of any method in that organism. On human data the differences between the update procedures and Cufflinks are more noticeable, where the update procedures yield precision up to five times as high and combined $F_1$ scores roughly double those of Cufflinks.

Prediction is much harder with real data than with simulated data. Real data can include a considerable amount of noise generated during the sequencing process, as well as evidence for novel transcripts. As a
Figure 6.3: Example of predictions made from real RNA-Seq data in *A. thaliana*. In this gene from the reverse strand, a large read cluster runs for approximately 1,400 positions (from genomic position 8,029,600 down to 8,028,200), making the evidence within the cluster unresolvable for SpliceGrapherXT. Each of the three transcript prediction methods produces a slightly different prediction. The two IsoLasso methods predict novel IR events, some of which could be spurious. PSGInfer makes a more conservative prediction that matches the gene models but does not predict any novel IR.
Table 6.2: Transcript prediction performance on real data from *A. thaliana* and *H. sapiens*. Shown are the number of left-out isoforms correctly predicted, the proportion correctly predicted (recall), the proportion of true-positives (precision), and the $F_1$ score. Here the differences are more subtle than for simulated data; the PSGInfer update method achieves the highest $F_1$ score in *A. thaliana* while the CEM update method achieves the best score in *H. sapiens*.

<table>
<thead>
<tr>
<th>Method</th>
<th><em>A. thaliana</em></th>
<th></th>
<th></th>
<th><em>H. sapiens</em></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
<td>Precision</td>
<td>$F_1$</td>
<td>TP</td>
<td>Recall</td>
</tr>
<tr>
<td>SpliceGrapherXT updates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSGInfer.01</td>
<td>1,388</td>
<td>0.269</td>
<td>0.047</td>
<td>0.081</td>
<td>1,675</td>
<td>0.060</td>
</tr>
<tr>
<td>PSGInfer.15</td>
<td>991</td>
<td>0.192</td>
<td>0.162</td>
<td>0.176</td>
<td>1,270</td>
<td>0.046</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>999</td>
<td>0.194</td>
<td>0.064</td>
<td>0.096</td>
<td>1,355</td>
<td>0.049</td>
</tr>
<tr>
<td>CEM</td>
<td>1,283</td>
<td>0.249</td>
<td>0.067</td>
<td>0.106</td>
<td>1,569</td>
<td>0.057</td>
</tr>
<tr>
<td>Unassisted methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IsoLasso</td>
<td>627</td>
<td>0.122</td>
<td>0.025</td>
<td>0.042</td>
<td>709</td>
<td>0.026</td>
</tr>
<tr>
<td>CEM</td>
<td>749</td>
<td>0.145</td>
<td>0.028</td>
<td>0.047</td>
<td>832</td>
<td>0.030</td>
</tr>
<tr>
<td>Cufflinks$_S$</td>
<td>1,143</td>
<td>0.221</td>
<td>0.019</td>
<td>0.035</td>
<td>2,825</td>
<td>0.102</td>
</tr>
<tr>
<td>Cufflinks$_B$</td>
<td>1,004</td>
<td>0.195</td>
<td>0.097</td>
<td>0.129</td>
<td>1,594</td>
<td>0.057</td>
</tr>
</tbody>
</table>

result, recall and precision on real data are much lower for all methods than with the simulated data. This is especially evident in *A. thaliana*: the methods predict a large number of novel transcripts, so precision and recall are low relative to the gene models.

### 6.3.2.1 Resolving exons

Table 6.3: Comparison of the number of unresolved nodes that were resolved by the realignment procedure and each of the three update procedures on real data from *A. thaliana* and *H. sapiens*. The PSGInfer update procedure is able to resolve more nodes than any other method. Whereas the realignment procedure is able to resolve 25-29% of unresolved nodes, the PSGInfer update procedure can resolve up to 59%, or twice as many unresolved nodes.

<table>
<thead>
<tr>
<th>Organism</th>
<th>Unresolved Nodes</th>
<th>Realignment</th>
<th>IsoLasso</th>
<th>IsoLasso/CEM</th>
<th>PSGInfer.01</th>
<th>PSGInfer.15</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>A. thaliana</em></td>
<td>21,999</td>
<td>5,474</td>
<td>7,782</td>
<td>8,901</td>
<td>12,072</td>
<td>2,139</td>
</tr>
<tr>
<td><em>H. sapiens</em></td>
<td>2,854</td>
<td>823</td>
<td>1,273</td>
<td>1,289</td>
<td>1,680</td>
<td>532</td>
</tr>
</tbody>
</table>

We also used the real data to investigate each method’s potential to predict novel exons and to resolve exons that SpliceGrapherXT’s initial predictions left unresolved (Table 6.3). We first note that there are approximately ten times as many unresolved exons in *A. thaliana* as in *H. sapiens*. This may be traced again to the relatively sparse *A. thaliana* annotations; it is evident that there are a large number of novel exons that remain to be resolved and added to the gene models (one of the key motivations for developing SpliceGrapherXT in the first place). We find that the update procedures are able to resolve even more
Table 6.4: Comparison of novel exon predictions from the update procedures along with the original predictions and the results of realignment on the real data from human and A. thaliana. The combination of SpliceGrapherXT with sophisticated transcript prediction algorithms is able to predict more novel exons than the simple realignment procedure at comparable precision levels.

<table>
<thead>
<tr>
<th>Method</th>
<th>H. sapiens</th>
<th>A. thaliana</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>Recall</td>
</tr>
<tr>
<td>Test set</td>
<td>97,504</td>
<td>—</td>
</tr>
<tr>
<td>SpliceGrapherXT</td>
<td>3,956</td>
<td>0.041</td>
</tr>
<tr>
<td>Realigned</td>
<td>4,362</td>
<td>0.045</td>
</tr>
<tr>
<td>SpliceGrapherXT updates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSGInfer0.01</td>
<td>4,653</td>
<td><strong>0.048</strong></td>
</tr>
<tr>
<td>PSGInfer0.15</td>
<td>4,301</td>
<td>0.044</td>
</tr>
<tr>
<td>IsoLasso</td>
<td>4,506</td>
<td>0.046</td>
</tr>
<tr>
<td>IsoLasso/CEM</td>
<td>4,539</td>
<td>0.047</td>
</tr>
</tbody>
</table>

exons than the realignment procedure. Given the relative simplicity of the SpliceGrapherXT realignment procedure (Chapter 5), it is not too surprising that more sophisticated transcript prediction methods like PSGInfer or IsoLasso are able resolve more exons. In particular, PSGInfer is able to resolve nearly 30% of unresolved exons in H. sapiens. When we compare the accuracy of these predictions (Table 6.4) we find the precision across all the update methods to be comparable to the initial predictions and the realignment procedure, while the number of novel exon predictions may increase by more than 10%.

### 6.4 Conclusion

We have presented two methods for predicting novel transcripts by using SpliceGrapherXT to construct putative gene models from predicted splice graphs. We then provide these gene models to tools that can use them to predict transcript frequencies or expression levels. Both tools we selected, PSGInfer and IsoLasso, are extremely limited in the transcript predictions they can make without the benefit of good gene models. When we provide these tools with SpliceGrapherXT predictions, they are able to predict novel transcripts with much higher fidelity than Cufflinks. In addition, we found that these update procedures can resolve novel exons with higher sensitivity than our realignment procedure, and with similar precision.

Recently iReckon has been shown to provide higher precision and sensitivity than IsoLasso [140] for transcript prediction, so we plan to compare our results with iReckon. Incorporating iReckon into our pipeline may also be a promising direction for future work. Together, our results suggest that an approach that combines SpliceGrapherXT’s accurate splice graph predictions with transcript expression estimation methods may give us the most complete picture of a gene’s splicing behavior from RNA-Seq data.
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Chapter 7

From Splice Graphs to Biological Insights

We have shown that SpliceGrapherXT can predict novel exons from RNA-Seq data more accurately than other methods and that it can improve transcript predictions, but ultimately we want to know how we can use the tool to derive insights from NGS experiments. In earlier studies with ESTs and RNA-Seq data we showed that splice graphs can aid statistical analysis of alternative splicing across a genome [99, 179], and that they can facilitate comparisons between gene families [172]. Here we discuss three studies that highlight the benefits and limitations of using SpliceGrapherXT to analyze RNA-Seq data.

Each of the projects has involved many different kinds of analysis including computational analysis and wet-lab assays. In the descriptions that follow we focus on the unique contributions that SpliceGrapherXT has provided to each project. We begin by showing how SpliceGrapherXT’s genome-wide AS statistics may lead to insights about the subtleties of embryonic development in plants. Next we discuss a method for using splice graphs to address the differences in RNA-Seq data for biological or technical replicates, along with a method for comparing AS activity between two different variants of the same organism. Finally we show how the compact form of a splice graph may be used to create intuitive visualizations for complex chimeric mRNA. The first two projects are ongoing collaborations with Dr. Reddy’s lab at Colorado State University. The third project was a collaboration with Dr. Valencia’s lab at the Spanish National Cancer Research Center and was published earlier this year [58].

7.1 Assessing AS Across Embryonic Developmental Stages

A key concept in embryonic development is the notion of the *hourglass model*. In the early 19th century, Karl von Baer proposed a set of four evolutionary “laws” pertaining to embryonic development. According to von Baer’s third law, young embryos from different species resemble one another, but as development proceeds, species-specific features begin to appear and the embryos of different species progressively diverge from one another. By the late 20th century this law had evolved into the *hourglass model* [48, 162]: distinct species appear markedly different from one another at the earliest developmental stages, they proceed through a *phylotypic* stage in which their characteristics are more similar, and then diverge progressively.
again as they complete embryonic development.

Recent studies have provided evidence supporting the hourglass model in metazoan embryos [43, 87] and in plants [161]. To date these studies have focused on the relative expression levels of “young” and “old” genes, where young genes are recent evolutionary developments common only to closely-related species while old genes are common even among distantly related species. These studies provide evidence that expression levels for old genes peak during the phylotypic stage while the levels for young genes peak in earlier and later stages [43, 161].

Following the work of Quint et al. [161] Dr. Reddy obtained RNA-Seq data for the model plant *A. thaliana* across seven developmental stages and we assessed the amount of AS detected in each stage. For this project we aligned the RNA-Seq reads using MapSplice [230] and used SpliceGrapher’s splice-site filters to remove potentially false-positive splice junctions. The number of aligned reads across the seven stages ranged from 12.9 million (*Mature* stage) to 26.4 million (*Torpedo* stage). To eliminate possible bias due to these differences in read coverage, we sampled 12 million aligned reads at each stage before performing our analysis. We then used SpliceGrapherXT to predict splice graphs for each developmental stage using only the prevalent splice form for each gene in the TAIR10 annotations. Using the prevalent forms not only provides us with evidence for AS specific to these RNA-Seq data sets, it also helps to eliminate possible biases owing to variation in the extent to which different genes are annotated.

### 7.1.1 AS Activity Peaks Near Phylotypic Stage

![Graph showing AS events across seven embryonic development stages in *A. thaliana*.](image)

---

Figure 7.1: AS events predicted across seven embryonic development stages in *A. thaliana*. We find that AS activity appears to peak in the *Heart* stage, and remains relatively high into the *Torpedo* stage that is presumed to be the phylotypic stage (left). Splicing regulatory genes exhibit the same pattern of AS activity, suggesting a possible role before and during the phylotypic stage (right).

Comparing the amount of predicted AS across all stages, we find that AS activity appears to peak in the *Heart* stage (Figure 7.1, left), and is dominated by IR events (blue line). Previous studies have shown that
the *Torpedo* stage in *A. thaliana* appears to be the phylotypic stage [161]. Thus AS activity peaks just before the phylotypic stage and remains relatively high through the *Bent* stage before returning to pre-phylotypic levels. This same trend is evident in splicing regulatory genes (Figure 7.1, right), suggesting a possible role during the phylotypic stage.

![AS Events by Stage](image1)

**Figure 7.2:** AS predictions across the embryonic stages in *A. thaliana* at low splice junction thresholds (left) and higher thresholds (right). The prediction depth threshold was increased from 1 to 8 to illustrate the effect of more stringent thresholds on the amount of AS predicted at each stage. At low thresholds we predict more AS for the *Heart* stage, but at higher thresholds we predict more AS in the *Torpedo* stage.

SpliceGrapherXT uses two thresholds to filter the RNA-Seq data it uses to make its predictions. The first is a threshold on the minimum average read depth required for a cluster of aligned reads to be used as evidence; The second is a threshold on the minimum number of spliced reads that support a novel splice junction before it is used as evidence. By default, SpliceGrapherXT accepts all read clusters and novel junctions with at least two supporting reads. These thresholds have the potential to change the amount of AS predicted for a particular data set, and hence could result in patterns of AS activity different from those we observe in Figure 7.1.

![Gene Expression Levels By Stage](image2)

**Figure 7.3:** Number of genes expressed across embryonic development stages at different FPKM levels. We provided Cufflinks with the complete Arabidopsis gene models for it to provide estimated expression levels. We then counted those genes whose predicted expression levels exceeded a given FPKM threshold. There are more genes in the *Heart* stage expressed at low thresholds, but more genes in the *Torpedo* stage are expressed at higher thresholds.
To account for this possibility, we ran SpliceGrapherXT several more times using different thresholds each time and looked at the pattern for each run (Figure 7.2). The number of AS events predicted at each stage drops substantially as we increase the depth threshold, most noticeably in the Heart stage. At relatively high thresholds we predict more AS in the Torpedo stage than in the Heart stage. Thus although we have more evidence for AS in the Heart stage than in the Torpedo stage, the evidence appears to come from relatively weakly expressed transcripts.

We see similar trends when we consider the number of genes at different expression levels across the stages (Figure 7.3). To estimate the number of genes expressed at each stage, we first used Cufflinks to estimate expression levels for all known Arabidopsis genes by providing it with the complete set of gene models. We then counted those genes at each stage whose predicted expression levels exceeded a given FPKM threshold. By increasing the threshold we can assess the number of strongly expressed genes detected at each stage. At low FPKM thresholds we find many more expressed genes at the Heart stage, but at higher FPKM thresholds we find more genes in the Torpedo stage.

From these results it appears that many genes are both weakly expressed and alternatively spliced in the Heart stage, just prior to the phylotypic Torpedo stage. Whether this AS activity helps to initiate the phylotypic stage or whether it is a side-effect of other regulatory processes will require further analysis.

### 7.1.2 Old Genes Exhibit More AS Than Young Genes

Recently Quint et al. reported that the relative expression levels of young and old genes change across developmental stages, with old genes exhibiting the highest expression levels in the phylotypic Torpedo stage [161]. In their analysis they established a set of 13 phylostrata in which they assigned an evolutionary age to the genes in the A. thaliana genome. For each gene they used sequence similarity to identify homologs (genes with common ancestry) in other species. The resulting phylogenetic tree contained 13 nodes representing evolutionary distance from A. thaliana; its closest neighbors are other plants in the genus Arabidopsis, while the most distant neighbors are prokaryotes (mostly single-celled organisms such as bacteria). They defined a phylostratum as the most distant phylogenetic node containing at least one species with a detectable homolog for a given gene. The resulting phylostratigraphic map contains 13 phylostrata denoted PS1 through PS13. PS1 includes the evolutionarily oldest genes with homologous sequences in prokaryotes, and PS13 includes the evolutionarily youngest genes with no homolog in any other species. To distinguish between young and old genes, the authors established a cutoff: genes in PS1-PS3 are considered
old, while those in phylostrata PS4-PS13 are considered young. This yielded phylostratum identifiers for 25,371 genes, of which 10,800 (42.6%) are considered old while the rest are young.

Figure 7.4: AS events predicted for young and old genes across the developmental stages in *A. thaliana*. Old genes represent just 42.6% of all genes, but have the most evident AS across all stages (left). This is especially evident when we look at the average amount of AS per gene in each group (right).

Using these same phylostrata, we compared the relative levels of AS activity for young and old genes across the developmental stages (Figure 7.4). Although old genes represent the smaller proportion of genes, they have more evidence of AS than young genes. This is especially evident when we look at the proportion of AS that occurs within each group (Figure 7.4, right). This evidence suggests that old genes undergo about twice as much AS activity per gene as young genes at the Heart stage. There is evidence that old genes simply have more splice forms than young genes [183], and that they are more sensitive to AS regulation [234]. Thus when an environment is conducive to AS, old genes may react more sensitively than young genes.

Overall our results suggest that there is indeed a dramatic increase in AS activity during embryonic development, and that this activity occurs disproportionally in old genes. Additional analysis will be required to determine how AS changes between stages and which AS events may be unique to each stage.

### 7.2 Assessing AS Between Variants

The serine/arginine-rich (SR) family of proteins plays a key role in mediating alternative splicing [165, 166, 65, 187, 172, 38] in a multitude of organisms (see, e.g., [247, 211, 125, 172, 165, 167]). However, the evidence to date suggests that plants possess the greatest variety of SR proteins of any organism studied [172, 13]. Hence investigating SR-protein genes in plants such as *A. thaliana* provides opportunities to investigate a wide array of SR gene behaviors, and could yield insights that apply across a broad spectrum of organisms. In our collaboration with Dr. Reddy’s lab at CSU, we are investigating the influence of a particular SR gene, *SR45*, that has been associated with regulation of other SR genes [6], and in particular with recognition
of intronic 5’ splice sites [38]. We are using RNA-Seq data based on mRNA samples from two different A. thaliana variants: one variant in which the SR45 gene has been knocked out (manipulated to render it inactive) and a wild-type (unmodified) variant.

When comparing two variants in the same species, it is important to understand whether the differences we see between data sets are due to differences between the variants themselves or if it is due to the variability inherent in RNA-Seq data. Because of this variability, and due to the relatively low cost of RNA-Seq data, technical or biological replicates have become an important component in these comparative studies [60, 138, 18, 46]. The data for our SR45 study consist of two replicates each for the wild-type variant (21.6 million and 22.5 million 76-nt reads) and the SR45 knock-out (18.3 million and 20.5 million 76-nt reads).

We first aligned the reads to the TAIR10 version of the genome, which yielded between 17.4 million and 21.3 million reads aligned per sample. To eliminate any possible bias due to read coverage, we sampled 17 million alignments from each data set. We used SpliceGrapherXT [179, 177] to predict splice graphs from the RNA-Seq alignments for each of the replicates. To assess the alternative splicing in our samples, we provided a reduced set of gene models to SpliceGrapherXT to make its predictions. Following the same protocol described in previous chapters, we created a reduced set of gene models from the TAIR10 version of the Arabidopsis gene models by removing all but the prevalent splice form for each gene. By using these reduced gene models as a reference, we ensured that any AS events in our predicted splice graphs were due to AS activity in the RNA-Seq samples.

Due to inherent variation in the RNA-Seq coverage, the evidence for AS may vary considerably from one sample to the next, even for samples from the same organism under the same conditions. Consequently, splice graph predictions may also vary widely across any set of replicates. Thus to produce a consistent set of predictions, we computed the intersections of the predicted splice graphs for every pair of replicates in each variant. The intersection of two splice graphs is the intersection of their vertex and edge sets (see Figure 7.5). The intersection of predicted graphs from two replicates will thus contain only those AS events that are common to both replicates.

To identify AS events that were unique to each variant, we ran SpliceGrapherXT using two different thresholds for RNA-Seq evidence. A high threshold \( \tau = 4 \) meant that SpliceGrapher only accepted clusters of reads with an average depth at least 4 and splice junctions with at least 4 supporting reads. A low threshold \( \tau = 1 \) meant that SpliceGrapher accepted all read clusters and all supported splice junctions. An
Figure 7.5: Example of a graph intersection based on two SR45 knockout gene replicates. The top panel shows the prevalent form of the gene provided to SpliceGrapherXT. The middle two panels show the resulting predicted graphs for the two SR45 knockout replicates. The bottom panel shows the intersection graph consisting of the exons (vertices) and introns (edges) common to both of the replicates.
Table 7.1: AS statistics based on RNA-Seq data for wild-type *A. thaliana* and SR45 mutants. Predictions were made by removing all but the prevalent isoform from the gene models for each gene, so the number of AS events is relative to the prevalent isoforms. Predictions were generated for each run separately (two lanes for SR45, two lanes for wild-type), then intersections of the predicted graphs were created for the SR45 and wild-type variants to identify AS events that were consistent within each variant. Shown are the total AS events found in the wild-type replicates and the SR45 mutant replicates, along with the number of exons that SpliceGrapherXT was unable to resolve. Also shown are AS events unique to each replicate along with AS events found in both (SR45 ∩ Wild-type).

<table>
<thead>
<tr>
<th>Source</th>
<th>Unresolved Exons</th>
<th>Genes</th>
<th>Alternative Splicing</th>
<th>Events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>IR</td>
<td>ES</td>
</tr>
<tr>
<td>Total Wild-type</td>
<td>7,984</td>
<td>2,910</td>
<td>1,970 (59%)</td>
<td>170 (5%)</td>
</tr>
<tr>
<td>Total SR45</td>
<td>5,141</td>
<td>2,973</td>
<td>2,027 (58%)</td>
<td>230 (7%)</td>
</tr>
<tr>
<td>Unique Wild-type</td>
<td>4,689</td>
<td>940</td>
<td>885 (85%)</td>
<td>45 (4%)</td>
</tr>
<tr>
<td>Unique SR45</td>
<td>1,846</td>
<td>1,003</td>
<td>942 (80%)</td>
<td>105 (9%)</td>
</tr>
<tr>
<td>SR45 ∩ Wild-type</td>
<td>3,295</td>
<td>1,970</td>
<td>1,085 (47%)</td>
<td>125 (5%)</td>
</tr>
</tbody>
</table>

AS event was then considered unique to a variant if it was predicted at the high threshold for that variant but not predicted even at the low threshold for the other variant. These thresholds yielded predictions that we consider unambiguous for each of the variants (Table 7.1). Overall SpliceGrapherXT was able to predict slightly more AS events in the SR45 knockout than in the wild-type, with the biggest difference (35%) in exon-skipping events. However, these predictions omit a large number of unresolved exons: there are more than twice as many unresolved exons unique to the wild-type data, suggesting that there is more evidence for AS in wild-type. Hence we must be cautious about using these AS statistics to compare results from two different species or variants as they reflect only those AS events SpliceGrapherXT was able to predict unequivocally.

### 7.2.1 AS Within Novel Genes

To identify possible alternative splicing within novel genes, we first used Cufflinks to predict genes and transcripts. This gave us an initial set of 198 putative novel genes, of which 77 overlapped existing gene models, leaving 121 putative novel genes. Cufflinks did not assign a strand to any of the putative genes, so we inferred the strand using spliced alignments for those genes that contained them. This yielded just 9 candidates for which we could infer a strand. Despite the presence of spliced alignments, Cufflinks predicted each of these as single-exon genes. Using these Cufflinks predictions as gene models, we ran SpliceGrapherXT on both the wild-type and the mutant RNA-Seq alignments to predict splice graphs for these novel genes. Figure 7.6 shows an example of a novel gene that has well-supported evidence for
Figure 7.6: This figure depicts a novel single-exon gene predicted by Cufflinks. We resolved the gene strand using spliced alignments that fell within the gene boundaries and predicted splice graphs using the Cufflinks gene model as a reference. The alignment data for this novel gene provide evidence for AS events in the SR45 mutant that do not appear in the wild-type data.
different splice forms in the wild-type and SR45 mutant data. In this case we were able to use Cufflinks predictions to bootstrap SpliceGrapherXT so that it could predict AS for genes that do not have annotations in the TAIR10 gene models. In the future we would like to enable SpliceGrapherXT to predict novel genes and the splice forms within them without having to use Cufflinks to bootstrap the process.

7.3 Visualizing Chimeras

In mythology, a chimera is a monster with the head of a lion, the body of a goat and a serpent’s tail. Like these mythical creatures, chimeric mRNA transcripts are cobbled together from mRNA molecules that come from different genomic locations [198, 244, 115] (Figure 7.7). These transcripts can be composed of distinct elements from within a gene 1; from gene elements on opposite strands [100]; from distinct genes on the same chromosome [180], or from distinct genes on different chromosomes (see, e.g., [91, 45, 244, 175]). Initially these chimeric transcripts were perceived primarily to be products of gene fusions associated with cancerous cells [158, 98, 141] or mere alignment artifacts [94, 139]. However, recent evidence suggests that chimeric splicing also occurs in normal cells and may be subject to regulatory processes [3, 110].

Several models have been proposed to explain how chimeric transcripts form. Originally chimeras were associated with gene fusion events that occur when genetic DNA is translocated, or moved to a distant location in a genome from its original position. In this way, components from two genes may fuse into a single gene that, when expressed, produces chimeric transcripts [158, 98, 141]. More recent models of chimeric mRNA fall under the category of trans-splicing, defined as splicing that occurs between exon acceptor and donor sites from two separate pre-mRNA molecules [244]. For example, exons from tandem genes may be joined in the same transcript or spliced together to form a chimera [154]. Although trans-splicing has been found in numerous studies [91, 45, 100, 78, 244, 154, 245, 175], it remains unclear how the cell’s splicing machinery may select exons to join from distinct pre-mRNA transcripts. Obtaining a better understanding of chimeras is a challenging task: not only are chimeric transcripts relatively rare, but it can be difficult to distinguish real chimeras from experimental artifacts [139]. Despite these challenges, there is evidence that chimeras may be more common than previously believed [139, 57, 58].

---

1Horiuchi et al. have shown that chimeric mRNA from the *longitudinals lacking (lola)* gene may arise from trans-splicing of exons at distinct locations within the gene [78]. They provide evidence that at least one alternatively selected exon has its own promoter region and can thus be transcribed independently. It may then be trans-spliced to other transcripts from the same gene.
Figure 7.7: Splice graph visualization of an mRNA chimera from *H. sapiens* that involves genes on two different chromosomes. The top panel shows the first parts of three ESTs that aligned to the first gene. Each EST is labeled with its unique identifier. The second panel shows the gene model for the first gene with the chimeric junction highlighted in red. The third panel shows the gene model for the second gene with the second part of the chimeric junction highlighted in red (start of second exon). The bottom panel shows the ends of the ESTs that align to the second gene. Note that the 3’ ends of the ESTs in the top panel align with the first half of the junction while the 5’ ends of the ESTs in the bottom panel align with the second half of the junction.
To aid in interpreting these data, we used SpliceGrapher modules to develop methods for visualizing chimeric transcripts inferred from EST data [58]. In our visualizations we included several features to aid in analysis (Figure 7.7). Each chimera is characterized by a splice junction that begins in one gene and ends in another. We highlight these locations using bold red markers on the graphs. The gene features that may take part in a chimera will be upstream of the first part of the chimeric junction and downstream of the second part. Those gene regions that are not included in a chimera are obscured by rendering them with grey dashed lines.

ESTs provide supporting evidence for the chimeras in the study. We depict each EST as a separate transcript along with its unique identifier. Displaying the ESTs and the genes in this manner makes it easy to see the extent of the EST evidence for a chimera, what parts of each gene are likely to participate in a chimera, and the potential transcripts that could arise from each chimera. These SpliceGrapher visualizations are now part of an extensive database (ChiTaRS, now at UniProt [224]) of well-supported chimera examples from fruit fly, mouse and human [58].

7.3.1 Future Work

Our work has demonstrated the value of having good visualization tools for interpreting the evidence for chimeras based on ESTs. The ChiTaRS database also includes chimeras predicted from RNA-Seq data [58, 130, 131]. In addition, several tools have been developed that can predict chimeras recapitulated in RNA-Seq data [190, 95, 82, 116]. Thus an obvious next step will be to provide visualizations that include this RNA-Seq evidence.

Most methods for predicting chimeras from RNA-Seq rely on paired-end reads to detect chimeric events by looking for read pairs that map to exons within distinct genes. They then filter candidates by removing pairs of paralogous genes from their candidate sets [190, 95, 82, 116]. However, the trans-splicing model associated with chimeras is slightly different than the model associated with normal splicing [137], raising the possibility that the two processes are mediated by different splicing signals. Thus it is possible that more accurate predictions may be obtained by instead training classifiers to recognize patterns that are unique to chimeric sequences. As a first step one could use an an approach similar to the approach described for classifying splice sites in Chapter 4. A key difference will be the way in which positive and negative training examples are obtained. The ChiTaRS database provides information about chimeras that have been confirmed using mass spectrometry [57, 58] and should provide good evidence for known chimeric splice
sites.

### 7.4 Conclusion

In this chapter we have surveyed three projects in which SpliceGrapher has been used to generate biological insights. It has played a key role in our analysis of AS across different stages of embryonic development, providing compelling evidence that vibrant AS activity precedes the key phylotypic stage, and raising questions about how this AS activity may influence gene products in later stages. Splice graphs also provide an efficient structure for comparing the splicing activity between two samples. This means that we can compensate for high variability between biological or technical replicates by accepting only those predictions that are common to all replicates. By using graph intersections to identify predictions common to replicates allows us to make confident predictions across replicates, but other comparisons are more challenging. Finally, splice graphs provide compact representations of genes that make it easy to visualize complex phenomena such as complex gene models and trans-spliced chimeras. By including annotations for supporting evidence such as ESTs or RNA-Seq data, these visualizations can aid in developing and evaluating methods for predicting different kinds of chimeras.
Chapter 8

Conclusion

We have presented SpliceGrapherXT, a Python package designed to enhance existing gene annotations by predicting splice graphs from RNA-Seq and EST data. SpliceGrapherXT predicts AS from RNA-Seq data by applying a simple set of constraints to patterns of acceptor and donor sites. We have shown that this approach gives SpliceGrapherXT much greater precision and greater sensitivity than other state-of-the-art methods when predicting novel exons. SpliceGrapherXT uses gene annotations as a basis on which to construct its splice graphs, allowing it to make meaningful predictions even for genes with low read coverage, and to resolve AS events that are otherwise hard to detect from RNA-Seq data. In addition, it uses highly accurate splice-site models to filter out potentially spurious evidence for novel splice junctions provided by spliced alignment tools. When SpliceGrapherXT is unable to resolve patterns of acceptor and donor sites unequivocally, it saves information about potential novel exons. It can then use a realignment procedure to resolve up to 50% of unresolved exons while maintaining its high precision. These methods are highly efficient: predictions for a whole genome along with realignments to resolve exons will take about two hours on a typical workstation.

Once SpliceGrapherXT has predicted a set of splice graphs for a genome, we can use the predictions to improve the performance of transcript prediction methods. SpliceGrapherXT constructs putative gene models from predicted splice graphs and provides these gene models to tools such as PSGInfer and IsoLasso that can use them to predict transcript frequencies or expression levels. Our experiments demonstrate that when we provide IsoLasso/CEM with SpliceGrapherXT predictions, its recall and precision both improve dramatically on real data. In addition, SpliceGrapherXT-assisted PSGInfer and IsoLasso predictions can yield higher recall and precision than Cufflinks on both simulated and real data.

We have also used SpliceGrapherXT to generate biological insights using different experimental protocols. Our early work demonstrated the advantages of using splice graphs to assess AS in species with limited annotations [99] and to compare AS in highly conserved genes [172]. Since then SpliceGrapherXT has played a key role in RNA-Seq based projects for comparing AS between different samples, such as mutant and wild-type *A. thaliana* variants, or comparing the amount of AS across different stages of plant
embryonic development.

Tools that predict complete mRNA transcripts from RNA-Seq data rely on sophisticated algorithms for mapping reads to their corresponding transcripts [218, 173, 113, 111, 114]. However, the ambiguities that arise from biases and noise in RNA-Seq data can make this problem difficult or impossible to solve. By addressing the slightly easier problem of predicting novel exons, we have been able to develop a relatively simple approach that yields better recall and substantially better precision than these other methods.

8.1 Future Work

As encouraging as our results have been, there are several avenues we would like to pursue to improve SpliceGrapherXT’s prediction accuracy and utility. These include the ability to predict novel genes and their AS activity, establishing a model to account for noise to improve SpliceGrapherXT’s sensitivity to novel IR events, and comparisons with other state-of-the-art methods.

8.1.1 Gene Prediction

In Chapter 7 we described an ad hoc procedure for assessing AS in novel genes: we first used Cufflinks to predict genes and transcripts in *A. thaliana*, then used as gene models those Cufflinks predictions that did not correspond to any known gene models. By combining these predicted genes with RNA-Seq we were able to find several novel genes with evidence of AS. However, we would like to add to SpliceGrapherXT the ability to detect novel genes and any AS that may be present in those genes. In addition, alternative initiating and terminating exons remain a significant challenge for methods that predict novel exons or transcripts.

Tools like Cufflinks and Scripture can predict genes using heuristics such as the distance between coverage regions and inferring strands using the spliced alignments within a region [218, 68]. However, there are two key aspects to this problem that may yield better predictions: identification of gene boundaries and identification of transcript start sites (TSS) and polyadenylation (poly-A) sites. A number of tools exist that are designed to predict genes based on genomic sequences (see, e.g., [221, 24, 199, 75, 202]). These use a variety of different methods including neural networks [221], linear discriminants [199] and Hidden Markov Models [24, 75]. There are also numerous methods for TSS prediction (see, e.g., [97, 171, 201, 241]) and poly-A site prediction (e.g., [136, 207, 123, 220]) with approaches that include neural networks [171], support vector machines [201] and hybrid approaches [97, 123]. These tools provide predictions for gene and transcript boundaries that SpliceGrapherXT could use to provide additional context for interpreting evidence
from RNA-Seq data. Currently SpliceGrapherXT is able to extend genes on either end based on RNA-Seq evidence, but the outer boundaries for exons at the 5’ and 3’ ends may not be accurate. Incorporating evidence from a TSS or polyA site predictor might improve these predictions as well.

8.1.2 Improving IR Predictions

One of the key findings in our original work was the difficulty in predicting intron retention based on RNA-Seq data [179]. A common problem is that read coverage can vary by orders of magnitude across a gene. Because SpliceGrapherXT currently relies on continuous read coverage across an intron, it will not predict IR when there are short gaps in coverage. Thus we may improve SpliceGrapherXT’s ability to predict IR if we can identify gaps in short read coverage that constitute noise.

The challenge is illustrated in Figure 8.1, where SpliceGrapherXT fails to predict an IR event when using only RNA-Seq alignments. EST alignments provide compelling evidence for an IR event, and the RNA-Seq coverage across the same intron appears to support it as well. However, three small gaps in read coverage prevent SpliceGrapherXT from predicting the event. We would like SpliceGrapherXT to distinguish between read coverage gaps that could be merged to form exons, and disjoint clusters of reads that result from noise in the data. It should be possible to develop a classifier that can leverage characteristics of read coverage and splice sites to make these predictions.

Currently we identify gaps in read coverage whenever the coverage drops to 0. This serves as a proxy for identifying when read coverage is indistinguishable from noise. However, a more rigorous approach could give us a better idea of where clusters should be delineated or split apart, and when we may want to merge them. We could develop a classifier that uses features we associate with noise or with legitimate IR events. Gap size is an obvious feature to include if we wish to close gaps by merging adjacent clusters. SpliceGrapherXT’s splice site classifiers may also provide evidence for such a model. When splice sites are predicted between two short-read clusters, a gap between them may be due to splice junctions not recapitulated in the spliced alignments. Conversely, the absence of predicted splice sites in the vicinity of a gap could be evidence that the gap was an artifact of noisy data. Additional features may include relevant statistics such as the expression levels of flanking read clusters; the variability in read depth across the gene; and the gene’s average read depth.
8.1.3 Additional Comparisons

Throughout this work we have compared SpliceGrapherXT with Cufflinks, IsoLasso and IsoLasso/CEM. Recently the iReckon method was proposed that exhibits higher precision and sensitivity than IsoLasso or Cufflinks for transcript prediction [140]. In simulation and experiments, iReckon yielded 50% higher recall and twice the precision of Cufflinks,IsoLasso or SLIDE in predicting left-out transcripts in a human data set. On real data iReckon yielded recall that was just 10% higher than Cufflinks, but with more than double the precision. The protocol for these experiments was different from our own, so it will be instructive to run iReckon using our experiments.

CLIIQ [119] is another method recently proposed for predicting isoforms and their abundances. This method takes advantage of multiple RNA-Seq samples using an integer linear programming formulation for identifying and quantifying the most parsimonious set of isoforms. In experiments on simulated human data, CLIIQ yields up to 22% higher recall than Cufflinks or IsoLasso, and up to 16% higher precision. Although these differences are not as striking as those for iReckon or SpliceGrapherXT, the experimental protocol was again different from our own. Hence we would like to see how well CLIIQ would perform using our protocols.
Figure 8.1: An example of a gene where short gaps in read coverage currently prevent SpliceGrapherXT from predicting an IR event. Here we used SpliceGrapherXT to predict AS for this gene based only on RNA-Seq data and compare its prediction with evidence from ESTs. The short-read coverage across the intron on the right provides strong evidence for an IR event, but SpliceGrapherXT is unable to predict the event due to gaps in the coverage.
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Appendix A

Original SpliceGrapher Inference Rules

In our original SpliceGrapher implementation we used a set of inference rules designed to predict specific types of AS events from RNA-Seq evidence. Each of the data sources used by SpliceGrapher—genome annotations, short-read data, and EST alignments—requires a distinct interpretation for splice graph construction. For the following discussion of the procedures used to interpret each type of data we borrow terminology from [73] and refer to exons that have explicit acceptor and donor splice sites as bounded and those with an undefined acceptor or donor splice site as unbounded. When one graph element (an exon or an intron) falls completely within the genomic coordinates of another graph element, we say that it is contained within the other element.

A.1 Alternative Splicing Inference from RNA-Seq

Because of the relatively short length of RNA-Seq reads, they cannot be unambiguously interpreted as splice-graphs and AS events (see Figure A.1). SpliceGrapher’s original approach was to use as much data as possible to make confident predictions, and to annotate AS events as unresolved if the evidence did not clearly support a specific isoform. This original version of SpliceGrapher applies inference rules in the order presented in the following sections.

A.1.1 Intron Retention

Intron retention (IR) is arguably the most challenging form of AS to infer from RNA-Seq data: the best evidence for novel IR events comes from ungapped alignments across annotated introns, but sequencing and alignment artifacts such as unprocessed pre-mRNA or gaps in read coverage make it difficult to discriminate between IR events and noise [179, 140]. SpliceGrapher infers IR events from RNA-Seq evidence in two ways that exploit information from the gene models. When short-read coverage remains above a desired threshold across an intron’s full length, it is evidence that the intron was retained in some transcripts (see Figure 3.2). In this case the intron is excised in the constitutive form represented by the gene model. In an alternative scenario shown in Figure A.2, the intron is retained in the known constitutive form. We detect this form of IR when a known exon has a novel splice junction within it.
Figure A.1: This figure demonstrates ambiguities that arise in RNA-Seq data that make isoform prediction challenging. Because there is read coverage across several introns, SpliceGrapher is not able to determine whether this is a result of a single intron retention event, or several independent events.
Figure A.2: *A. thaliana* gene AT1G02380 provides an example where the known splice form is the one with the intron retained (as opposed to the example shown in Figure 3.2 where the novel splice form has the intron as retained). This scenario of intron retention requires different evidence, namely the novel splice junction, shown in green in the figure. The boundaries of the exon from the gene model were used to infer the boundaries of the exons that flank the new intron.
When SpliceGrapher infers a novel IR event, it must identify unique exon boundaries for three exons: the longer exon in which the intron is retained, and the two shorter exons that flank the intron when it is excised. Usually the gene model provides good evidence for these boundaries, but in some cases it may not be possible to resolve them unambiguously.

![Diagram of exon boundaries](image)

Figure A.3: The method SpliceGrapher uses to resolve an alternate acceptor site when a short-read exon (C) extends beyond another exon (B). If the exon C is not directly flanked by splice junctions (known or predicted from RNA-Seq data), SpliceGrapher will attempt to extend the exon to the nearest splice junctions, upstream and downstream. If such an extension is not supported by the data, the exon is considered unresolved.

When short-read coverage remains high across an intron’s full length, SpliceGrapher will create a short-read exon that spans the intron. Its next task is to determine the exon’s correct boundaries. SpliceGrapher first finds all exons in the graph that overlap the short-read exon. If one upstream exon overlaps its 5' end and one downstream exon overlaps its 3' end, SpliceGrapher creates a new exon whose boundaries are the acceptor site from the upstream exon and the donor site from the downstream exon. If more than one exon overlaps either end of the short-read exon, it is still possible to infer the new exon’s boundaries provided all overlapping upstream exons share the same acceptor site and overlapping downstream exons share the same donor site (Figure A.3). If the boundary at either end is ambiguous, SpliceGrapher creates an unresolved IR event. When a junction is used to infer an IR event through the scenario of a splice junction within an exon, SpliceGrapher must identify the boundaries for two new exons, which is performed in a manner analogous to the single exon case.

In some cases read coverage may remain high across two or more introns in succession, making it impossible to determine which of several possible splice forms is correct (see Figure A.1). In these cases, SpliceGrapher annotates the corresponding short-read exon as unresolved.
A.1.2 Alternative 3’ and 5’ Events

When an intron is excised at more than one splice site, changing the boundaries of one of its flanking exons, we have evidence of an alternate 3’ or 5’ event. SpliceGrapher uses two forms of evidence to infer alternative 3'/5’ events. When a short-read exon overlaps an existing exon but extends beyond its 3’ or 5’ end, it provides evidence for an alternate donor or acceptor site. In addition, when a novel splice junction appears between two exons it provides evidence for a novel intron (Figure A.3). SpliceGrapher requires both forms of evidence to infer a novel alternative splice site. Below we describe the procedure for inferring an alternate acceptor (3’ site). The procedure for an alternate donor (5’ site) is analogous.

When a short-read exon overlaps an existing exon and extends into its upstream intron, it is evidence that the exon boundaries changed in some transcripts. To identify an acceptor site for the new exon, SpliceGrapher looks for junctions that have acceptor sites within the same intron, upstream of the short-read exon (Figure A.3). SpliceGrapher then uses the acceptor site nearest the short-read exon as its acceptor site. If it finds no acceptor sites within the intron, SpliceGrapher annotates the short-read exon as unresolved.

If SpliceGrapher can resolve a new exon’s acceptor site, it must resolve its donor site as well. The procedure is the same as that for identifying retained intron boundaries in the previous section. If one downstream exon overlaps the new exon’s 3’ end, SpliceGrapher uses the downstream exon’s donor site as the new exon’s donor site. If more than one downstream exon overlaps the new exon’s 3’ end, SpliceGrapher can still resolve its donor site provided all overlapping exons share the same donor site (see Figure A.3). If the overlapping exons have different donor sites, SpliceGrapher cannot resolve the new exon’s donor, and it annotates the exon as unresolved.

A.1.3 Exon Skipping

An exon skipping event occurs when an exon is excised from some transcripts but included in others. SpliceGrapher infers skipped exons in two different ways. In the first scenario the exon is included in the known constitutive form represented in the gene model. If a novel splice junction spans the existing exon, it is evidence that the exon was skipped in some transcripts (see top panel of Figure A.4). If the novel junction’s acceptor and donor sites match those of established exons, SpliceGrapher adds the new intron to the graph and annotates the skipped exon.

An alternate scenario is when the exon is skipped in the constitutive form (bottom panel of Figure A.4). In this case, if a short-read exon falls within an intron and is flanked by two novel junctions, it is evidence
Figure A.4: Two scenarios in which SpliceGrapher will predict a skipped exon. In the top panel, a novel splice junction between exons A and C provides evidence that exon B is skipped in some transcripts. In the lower panel a novel exon, F, is contained within an intron in the graph. The new exon is flanked by novel splice junctions within the same intron, so SpliceGrapher uses the acceptor site from the upstream junction to resolve the exon’s 5’ boundary and the donor site from the downstream junction to resolve its 3’ boundary. If SpliceGrapher is unable to resolve either boundary, the exon is unresolved.

for a novel exon that is skipped in some transcripts. These clues may not provide enough evidence to resolve the event, so SpliceGrapher tries to associate the upstream junction’s donor site and the downstream junction’s acceptor site with exons in the graph. If this first step is successful, SpliceGrapher uses the upstream junction’s acceptor site as the new exon’s acceptor site and the downstream junction’s donor site as the new exon’s donor site. If it is unable to resolve the junctions, SpliceGrapher annotates the short-read exon as unresolved.
Appendix B

Counting AS Events

An important consequence of predicting splice graphs is the ability to annotate novel AS events and to generate statistics from them. Genome-wide AS surveys can provide insights into how organisms develop and how they respond to different conditions [99, 227, 11, 55, 81, 147]. To generate statistics we count the AS events within each splice graph and sum over the graphs predicted for a data set.

![SpliceGrapher counting different AS events](image)

Figure B.1: Examples showing how SpliceGrapher counts different AS events. (I) Exon $x$ contains the introns from $u$ to $v$ and $w$ to $v$. This is counted as a single IR event (plus an alternative 5' event) because only one exon ($x$) retains the introns. (II) Exons $a$, $b$ and $c$ overlap one another and have three distinct donor sites. Together these are counted as two alternative 5’ events. (III) The intron between exons $e$ and $h$ skips exon $g$, which is counted as an ES event. Exon $f$ is an alternative transcription start site that we do not count as AS.

**B.1 Intronic retention**

Intronic retention occurs when the splicing machinery refrains from excising an intron, resulting in a single long exon comprised of the intron and its flanking exons. Thus whenever an exon contains one or more introns in a graph, we count it as an IR event. If two or more exons contain the same introns, they are counted as separate IR events. Example I in Figure B.1 is an example of a graph that has a single IR event containing two distinct introns.
B.2 Alternative 3’ and 5’ events

An alternative 5’ event occurs when an intron is excised at two or more sites at its 5’ end. These splice sites correspond to donor sites for different exons in a graph. Thus to count alternative 5’ events we search a graph for overlapping exons that use different donor sites. We consider one of these sites as a baseline representing the prevalent form, and the remaining sites as alternatives. The total count is then simply the number of distinct donor sites in the set minus 1. Example II in Figure B.1 shows a graph with two alternative 5’ events. One exon may be selected arbitrarily as a baseline while the other exons with distinct donor sites are counted as alternative 5’ events. We use an analogous approach to count alternative 3’ events using exon acceptor sites.

B.3 Exon skipping

An ES event occurs when a cell’s splicing machinery excises an exon from a transcript along with its flanking introns. Our evidence for an ES event in a splice graph is an intron that contains one or more exons (Figure B.1, example III). If multiple distinct introns span the same exons, we count each one as a separate ES event.

When counting ES events we make a distinction between alternatively-spliced exons and alternate initial or terminal exons. Initial and terminal exons are determined by a cell’s transcription process rather than its splicing process, so we do not count them as ES events. Example III in Figure B.1 illustrates this distinction. The grey exons e and f in this graph represent alternative transcription start sites; either one will be selected during transcription rather than during splicing. Exon g is the only one removed during the splicing process, so it is the only exon counted as an ES event.
Appendix C

File formats

SpliceGrapher uses different file formats to import data of different types. Below we describe in some detail how these files are imported and converted into splice graphs or evidence for predicting splice graphs.

C.1 Gene Models

Gene models typically are stored as General Feature Format (GFF3) files or as Gene Transfer Format (GTF) files. Both formats use tab-delimited files with eight or more columns. While these are both documented standards, the standards are not always followed. For example, the second column in the GTF format is allocated for information about the source of the annotations, such as the name of the software package used. However, many of the ENSEMBL GTF files use this column to describe the kind of gene being annotated (e.g., “protein coding”). Thus SpliceGrapher’s interpretation of these files may incorporate some knowledge of where they originated. In this discussion we refer to exons that have explicit acceptor and donor splice sites as *bounded* and those with an undefined acceptor or donor splice site as *unbounded* (see [73, 179]).

C.1.1 GFF3 Format

The GFF3 format [49] is a nine-column format, where each line in the file constitutes a record that describes a genomic feature such as a chromosome, gene or exon. Each record has a type (third column) that denotes its genomic feature such as *chromosome*, *gene*, *exon* or *CDS* (protein coding sequence), as well as positions (fourth and fifth columns) that specify its genomic location (Figure C.1). Usually the information in a file is organized in a hierarchical order: a *chromosome* record precedes any *gene* records associated with the chromosome, a *gene* record precedes any *exons* records associated with the gene, and so on. However, this may not not always be the case, so SpliceGrapher loads the information without regard for order and attempts to validate gene models once they are loaded. Another issue is the fact that not all GFF3 files use the same record types. For example, untranslated regions (UTRs) may appear as *UTR* records in one file and as *five_prime_UTR* or *three_prime_UTR* in another.

When SpliceGrapher accepts gene model annotations in GFF3 format it constructs graphs using the
sequence coordinates found in \textit{UTR}, \textit{CDS} and \textit{exon} records. It interprets \textit{exon} records as bounded exons and incorporates them directly into a splice graph. It infers an intron whenever the corresponding exons are adjacent in a transcript. When an exon appears in multiple transcripts, a single exon node is created along with edges that link it to the exons that follow or precede it in the corresponding transcripts.

In some cases gene models may yield a 0-length intron—for example, when the models describe coding sequence (CDS) and untranslated regions (UTR) in mature mRNA. In these cases an exon that contains a start or end codon will be annotated in the models as two exons—one associated with the UTR and one with the CDS—with a 0-length gap between them. SpliceGrapher merges these adjacent exons into a single exon and marks the starting location of the codon.

\subsection*{C.1.2 GTF Format}

The GTF format uses the same columns as GFF3, but the attributes column use a different syntax. In addition, genetic information is stored not as a hierarchy, but as a series of exons. Hierarchical information such as the transcript or gene associated with an exon is included in the exon’s attributes. If an exon takes part in more than one transcript, there will be multiple records for the exon. When SpliceGrapher loads a GTF file, it stores exon or CDS records on the fly, creating structures for chromosomes, genes and transcripts as it encounters them.
1 protein_coding exon 3631 3913 . + . gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding CDS 3760 3913 . + 0 gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding start_codon 3760 3762 . + 0 gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding exon 3996 4276 . + . gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding CDS 3996 4276 . + 2 gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding exon 4486 4605 . + . gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding CDS 4486 4605 . + 0 gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding exon 4706 5095 . + . gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding CDS 4706 5095 . + 0 gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding exon 5174 5326 . + 0 gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding CDS 5174 5326 . + 0 gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding exon 5439 5627 . + 0 gene.id "AT1G01010"; transcript.id "AT1G01010.1"
1 protein_coding stop_codon 5628 5630 . + 0 gene.id "AT1G01010"; transcript.id "AT1G01010.1"

Figure C.2: Example of the GTF file format for a gene from the A. thaliana annotations. The columns are nearly identical to the GFF format, but the second column may have gene type information instead of the annotation source. Note too the difference in the way attributes are listed in the last column. Records have been truncated to fit the page.

C.2 EST Alignments

Alignment tools such as BLAT [92] and GMAP [238] can provide alignment information in the Pattern Space Layout (PSL) format. The PSL format is a 21-column tab-delimited format that contains a wealth of information about a gapped EST alignment. Each line in the file is a record that includes information such as the start and end points for each aligned segment (called blocks), the number of matching and mismatching bases, and the number of insertions and deletions. A full description of the format is provided on the ENSEMBL website [52].

When SpliceGrapher loads a PSL file, it converts each record into a sequence of exons, but exons at the 3’ or 5’ end of an EST are considered unbounded, as the ESTs may originate from anywhere in a transcript. Unbounded exons are merged with other exons in the graph. An exon that is unbounded at its 3’ end is merged with another exon if they share the same acceptor site and both exons are unbounded at the 3’ end. Alternately, if one of the two exons is bounded, SpliceGrapher may merge them if the bounded exon contains the unbounded exon. Analogous rules apply to exons unbounded at the 5’ end. SpliceGrapher infers an intron between exons whenever they are adjacent in an EST.

C.3 RNA-Seq Alignments

Most alignment tools use the Sequence Alignment/Map (SAM) format (Figure C.5) or its cousin the Binary Alignment/Map (BAM) format to record alignment information. These formats have detailed
Figure C.3: Example showing how ESTs are converted to a splice graph. Exons at either end of an EST are considered unbounded at their extreme ends (the 5’ exon is unbounded at its 5’ end and the 3’ exon is unbounded at its 3’ end). These are merged with exons from other ESTs when their bounded ends match. The resulting splice graph is often far less complex than the collection of ESTs.

Figure C.4: Example of the PSL file format with several EST alignments.
specifications, but these may not be followed in the same way by all alignment tools. For example, in the tuxedo suite (Bowtie/Tophat/Cufflinks) Tophat [216] includes information in its alignments that Cufflinks requires to make its predictions. Thus Cufflinks may not make good predictions with alignments from another tool.

C.3.1 SAM Format

<table>
<thead>
<tr>
<th>Read id</th>
<th>Flags</th>
<th>Chromosome</th>
<th>Position</th>
<th>Score</th>
<th>CIGAR</th>
<th>Mate Pair</th>
<th>Mate Position</th>
<th>Insert Size</th>
<th>Read Sequence</th>
<th>Read Quality</th>
<th>Optional Tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC:296</td>
<td>73</td>
<td>chr1</td>
<td>13780</td>
<td>255</td>
<td>20M</td>
<td>* 0 0</td>
<td>AGCCTGGTTAGGAAGCTGT</td>
<td>VVVVVVVVVVVVVVQQQQ</td>
<td>NM:i:2 NH:i:1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC:14</td>
<td>137</td>
<td>chr1</td>
<td>13024</td>
<td>255</td>
<td>20M</td>
<td>* 0 0</td>
<td>CGGCCCAGATGGGACAGGAC</td>
<td>VVVVVVVVVVVVVVQQQQQ</td>
<td>NM:i:1 NH:i:1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC:34</td>
<td>137</td>
<td>chr1</td>
<td>13025</td>
<td>255</td>
<td>20M</td>
<td>* 0 0</td>
<td>GACCCGGATGGGACAGGAGT</td>
<td>VVVVVVVVVVVVVVQQQQQ</td>
<td>NM:i:1 NH:i:1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC:8</td>
<td>137</td>
<td>chr1</td>
<td>13029</td>
<td>255</td>
<td>20M</td>
<td>* 0 0</td>
<td>CGGAGATCAGGGAGTTGGG</td>
<td>VVVVVVVVVVVVVVYYVVVV</td>
<td>NM:i:1 NH:i:1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure C.5: Example of the SAM file format for alignments in *H. sapiens*. Records have been truncated to fit the page. Columns are: read id, set of bit-encoded flags, chromosome, alignment start position, alignment score, CIGAR string, mate pair identifier, mate pair alignment position, inferred insert size, read sequence, read quality and optional tags.

A record in the standard SAM format uses a minimum of 11 tab-delimited columns containing the alignment information for a single read (Figure C.5). From left to right, these are the unique read identifier; a bit-encoded set of flags describing alignment characteristics such as strand; the name of the location where it aligned (usually chromosome); the alignment start position; alignment score; a Concise Idiosyncratic Gapped Alignment Report (CIGAR) string (described below); unique identifier for the read’s mate (paired-end reads); the mate’s alignment position; the insert size inferred for two mates; the actual read sequence; the base-by-base read quality, and optional coded tags. When SpliceGrapher loads SAM data, it tracks the location and size of each read in the file. For ungapped reads it is straightforward, but spliced reads include elaborate CIGAR strings that describe the matches and gaps in the alignment.

C.3.2 CIGAR Strings

<table>
<thead>
<tr>
<th>CIGAR string</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>76M</td>
<td>76-nt match</td>
</tr>
<tr>
<td>37M2600N38M</td>
<td>37-nt match / 2,600-nt gap / 38-nt match</td>
</tr>
<tr>
<td>11M780N58M1911N9M</td>
<td>11-nt match / 780-nt gap / 58-nt match / 1,911-nt gap / 9-nt match</td>
</tr>
</tbody>
</table>

Figure C.6: Some examples of typical CIGAR strings taken from a set of SAM alignments for *H. sapiens*. The first example shows a typical ungapped alignment; the second example shows a typical spliced alignment, and the last example is a read that crosses two junctions.

The CIGAR string is the primary source of gapped alignment information for a read. The format uses letter codes to convey matches (M), gaps (N), insertions (I), deletions (D) and other information about a spliced alignment. A string is simply a concatenation of sizes and codes; for example, “35M” means a
35-character match between a read and a reference sequence. Some typical examples are given in Figure C.6. The first example shows a typical ungapped alignment where 76 characters from the read matched the reference sequence. The second example shows a typical spliced alignment with a single intron gap and anchors of 37nt and 38nt on either side. The last example is from a read that crosses two junctions: a 780-nt intron followed by a 1,911-nt intron.

C.4 Splice Graphs

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>SG graph</td>
<td>7252</td>
<td>7384</td>
</tr>
<tr>
<td></td>
<td>ID=G180;Name=G180;Note=protein_coding_gene</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG parent</td>
<td>7497</td>
<td>7584</td>
</tr>
<tr>
<td></td>
<td>ID=G180.7;AltForm=IR;Isoforms=G180.2;disposition=known</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG parent</td>
<td>7476</td>
<td>7584</td>
</tr>
<tr>
<td></td>
<td>ID=G180.8;Isoforms=G180.1;disposition=known</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG parent</td>
<td>7468</td>
<td>7487</td>
</tr>
<tr>
<td></td>
<td>ID=pred_123;putative_children=G180.4;disposition=unresolved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG parent</td>
<td>7468</td>
<td>7534</td>
</tr>
<tr>
<td></td>
<td>ID=pred_121;putative_children=G180.4;disposition=unresolved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG child</td>
<td>7290</td>
<td>7307</td>
</tr>
<tr>
<td></td>
<td>ID=G180.2;Parent=G180.3;Isoforms=G180.1,G180.2;disposition=known</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG child</td>
<td>7369</td>
<td>7377</td>
</tr>
<tr>
<td></td>
<td>ID=G180.4;Parent=G180.5;AltForm=A3;Isoforms=G180.1,G180.2;disposition=known</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG child</td>
<td>7467</td>
<td>7487</td>
</tr>
<tr>
<td></td>
<td>ID=G180.6;Parent=G180.8;Isoforms=G180.1;disposition=known</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG child</td>
<td>7252</td>
<td>7288</td>
</tr>
<tr>
<td></td>
<td>ID=G180.1;Parent=G180.2;Isoforms=G180.1,G180.2;disposition=known</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG child</td>
<td>7369</td>
<td>7370</td>
</tr>
<tr>
<td></td>
<td>ID=pred_118;Parent=G180.5;AltForm=A3;disposition=predicted</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG child</td>
<td>7428</td>
<td>7447</td>
</tr>
<tr>
<td></td>
<td>ID=G180.5;Parent=G180.7,G180.6;Isoforms=G180.1,G180.2;disposition=known</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SG child</td>
<td>7348</td>
<td>7353</td>
</tr>
<tr>
<td></td>
<td>ID=G180.3;Parent=G180.4;pred_118;Isoforms=G180.1,G180.2;disposition=known</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure C.7: Example of SpliceGrapherXT GFF output format. The columns are the same as for GFF3 gene models, but the hierarchical structure is more compact. After the requisite graph record, every node (exon) is listed exactly once along with annotations with the identifiers for the isoforms in which it participates along with the AS events associated with the node. Child nodes include a Parent annotation that lists the parent nodes connected to the child.

When SpliceGrapherXT predicts a splice graph, it stores the graph in a file that uses the GFF format (Figure C.7). These files are similar to the gene model files described in section C.1.1, but with the following modifications. Every file begins with a graph record, similar to a gene, that records the graph’s chromosome, start and end locations, strand and name. Additional information may be copied from the gene models. The remaining records describe parent and child nodes in the graph. In addition to the usual chromosome, strand and position information, transcript and AS attributes are included in the attribute list in the last column. These include the isoforms in which a node participates and the AS events associated with it. Parent-child relationships are annotated for child nodes using the Parent attribute in the last column. Finally, every node has a disposition that tells whether the associated exon originated from the gene models (known), was predicted by SpliceGrapherXT or is still unresolved.
Appendix D

Splice Site Classifier Performance for 107 Species

We downloaded the gene models and reference genome sequences for 107 species from the ENSEMBL website and used SpliceGrapherXT to create classifiers for \( GT \) donor sites and \( AG \) acceptor sites for each species (Table D.1). These classifiers are all highly accurate, with ROC scores ranging from .90 to .99. In general \( GT \) donor sites are easier to classify as indicated by an average ROC score of .97 and lower variance across species (Figure D.1, right). For \( AG \) acceptor sites the average score is .95 and the distribution across the species varies considerably more.

Figure D.1: Distributions of classifier scores across 107 species. Both \( GT \) and \( AG \) classifiers average ROC scores better than 95%, demonstrating that SpliceGrapher’s splice-site classifiers can be used to filter alignments in nearly any species that has enough gene model annotations to generate a training set.
Table D.1: SpliceGrapher classifier performance for 107 different species. Classifiers were built using SpliceGrapherXT pipeline and ROC scores computed via 5-fold cross-validation.

<table>
<thead>
<tr>
<th>Species</th>
<th>GT</th>
<th>AG</th>
<th>Species</th>
<th>GT</th>
<th>AG</th>
<th>Species</th>
<th>GT</th>
<th>AG</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. pisum</td>
<td>0.96</td>
<td>0.94</td>
<td>D. mojavensis</td>
<td>0.97</td>
<td>0.96</td>
<td>O. princeps</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>A. aegypti</td>
<td>0.96</td>
<td>0.95</td>
<td>D. persimilis</td>
<td>0.96</td>
<td>0.96</td>
<td>O. anatius</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>A. queenslandica</td>
<td>0.99</td>
<td>0.99</td>
<td>D. pseudoobs.</td>
<td>0.98</td>
<td>0.96</td>
<td>O. cuniculus</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>A. carolinensis</td>
<td>0.98</td>
<td>0.96</td>
<td>D. sechellia</td>
<td>0.97</td>
<td>0.96</td>
<td>O. sativa</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>A. gambiae</td>
<td>0.96</td>
<td>0.95</td>
<td>D. simulans</td>
<td>0.97</td>
<td>0.96</td>
<td>O. latipes</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>A. mellifera</td>
<td>0.98</td>
<td>0.96</td>
<td>D. virilis</td>
<td>0.98</td>
<td>0.97</td>
<td>O. garnetti</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>A. thaliana</td>
<td>0.97</td>
<td>0.95</td>
<td>D. willistoni</td>
<td>0.97</td>
<td>0.96</td>
<td>P. troglodytes</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>A. gossypii</td>
<td>0.99</td>
<td>0.96</td>
<td>D. yakuba</td>
<td>0.98</td>
<td>0.97</td>
<td>P. marinus</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>A. clavatus</td>
<td>0.98</td>
<td>0.93</td>
<td>E. telfairi</td>
<td>0.98</td>
<td>0.96</td>
<td>P. patens</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td>A. flavus</td>
<td>0.96</td>
<td>0.92</td>
<td>E. histolytica</td>
<td>0.99</td>
<td>0.96</td>
<td>P. berghei</td>
<td>0.94</td>
<td>0.99</td>
</tr>
<tr>
<td>A. fumigatus</td>
<td>0.97</td>
<td>0.90</td>
<td>E. caballus</td>
<td>0.95</td>
<td>0.95</td>
<td>P. chabaudi</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>A. nidulans</td>
<td>0.96</td>
<td>0.91</td>
<td>E. europaeus</td>
<td>0.98</td>
<td>0.96</td>
<td>P. falciparum</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>A. terreus</td>
<td>0.97</td>
<td>0.93</td>
<td>F. catus</td>
<td>0.98</td>
<td>0.96</td>
<td>P. pacificus</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>B. mori</td>
<td>0.98</td>
<td>0.98</td>
<td>F. oxysporum</td>
<td>0.96</td>
<td>0.92</td>
<td>P. capensis</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>B. taurus</td>
<td>0.98</td>
<td>0.96</td>
<td>G. morhua</td>
<td>0.98</td>
<td>0.96</td>
<td>P. vamppyrus</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>B. fuckeliana</td>
<td>0.98</td>
<td>0.95</td>
<td>G. gallus</td>
<td>0.97</td>
<td>0.95</td>
<td>P. ultimum</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>B. distachyon</td>
<td>0.98</td>
<td>0.96</td>
<td>G. aculeatus</td>
<td>0.96</td>
<td>0.95</td>
<td>S. cerevisiae</td>
<td>0.99</td>
<td>0.92</td>
</tr>
<tr>
<td>C. brevineri</td>
<td>0.97</td>
<td>0.98</td>
<td>G. moniliformis</td>
<td>0.97</td>
<td>0.93</td>
<td>S. harrisii</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>C. briggsae</td>
<td>0.95</td>
<td>0.97</td>
<td>G. zea</td>
<td>0.98</td>
<td>0.94</td>
<td>S. mansoni</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>C. elegans</td>
<td>0.97</td>
<td>0.98</td>
<td>G. gorilla</td>
<td>0.97</td>
<td>0.95</td>
<td>S. pombe</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>C. remanei</td>
<td>0.97</td>
<td>0.98</td>
<td>H. melpomene</td>
<td>0.96</td>
<td>0.96</td>
<td>S. sclerotiorum</td>
<td>0.95</td>
<td>0.90</td>
</tr>
<tr>
<td>C. familiaris</td>
<td>0.98</td>
<td>0.95</td>
<td>H. sapiens</td>
<td>0.98</td>
<td>0.96</td>
<td>S. araneus</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>C. porcellus</td>
<td>0.97</td>
<td>0.96</td>
<td>I. scapularis</td>
<td>0.94</td>
<td>0.93</td>
<td>S. bicolor</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>C. hoffmanni</td>
<td>0.98</td>
<td>0.96</td>
<td>L. chalumnae</td>
<td>0.97</td>
<td>0.94</td>
<td>S. scrofa</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>C. intestinalis</td>
<td>0.98</td>
<td>0.96</td>
<td>L. africana</td>
<td>0.96</td>
<td>0.95</td>
<td>T. rubripes</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td>C. quinguefass.</td>
<td>0.96</td>
<td>0.97</td>
<td>M. mulatta</td>
<td>0.95</td>
<td>0.93</td>
<td>T. syrichta</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>D. plexippus</td>
<td>0.97</td>
<td>0.96</td>
<td>M. eugenii</td>
<td>0.97</td>
<td>0.96</td>
<td>T. nigroviridis</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>D. rerio</td>
<td>0.98</td>
<td>0.96</td>
<td>M. oryzae</td>
<td>0.97</td>
<td>0.93</td>
<td>T. gondii</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>D. pulex</td>
<td>0.98</td>
<td>0.95</td>
<td>M. gallopo</td>
<td>0.97</td>
<td>0.94</td>
<td>T. castaneum</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>D. novemcincus</td>
<td>0.97</td>
<td>0.96</td>
<td>M. musculus</td>
<td>0.98</td>
<td>0.96</td>
<td>T. adhaerens</td>
<td>0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>D. discoideum</td>
<td>0.99</td>
<td>0.99</td>
<td>M. musculus</td>
<td>0.98</td>
<td>0.96</td>
<td>T. belangeri</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>D. ordii</td>
<td>0.98</td>
<td>0.97</td>
<td>M. lucifugus</td>
<td>0.97</td>
<td>0.97</td>
<td>T. truncatus</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>D. ananassae</td>
<td>0.98</td>
<td>0.96</td>
<td>N. vectensis</td>
<td>0.97</td>
<td>0.96</td>
<td>V. pacos</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>D. erecta</td>
<td>0.98</td>
<td>0.97</td>
<td>N. fischeri</td>
<td>0.98</td>
<td>0.93</td>
<td>X. tropicalis</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>D. grimshawi</td>
<td>0.98</td>
<td>0.96</td>
<td>N. crassa</td>
<td>0.96</td>
<td>0.94</td>
<td>Z. mays</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>D. melanogaster</td>
<td>0.98</td>
<td>0.96</td>
<td>N. leucogenys</td>
<td>0.96</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix E

The SpliceGrapherXT Software

E.1 Overview

SpliceGrapher predicts alternative splicing patterns and produces splice graphs that capture in a single structure the ways a gene’s exons may be assembled. It enhances gene model annotations using evidence from next-generation sequencing and EST alignments. With SpliceGrapherXT (version 0.2.2), we introduce the ability to convert splice graph predictions into transcript predictions using IsoLasso.

E.1.1 Downloading and Installation


- Requires PyML version 0.7.9 or higher for classifying splice sites.

- Requires matplotlib version 1.1.0 or higher for the extensive graphics tools.

- The optional IsoLasso pipeline requires IsoLasso version 2.6.1 or higher, along with the ‘gtfToGenePred’ and ‘genePredToBed’ programs from UCSC (http://hgdownload.cse.ucsc.edu/admin/exe).

Currently Unix/Linux and Mac OS-X are supported. A setup.py script is provided so installation is standard for python:

```
python setup.py build
python setup.py install
```

To check that SpliceGrapher is installed correctly, run the python interpreter and type

```
>> import SpliceGrapher
>> SpliceGrapher.__version__
'0.2.2'
```
To test your installation more thoroughly, use the test script in the SpliceGrapher examples sub-directory:

cd examples
run_tests.sh

E.1.2 Brief Tutorial

Before getting into SpliceGrapher’s nuts and bolts, we begin with a few examples to demonstrate its key features. In the directory where you installed SpliceGrapher you will find a sub-directory called tutorial that contains all the data you will need for the following examples. Be sure that SpliceGrapher’s scripts are in your path.

Note that all of the examples use the SpliceGrapher.cfg file in the tutorial directory. This contains the paths to the default reference genome (a_thaliana.fa.gz) and the default gene models (a_thaliana.gff3.gz).

E.1.2.1 Example 1: Create Classifiers

In this example you will create accurate models for canonical (GT-AG) and semi-canonical (GC-AG) splice sites for the plant Arabidopsis thaliana. To reduce classifier training time you may also want to set the number of examples to something relatively small such as \(-n 400\) (the default is 2000). Create the classifiers by running the build_classifiers.py script as follows:

build_classifiers.py -d gt,gc -n 400

The program shows you the SpliceGrapher scripts it uses for each step in the process. Below is output from a typical run:

Creating SVM models for splice sites
09:45:10 generate_splice_site_data.py -d gt -n 200 -o gt_don_training.fa
             -r splice_site_report.txt
09:45:20 generate_splice_site_data.py -d gt -n 200 -o gt_don_neg.fa -N
09:45:29 cat gt_don_neg.fa >> gt_don_training.fa
09:45:29 rm gt_don_neg.fa
09:45:51 generate_splice_site_data.py -d gc -n 200 -o gc_don_training.fa
09:46:01 generate_splice_site_data.py -d gc -n 200 -o gc_don_neg.fa -N
09:46:10 cat gc_don_neg.fa >> gc_don_training.fa
09:46:10 rm gc_don_neg.fa
09:46:31 generate_splice_site_data.py -a -d ag -n 200 -o ag_acc_training.fa
09:46:40 generate_splice_site_data.py -a -d ag -n 200 -o ag_acc_neg.fa -N
09:46:49 cat ag_acc_neg.fa >> ag_acc_training.fa
09:46:49 rm ag_acc_neg.fa
09:47:12 zip classifiers.zip ??_???.cfg ??_???.svm ??_???.fa
09:47:12 rm ??_tmp_e*_i*.fa
Finished.
When the script finishes, you may check classifier performance by looking for the ROC scores in their corresponding \texttt{.cfg} files:

\texttt{grep roc \textasciitilde*.cfg}

Scores typically will be above 0.90:

\texttt{ag\_acc\_cfg:roc\_score = 0.935625}
\texttt{gc\_don\_cfg:roc\_score = 0.94925}
\texttt{gt\_don\_cfg:roc\_score = 0.969875}

The script packages these classifiers into the \texttt{classifiers.zip} file in the local directory.

\textbf{E.1.2.2 Example 2: Filter Alignments}

This example you may use the classifiers you created in Example 1, or you may simply copy the \texttt{Arabidopsis\_thaliana.zip} file from classifiers sub-directory of your SpliceGrapher distribution. This example uses the following files:

- Alignment output (SAM format): \texttt{alignments.sam.gz}
- \emph{A. thaliana} classifiers (ZIP format): \texttt{classifiers.zip} (from Example 1 above)
  or \texttt{Arabidopsis\_thaliana.zip}

To filter the alignment output, run the \texttt{sam\_filter.py} script:

\texttt{sam\_filter.py alignments.sam.gz classifiers.zip -o filtered.sam}

\textbf{E.1.2.3 Example 3: Predict a Splice Graph}

This example demonstrates SpliceGrapher’s prediction modules. In this case we will use it to predict a graph for the gene \texttt{AT2G04700} that we selected as an illustrative example. This example uses the following files:

- Alignment output (SAM format): \texttt{filtered.sam}
- Plotter configuration file: \texttt{AT2G04700}\textunderscore plot.cfg

To predict a graph for this gene, run the \texttt{predict\_splicegraph.py} script:
There are two ways to view the resulting graph: `view_splicegraphs.py` and `plotter.py`. The first script allows you to view a splice graph on your screen or, if you prefer, save it to a file. `plotter.py` is designed for file output and provides a more extensive set of options. We have provided an example plotter configuration file to get you started:

```
view_splicegraphs.py AT2G04700.gff -L
plotter.py AT2G04700_plot.cfg
```

### E.2 The SpliceGrapher Environment

Throughout this guide, we describe a variety of tasks that require different input files. By far the most common files are a reference sequence (a FASTA file) and a gene model (either GFF3 or GTF format).

#### E.2.1 Environment Variables

You may specify default paths for these files by setting the environment variables `SG_FASTA_REF` and `SG_GENE_MODEL`. For example, in C shell this might look like:

```
setenv SG_FASTA_REF "/home/o_sativa/sequences/o_sativa.fasta"
setenv SG_GENE_MODEL "/home/o_sativa/annotations/o_sativa.gff3"
```

`SpliceGrapher` will use these default paths when they are not provided to a script on the command line or in a configuration file.

#### E.2.2 SpliceGrapher Configuration File

`SpliceGrapher` programs and modules also use the configuration file `SpliceGrapher.cfg` to locate the genomic reference and gene model files. Below is an example of a configuration file.

```
[SpliceGrapher]
GENE_MODEL = /home/o_sativa/annotations/o_sativa.gff3
FASTA_REFERENCE = /home/o_sativa/sequences/o_sativa.fasta
```

`SpliceGrapher` scripts look for `SpliceGrapher.cfg` in your PATH. When working with data for different organisms, it is often convenient to place a `SpliceGrapher.cfg` file for each organism in its own
directory. Then one can change SpliceGrapher’s defaults simply by changing directories. SpliceGrapher scripts will first use any paths specified on the command line, followed by those found in a configuration file and then those given as environment variables.

E.3 Splice Site Classifiers

For RNA-Seq data we are concerned with two kinds of alignments: ungapped alignments and splice junction alignments. An ungapped alignment is one in which a read aligns completely within an exonic region in the reference sequence. Most short-read alignment algorithms can perform exonic alignments. A splice junction alignment is one in which part of a read aligns to the 3’ end of one exon and the remainder aligns to the 5’ end of another exon, usually within the same gene. However, many spliced alignment programs use only rudimentary heuristics to identify correct splice sites. SpliceGrapher’s approach is to filter these junctions using highly accurate splice-site classifiers.

Starting with version 0.2.0, SpliceGrapher comes with over 100 pre-built classifiers for a variety of different species. These are provided as .zip files located in the classifiers directory. You may also build your own classifiers using the build_classifiers.py script.

E.3.1 Building Classifiers

To simplify the process of constructing classifiers and to provide an example script you may use to create your own pipeline, SpliceGrapher includes the script build_classifiers.py. Assuming you have established paths for a FASTA reference sequence a gene model file SpliceGrapher.cfg file, you can generate a complete set of classifiers for filtering spliced alignments with one command:

build_classifiers.py

The script performs the following steps:

1. Generates training data for each splice site dimer.

2. Selects optimal parameters for each classifier.

3. Stores the data for each classifier in a .zip file

The script accepts the following options:
<table>
<thead>
<tr>
<th>Option</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>--commands</td>
<td>Show but don’t run commands</td>
<td></td>
</tr>
<tr>
<td>-a</td>
<td>dimer list</td>
<td>Acceptor site dimers to predict</td>
</tr>
<tr>
<td>-d</td>
<td>dimer list</td>
<td>Donor site dimers to predict</td>
</tr>
<tr>
<td>-f</td>
<td>file path</td>
<td>Fasta reference file</td>
</tr>
<tr>
<td>-m</td>
<td>file path</td>
<td>GFF3 gene model annotation file</td>
</tr>
<tr>
<td>-n</td>
<td>examples</td>
<td>Total number of examples to use for training</td>
</tr>
<tr>
<td>-l</td>
<td>file path</td>
<td>Optional output log file</td>
</tr>
</tbody>
</table>

By default the script builds classifiers only for canonical GT donor sites and AG acceptor sites. To build a classifier for semi-canonical GC donor sites as well, simply provide a list to the script:

`build_classifiers.py -d gt,gc`

In each step of this pipeline, the main script calls other SpliceGrapher scripts to generate data and train classifiers. By using the `--commands` option, you can see the commands that would be generated without actually running them. This is instructive when learning how to use each of the scripts individually. Each of the scripts used in `build_classifiers.py` is described in the following sections. (For more information on how these classifiers are constructed, please see [14].)

For the splice site prediction modules SpliceGrapher uses support vector machines (SVM) implemented in the [http://pyml.sourceforge.net](http://pyml.sourceforge.net) PyML package. To create a set of splice-site classifiers, we suggest taking the following steps:

1. Identify most common splice-site dimers for the species
2. Generate positive, negative training data sets
3. Find optimal classifier parameters for each splice site

Each of these procedures is described in the following sections.

### E.3.1.1 Identifying Splice-Site Dimers

The workhorse script `generate_splice_site_data.py` can identify frequently-occurring splice-site dimers and generate positive and negative example sequences for any given dimer. The script can produce a report of all splice site dimers and splice junctions found in a set of gene models. The most frequently occurring splice site dimers are then candidates for constructing classifiers for predicting novel splice sites in a genome. The command is simply:
Below is an example of a report, truncated for readability:

Breakdown of donor sites for 122535 introns:
- GT: 121165 (98.88%)
- GC: 1248 (1.02%)
- AT: 84 (0.07%)
- GA: 13 (0.01%)
- TT: 8 (0.01%)

Breakdown of acceptor sites for 122535 introns:
- AG: 122419 (99.91%)
- AC: 76 (0.06%)
- AT: 9 (0.01%)

Breakdown of splice junctions:
- GT-AG: 121132 (98.8550%)
- GC-AG: 1248 (1.0185%)
- AT-AC: 73 (0.0596%)
- GA-AG: 13 (0.0106%)
- TT-AG: 8 (0.0065%)

Given a list of splice-site dimers and their frequencies, one can then choose an optimal set that balances the potential number of successful predictions with the overhead of training a classifier for each dimer.

### E.3.1.2 Generating Training Data

The `generate_splice_site_data.py` script is also used to generate positive and negative examples for training SVMs. Positive examples are simply examples of the given dimer found at splice sites in the gene model. To generate negative examples `SpliceGrapher` uses the procedure outlined in [164]: it looks for all examples of the given dimer within each gene and uses as negative examples those that don’t appear in splice sites.

To generate positive examples for a given donor-site dimer such as GT, use the following command:

```
generate_splice_site_data.py -o gt_positive.fa -d GT
```
To generate examples for acceptor sites, use the `-a` option:

```
generate_splice_site_data.py -o ag_positive.fa -d AG -a
```

As with other scripts, the default gene model and FASTA reference are provided in `SpliceGrapher.cfg` variables, and output is written to `stdout` by default.

To generate negative examples, simply add the `-N` option to the command:

```
generate_splice_site_data.py -o gt_negative.fa -d GT -N
```

By default, output splice site sequences will include 100nt on either side of a splice-site dimer, but will not include the dimer itself. To include splice-site dimers in output sequences, use the `-D` option. To change the window size (for example, 30nt on either side), use the `-W` option:

```
generate_splice_site_data.py -o gt_positive.fa -d GT -W 30
```

Note that the window size will reduce the number of possible SVM parameter combinations but may also reduce SVM performance if the windows are too small. Positive examples for any dimer tend to be relatively rare, while negative examples are plentiful. In fact, there may orders of magnitude more negative examples than positive, which would be overkill for training a good classifier. To set a limit on the number of negative examples generated, use the `-n` option. When a limit is set, the script will perform the following random selection procedure a fixed number of times.

First it selects a gene at random from the genome. Once a gene has been selected, it samples positions at random from within the gene until it finds the appropriate dimer at a position other than a known splice site. Once the appropriate number of negative examples have been randomly selected, the script halts. Thus to generate a sample of 10,000 negative GT examples, use the command:

```
generate_splice_site_data.py -o gt_negative.fa -d GT -N -n 10000
```

E.3.1.3 Optimizing Classifiers

`SpliceGrapher` uses support-vector machines (SVMs) to classify splice sites. More specifically it uses SVMs with a weighted-degree kernel that has proved especially successful at discriminating real splice sites from spurious ones. While these models are well-suited for predicting novel splice sites, there are a number of parameters that can influence SVM performance for a specific kind of splice site. Briefly, these are:
intronic and exonic sequence length on either side of a site

range of k-mer sizes to use

size of shifts to allow when assessing k-mers

number of mismatches to allow

SVM regularization parameter, C

For an overview and tutorial on SVMs with weighted-degree kernels, see [14].

<table>
<thead>
<tr>
<th>Option</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-a</td>
<td>Interpret splice sites as acceptors</td>
<td></td>
</tr>
<tr>
<td>-e</td>
<td>EXONSIZE</td>
<td>List of exon sizes to try (e.g., '20,25,30')</td>
</tr>
<tr>
<td>-C</td>
<td>CLIST</td>
<td>List of regularization constants for SVM (e.g., '0.1,1.0,10.0')</td>
</tr>
<tr>
<td>-i</td>
<td>INTRONSIZE</td>
<td>List of intron sizes to try (e.g., '20,25,30')</td>
</tr>
<tr>
<td>-l</td>
<td>LOGFILE</td>
<td>Optional log file for tracking performance</td>
</tr>
<tr>
<td>-k</td>
<td>KFOLDS</td>
<td>Number of folds to run cross-validation</td>
</tr>
<tr>
<td>-m</td>
<td>MINK</td>
<td>Set of minimum k values for kernel (e.g., '1,2,3')</td>
</tr>
<tr>
<td>-M</td>
<td>MAXK</td>
<td>Set of maximum k values for kernel (e.g., '3,4,5')</td>
</tr>
<tr>
<td>-N</td>
<td>Turn normalization OFF</td>
<td></td>
</tr>
<tr>
<td>-p</td>
<td>Apply a mismatch profile</td>
<td></td>
</tr>
<tr>
<td>-P</td>
<td>PREFIX</td>
<td>Optional prefix for output files</td>
</tr>
<tr>
<td>-S</td>
<td>SHIFT</td>
<td>List of maximum shift values</td>
</tr>
</tbody>
</table>

To simplify this process, SpliceGrapher includes the script select_model_parameters.py. This script trains a weighted-degree kernel SVM on labeled FASTA sequences generated by generate_splice_site_data.py and runs cross-validation for a variety of parameter settings. As the program proceeds, it saves the best model and parameter configuration. The basic format of this command is

select_model_parameters.py FASTA-training-data dimer

For example:

select_model_parameters.py gt_training.fa gt

This runs cross-validation on a model with just the default parameters (exon lengths of 8nt, 12nt and 16nt; intron lengths of 15nt, 20nt and 25nt; minimum k-mer size 1; maximum k-mer 1, 2 or 3; no mismatches; shift sizes 0 and 1, and C = {0.01,0.1,1,10,100}). By default, cosine normalization is applied to kernel vectors, but this may be turned off using the --N flag.
The script accepts a list of values to try for every SVM parameter. For example, to try several shift values, one might use ‘-S 0,1,2,3’. Note, however, that the number of parameter combinations grows geometrically with each set of values. Since it can take a long time to run cross-validation on an elaborate model, the program accepts a maximum of 100 parameter combinations per run.

### E.3.1.4 Intron and Exon Sequence Lengths

When `generate.splice_site_data.py` generates training data, it uses the same window size on either side of a splice site. This permits the model selection program to try different combinations of intron and exon sequence lengths up to this window size.

**Note:** in theory, one could use windows that are hundreds or thousands of nucleotides long. But as window sizes increase, the time required for cross-validation and for classification can increase dramatically. Experience has shown that classifier performance often does not improve significantly beyond a range of 30-40nt on either side of a splice site. The parameter selection script imposes a hard limit of 50nt on either side of a junction. If you wish to experiment with longer sequences you will need to change the hard-coded limit.

To identify the best intron and exon sequence lengths, run the model selection algorithm with a series of possible lengths for each. For example, if one wishes to find the best model performance for a donor GT splice site with exon sequence sizes from 10 to 30 and intron sequence sizes from 10 to 40, the command would then be:

```
select_model_parameters.py gt_training.fa gt -e 10,20,30 -i 10,20,30,40
```

To experiment with parameters, simply include in the same command values for those parameters you wish to try:

```
select_model_parameters.py gt_training.fa gt -e 20,30 -i 30,40 -m 1,2 -M 2,3
```

**Note:** despite one’s best efforts, some parameter settings may cause an SVM to fail to converge. Often this may be corrected by adding training data or by using different parameter values. For this reason we recommend working with only a few parameters at a time, taking care to save the resulting output files.

### E.3.2 Classifier Data

*SpliceGrapher* creates three files for each classifier: a `.svm` file that contains the trained classifier parameters; a `.fa` file that contains the sequences used for training, and a `.cfg` file that contains meta-data
about the classifier including the parameters optimized by `select_model_parameters.py` and its ROC score. To avoid having to track three files for every classifier, SpliceGrapher usually stores these files in a single convenient `.zip` archive.

### E.3.3 Generating ROC Curves

![Graph](image)

Figure E.1: Example of an ROC curve generated by `generate_roc.py` for a GT classifier.

SpliceGrapher includes a script for generating ROC curves for classifiers. The basic command syntax is `generate_roc.py config-file`. This script reads the files generated by the parameter selection program, performs 5-fold cross-validation, and generates an ROC curve. For example:

```bash
generate_roc.py gt_don.cfg -o gt_roc.pdf
```

Example output is shown in the figure. It may not always be possible to train a classifier with strong ROC scores. In these cases it may be useful to set a decision function threshold for classifying splice sites. The `generate_roc.py` script can aid in this process. Using the `-D` option, one can see the True Positive rate associated with different decision function values. One can then set an appropriate threshold value in the classifier configuration (.cfg) file for classifying splice sites.
E.4 Predicting Splice Graphs

Splice graph prediction is SpliceGrapher’s main purpose. This process involves two key aspects: validating the available evidence and making confident predictions from all available evidence.

E.4.1 Filtering Spliced Alignments

A key aspect of splice graph prediction is ensuring the quality of the evidence being used. To this end, SpliceGrapher includes scripts for filtering spliced alignments in the SAM format. The first is `sam_filter.py` (which replaces `filter.sam.jct.py` in older versions). It takes as input a SAM file and a set of classifiers and produces a copy of the SAM file with false-positive sites removed:

```
sam_filter.py alignments.sam classifiers.zip -o filtered.sam
```

The script accepts the following options:

<table>
<thead>
<tr>
<th>Option</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-F</td>
<td>SAM file</td>
<td>File for storing false-positive records</td>
</tr>
<tr>
<td>-o</td>
<td>OUTPUT</td>
<td>Output file</td>
</tr>
<tr>
<td>-r</td>
<td>REPORT</td>
<td>Write classifier scores to file</td>
</tr>
<tr>
<td>-z</td>
<td></td>
<td>Apply gzip compression to output</td>
</tr>
</tbody>
</table>

By default, SAM records that include false-positive sites will be discarded. You may save these records to a separate file using the `-F` option. The `-r` option allows you to see the classifier scores for each splice site found in the input file: negative values show which sites were predicted as false-positives.

E.4.1.1 Collating SAM Files

For large volumes of RNA-Seq data, a single SAM file may be unwieldy. For this reason SpliceGrapher includes the script `sam_collate.py` that reads a SAM alignment file and writes the output to separate files, one for each chromosome.

```
sam_collate.py *.sam
```

Because SAM files can be large, the script can read gzipped files and with the `-z` option, it can write them as well.

**Note:** Most SpliceGrapher scripts expect SAM files to be sorted by chromosome and position within the chromosome. A command for sorting a SAM file is:
sort -k 3,3 -k 4,4n unsorted.sam > sorted.sam

Alternately you may use samtools (samtools.sourceforge.net) for manipulating files prior to collating.

### E.4.2 Creating Splice Graphs from Gene Models

Splice graphs are a key data structure for the SpliceGrapher package. They can be used to depict a gene model, a collection of EST alignments and of course, they provide the foundation for splice graph predictions. SpliceGrapher files are stored in a GFF format that is specific to these graphs.

The script `gene_model_to_splicegraph.py` accepts a GFF3 gene model annotation file as input and generates splice graphs as output. The output file may contain all the genes in the gene model file, or you may specify an output directory and write a separate file for each gene. For example, to generate splice graphs for all gene models in the `GENE_MODEL` file (from SpliceGrapher.cfg), the command would be:

```
gene_model_to_splicegraph.py -o gene_models.gff
```

To generate the same graphs into separate files in a directory `/home/mygraphs`, the command would be:

```
gene_model_to_splicegraph.py -d /home/mygraphs
```

It is often useful to organize splice graphs by chromosome, since reference sequences are separated that way. For example, instead of having a single top-level directory, you may have a directory for each chromosome, such as `/home/mygraphs/chr1`, `/home/mygraphs/chr2`, ... . In this case, simply use the `-c` option to specify the chromosome for which you want to generate graphs:

```
gene_model_to_splicegraph.py -d /home/mygraphs/chr3 -c chr3
```

Finally, you may use the script to generate splice graphs for a specific set of genes using the `-g` option. For example, if you were interested in generating graphs only for the Arabidopsis genes AT3G01100, AT3G01120, AT3G01460 and AT3G01490 into the local directory you would enter:

```
gene_model_to_splicegraph.py -d . -g AT3G01100,AT3G01120,AT3G01460,AT3G01490
```

**Note:** although GFF3 gene model annotations are becoming more standardized, not all organisms adhere to the same naming conventions. For example, UTR records may be given as ‘three_prime_UTR’ and
‘five_prime_UTR’, or simply ‘UTR’ in which case the relative gene position must be inferred. Thus you may need to modify the GFF3 annotations prior to converting them to splice graphs if you want access to all gene features. (See the GeneModel module for more information.)

**E.4.2.1 Converting GTF Annotations**

GTF file functionality has been enhanced in version 0.2.1, allowing users to work more easily with gene models in either GTF or GFF3 formats. We have replaced the `gtf2gff.py` script with `convert_models.py` that can convert gene models in GTF format to GFF3 format and vice versa. To convert from GTF to GFF3, the command is:

```bash
classic
convert_models.py Homo_sapiens.gtf --gff3=Homo_sapiens.gff3
```

To convert from GFF3 to GTF, the command is:

```bash
classic
convert_models.py Homo_sapiens.gff3 --gtf=Homo_sapiens.gtf
```

**Note:** for both GTF and GFF3 files, SpliceGrapher expects curated gene models from sites such as UCSC, ENSEMBL or the TAIR website. In many cases it can accept GTF files output from tools like Cufflinks, but this behavior is not guaranteed, as not all GTF or GFF3 files represent gene models. Also, some tools may not adhere strictly to the GTF or GFF3 standards. For more on these file formats, see [http://uswest.ensembl.org/info/website/upload/gff.html](http://uswest.ensembl.org/info/website/upload/gff.html).

**E.4.3 Creating Splice Graphs from ESTs**

Popular EST alignment algorithms such as BLAST, BLAT and GMAP can produce output in PSL format. Consequently SpliceGrapher includes a script, `ests_to_splicegraph.py` that converts EST alignments in PSL format to a splice graph. The script operates very much like the `gene_model_to_splicegraph.py` script outlined above except that you must specify a PSL file:

```bash
classic
ests_to_splicegraph.py gmap_alignments.psl -d est_splicegraphs
```

As before, you may specify a single output file or an output directory, and you may request specific gene names.

Alignment programs sometimes yield introns that are too short (for example exons may abut one another) and that may lead to spurious alternative splicing predictions. To address this issue, the script allows
you to specify a minimum allowed intron length (default is 4nt). For example, if the smallest known intron for an organism is 10nt long, you might use:

est_to_splicegraph.py gmap_alignments.psl -d est_splicegraphs -i 10

Alignments in the PSL file that infer introns shorter than this will not be included in the splice graphs.

E.4.4 predict_graphs.py

With version 0.2.1 SpliceGrapher allows you to predict the splice graphs for every gene in a file of gene models at once. The predict_graphs.py script provides a simple interface for loading RNA-Seq alignments along with gene models to generate predictions for all genes that have read coverage. The predicted graphs will be created in files stored in sub-directories named for each chromosome in the gene models.

The basic format of the command is:

predict_graphs.py SAM-file [options]

This program accepts the following parameters:

Note: predict_graphs.py loads a complete SAM file along with a complete set of gene models, so it can require a lot of memory (40GB or more for predictions across the human genome). We intend to address this memory issue in a future release. For now we recommend splitting the SAM file and gene models by chromosome and running predict_graphs.py on each chromosome separately.

E.4.5 predict_splicegraph.py

To predict splice graphs from diverse evidence sources, SpliceGrapher uses the script predict_splicegraph.py. Given annotations for a particular gene along with additional evidence such as EST alignments, ungapped short read alignments and splice junction alignments, it combines the information and uses inference rules to predict an output graph.

The program starts with a splice graph created from a gene model. To this you may add additional splice graphs (such as those generated from EST alignments) or short read alignment data. The output is a single splice graph that incorporates all of the data sources into a single predicted graph.

The basic format of the command is:

predict_splicegraph.py gene-model [options]
<table>
<thead>
<tr>
<th>Option</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-d</td>
<td>SAM file</td>
<td>short-read alignments</td>
</tr>
<tr>
<td>-J</td>
<td>JMINDEPTH</td>
<td>Minimum coverage required across splice junctions</td>
</tr>
<tr>
<td>-M</td>
<td>MINANCHOR</td>
<td>Minimum anchor size required for junction evidence</td>
</tr>
<tr>
<td>-s</td>
<td>GRAPHS</td>
<td>Comma-separated list of EST splice graph files</td>
</tr>
<tr>
<td>-T</td>
<td>THRESHOLD</td>
<td>Minimum depth threshold for accepting short-read clusters</td>
</tr>
</tbody>
</table>

This program accepts the following parameters:

Use the –s option to include additional splice graphs from EST alignments. For example, for the Human gene HES4, you might use:

```python
predict_splicegraph.py HES4_model.gff -s HES4_est.gff
```

To include RNA-Seq reads, specify a SAM alignment file using the –d option:

```python
predict_splicegraph.py HES4_graph.gff -d chr1.sam.gz
```

The –M option provides flexibility beyond the anchor constraints placed on spliced alignments. Even if you specify a minimum anchor size for spliced alignment, the distribution of reads across a junction may not be uniform. This option tells the prediction program to use only junctions supported by at least one read with this many bases on each side:

```python
predict_splicegraph.py HES4_graph.gff -d chr1.sam.gz -M 12
```

Finally, the –T option provides the prediction program with a threshold for treating short-read clusters as background noise. By default, SpliceGrapher accepts all short-read clusters as possible evidence.

### E.4.5.1 Finding Splice Forms

SpliceGrapher also has the ability to identify annotated splice forms that are represented in a set of RNA-Seq data. It uses existing gene models to establish a set of known transcripts that are comprised of lists of nodes from a splice graph. By identifying splice junctions and nodes unique to each transcript, it can infer which transcripts are present in a set of aligned reads. The `find_splice_forms.py` script accepts as input a SAM file of RNA-Seq alignments and reports splice forms from annotated gene models where the RNA-Seq data provide sufficient evidence for them:

```python
find_splice_forms.py SAM-file [options]
```
<table>
<thead>
<tr>
<th>Option</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-d</td>
<td>OUTDIR</td>
<td>Output directory (overrides -o)</td>
</tr>
<tr>
<td>-j</td>
<td>MINJCT</td>
<td>Minimum junction threshold</td>
</tr>
<tr>
<td>-o</td>
<td>OUTPUT</td>
<td>Output file</td>
</tr>
<tr>
<td>-O</td>
<td>OVERLAP</td>
<td>Minimum number of bases that a read cluster must overlap a feature</td>
</tr>
<tr>
<td>-t</td>
<td>THRESHOLD</td>
<td>Minimum average read coverage for clusters</td>
</tr>
</tbody>
</table>

The script uses the following parameters to assess all genes in a gene model file:

Note that a gene model is absolutely required for making these predictions. The input gene model file may either be given as a command-line option (-m) or specified in your SpliceGrapher.cfg file.

Each splice form is represented by splice junctions or exons unique to that form. find.splice.forms.py loads RNA-Seq alignments and converts them into clusters of overlapping reads. When a cluster overlaps sequence that is unique to a single exon and that exon is unique to a single splice form, the splice form will be included in the final graph. Similarly, when spliced reads fall across a splice junction that is unique to a particular splice form, the splice form will be included in the final graph.

Three parameters control the sensitivity/specificity of this program: minimum average cluster read coverage (-t), a minimum number of splice junction reads (-j), and the minimum required cluster overlap (-O). Read clusters must have the desired minimum coverage before they are used to identify splice forms. Likewise, splice junctions must have the given minimum number of reads before they are used to identify forms. In cases where the RNA-Seq coverage does not uniquely cover any particular splice forms, no output graph will be produced.

You may specify an output file (-o), in which case all splice graphs will be written to the same file. The recommended approach is instead to specify an output directory (-d) in which case a separate file will be written for each gene for which a graph is produced.

**Features That Uniquely Identify Splice Forms**

In this context, a *feature* is that part of an exon that is completely unique to a particular splice form. Clusters must overlap unique exon features by a minimum amount (the default is 1, but a higher number is recommended for better specificity). For example, an exon that represents a retained intron will typically have as its unique feature that region from the start to the end of the associated intron. Some unique features may be smaller than the minimum overlap, for example, when the minimum is set to 10 and an alternative 3’ site is a NAGNAG site whose unique feature is just 3nt long. For this reason, SpliceGrapher uses the smaller of the overlap size or the feature length.
E.5 Viewing Splice Graphs

E.5.1 Simple Viewing Tool

SpliceGrapher includes two scripts for viewing splice graphs. These scripts also serve as examples of how to use the SpliceGrapher viewing modules, many of which have been encapsulated in the ViewerUtils module. The simplest way to view one or more splice graphs is to use the view_splicegraphs.py script. For example, to view the graph stored in gene_graph.gff, simply enter:

view_splicegraphs.py gene_graph.gff

This produces a splice graph with minimal annotations. The script will accept more than one file on the command line. For example, to plot the files AT1G01020.gff, AT1G01030.gff, AT1G01040.gff and AT1G01060.gff, one might enter either of the following commands:

view_splicegraphs.py AT1G010[2346]0.gff
view_splicegraphs.py AT1G010*.gff

This can be powerful if you want to compare graph predictions for the same gene across different data sets (such as for different tissue samples or mutants):

view_splicegraphs.py data/var[1-3]/AT1G01020.gff

The script provides a selection of options that allow you to make the output graph as elaborate as you like:

<table>
<thead>
<tr>
<th>Option</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-a</td>
<td>(Re)annotate graphs</td>
<td></td>
</tr>
<tr>
<td>-m</td>
<td>MODEL</td>
<td>GFF gene model reference</td>
</tr>
<tr>
<td>-o</td>
<td>OUTPUT</td>
<td>Output file</td>
</tr>
<tr>
<td>-x</td>
<td>EDGE</td>
<td>Show genomic positions of graph elements</td>
</tr>
<tr>
<td>-H</td>
<td>HEIGHT</td>
<td>Intron edge weight</td>
</tr>
<tr>
<td>-W</td>
<td>WIDTH</td>
<td>Display area width, in inches</td>
</tr>
<tr>
<td>-L</td>
<td></td>
<td>Add legend to splice graph plot</td>
</tr>
<tr>
<td>-F</td>
<td>FONTSIZE</td>
<td>Font size for plot titles</td>
</tr>
<tr>
<td>-X</td>
<td></td>
<td>Use the same genomic position range for each plot</td>
</tr>
<tr>
<td>-S</td>
<td></td>
<td>Shrink introns</td>
</tr>
</tbody>
</table>

For example, to generate a more elaborate plot for the comparison above and write the output to a PDF file, one could enter:
E.5.1.1 Shrinking Introns

Many organisms, especially mammals, have introns that are much longer than exons. This can make it difficult to see alternative splicing behavior on these plots. Figure 8.1 shows an example of a human gene that has large introns relative to its exons as generated from the command:

```
view_splicegraphs.py -m chr9.gff.gz NR4A3
```

You can change the way these appear in `view_splicegraphs.py` using the `-S` option (Figure 8.2):

```
view_splicegraphs.py -m chr9.gff.gz NR4A3 -S
```

E.5.1.2 Plot Types

`SpliceGrapher` can produce different kinds of plots for different kinds of data. These are: splice graphs, isoform plots, read coverage plots, splice junction plots and X-Y plots. These are described in more detail below:
E.5.1.3 Splice Graphs

Splice graphs are SpliceGrapher’s principal plot type. These depict splice graphs that represent all the different ways in which a gene’s exons may be combined.

![Predicted Splice Graph for AT1G21630 (+)](image)

Figure E.4: Example of a splice graph for a gene from the plant *A. thaliana*.

E.5.1.4 Isoforms

Isoform graphs are similar to splice graphs in the way that introns and exons are depicted. However, instead of plotting the graph in its compact representation, isoform graphs show each possible splice form from a graph. These are particularly useful for showing splice forms represented in RNA-Seq data.

![Prediction for AT2G41540](image)

Figure E.5: Example of an isoform graph for a gene from the plant *A. thaliana*.

E.5.1.5 Read Coverage

Read coverage graphs depict the way RNA-Seq reads aligned to a gene region. The height of the graph at any given position represents the number of reads whose alignments overlap at that point.
E.5.1.6 Splice Junction Coverage

Splice junction coverage graphs depict the way RNA-Seq reads aligned across splice junctions within a gene region. Splice junctions are depicted as ‘^-shaped widgets flanked by bars that depict the anchor regions on either side of a junction. Labels for each splice junction show the number of reads that aligned across each junction.

![Splice Junctions with Read Support](image)

Figure E.7: Example of a splice junction coverage graph for a gene from A. thaliana.

E.5.1.7 X-Y Plots

*SpliceGrapher* also provides a generic X-Y plot that can depict arbitrary values across a gene region. These could be used, for example, to plot values from other forms of genomic activity (such as methylation) to see if there is any correlation between alternative splicing and these other phenomena.

![Example XY Plot for AT1G01020](image)

Figure E.8: Example of an X-Y graph for a gene from A. thaliana using randomly-generated values between 1 and 100 to simulate activity within the gene.
E.5.2 Multiple Plots

For more elaborate plots, SpliceGrapher includes a second script designed to show a predicted splice graph along with its accompanying evidence. It accepts a variety of data formats as input and can produce pages with one to four plots. Each of these plots requires a separate input file.

- Predicted splice graph (SpliceGrapher GFF format)
- Original gene model splice graph (SpliceGrapher GFF format)
- Short read depths (SAM format)
- (Optional) splice junctions with short read support (SAM format)

E.5.2.1 File Options

The options for this script are organized into file options and display options. File options tell the script what the kinds of input files to expect and how to render the output graphs. You may include any combination of input files and display them in any order (see Display Options below).

<table>
<thead>
<tr>
<th>File Options</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-m</td>
<td>MODEL</td>
<td>Gene models (GTF or GFF3 format)</td>
</tr>
<tr>
<td>-o</td>
<td>OUTPUT</td>
<td>Output plot file (infers format from file extension)</td>
</tr>
<tr>
<td>-d</td>
<td>DEPTH_FILE</td>
<td>SAM alignments (ungapped and spliced reads)</td>
</tr>
<tr>
<td>-s</td>
<td>SPLICE_GRAPH</td>
<td>GFF splice graph file</td>
</tr>
<tr>
<td>-G</td>
<td>ORIGGRAPH</td>
<td>Optional original graph file</td>
</tr>
<tr>
<td>-X</td>
<td>XYDATA</td>
<td>Data file of X,Y value pairs for a simple graph</td>
</tr>
</tbody>
</table>

**Note:** SAM alignments may be specified in two ways. Some pipelines may produce separate files for ungapped alignments and spliced alignments, in which case both the -d and -j options should be used. Other methods (notably Tophat) produce a single file that contains both ungapped and spliced alignments, in which case just the -d option should be used.

E.5.2.2 Display Options

The display options are nearly the same as those for view_splicegraphs.py:

As an example, suppose we have used SpliceGrapher to predict a splice graph for the gene G123. We used gene_model_to_splicegraph.py to generate a splice graph for the gene model and stored it in G123m.gff, generated splice junction and read depth files in SAM format and used predict_splicegraph.py
to generate a splice graph prediction and stored it in G123p.gff. To produce a four-panel plot of the predicted graph along with its evidence, we could enter:

```
view_splicegraph_multiplot.py G123 -d chr1.sam -G G123m.gff -s G123p.gff
```

Note that the background for each of the panels includes a color-coded synopsis of the gene model. Thus we may choose to omit the gene model graph from the output and focus instead on the prediction and its evidence. In addition, suppose we wish to see the evidence at the top of the page and the predicted splice graph at the bottom. We may change all of these characteristics in a single step using the -D option. It accepts a string that determines the display order and whether or not to display each plot. Each character represents a specific plot: ‘O’ for the original gene model, ‘P’ for the predicted splice graph, ‘J’ for the splice junction plot, and ‘R’ for the read depth plot. The default display order is ‘OPJR’, so to modify a graph to omit the original graph and change the order, simply enter the string ‘RJP’:

```
view_splicegraph_multiplot.py G123 -d chr1.sam -G G123m.gff -s G123p.gff -D RJP
```

### E.5.3 High-Quality Plotting

In addition to viewing utilities, *SpliceGrapher* provides plotting utilities that allow you to tune your plotting parameters for a specific purpose (such as figures suitable for a talk or paper) and save your configuration for later use. The program is called simply `plotter.py` and has the following format:

```
plotter.py gene.cfg
```

The plotting utility has a few options that allow you to try different output parameters such as page dimensions, but because the program provides a rich set of options, it is more convenient to store these in a configuration file (Figure E.9).
Figure E.9: This is an example of a plotter configuration file showing the main section (SinglePlotConfig) and three sub-plot sections including gene models (GeneModelGraph), a splice graph (SpliceGrapher) and read coverage (Reads). The parameters in the first section control overall output behavior, while parameters in each section control the behavior of individual sub-plots.
E.5.3.1 Main Section

The only required section is the main [SinglePlotConfig] section that provides general parameters for producing a single plot of one or more panels. The remaining sections each identify a distinct panel that will appear on the same plot in the output file. You may specify as many of these panels as you wish, provided each one has a unique name. The main difference between the graph sections and the main section is the parameters that are allowed for each section. SpliceGrapher enforces strict typing on these parameters and values.

Parameters for the [SinglePlotConfig] section are:

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>fontsize</td>
<td>int</td>
<td>Font size for title strings</td>
</tr>
<tr>
<td>legend</td>
<td>boolean</td>
<td>Include legend on all plots</td>
</tr>
<tr>
<td>log_file</td>
<td>string</td>
<td>Write error messages to the given log file instead of stderr</td>
</tr>
<tr>
<td>height</td>
<td>float</td>
<td>Page height (in inches)</td>
</tr>
<tr>
<td>output_file</td>
<td>string</td>
<td>Path to output file</td>
</tr>
<tr>
<td>shrink_introns</td>
<td>boolean</td>
<td>Shrink introns relative to exons</td>
</tr>
<tr>
<td>width</td>
<td>float</td>
<td>Page width (in inches)</td>
</tr>
</tbody>
</table>

E.5.3.2 Plot Sections

Parameters for individual graphs are:

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>acceptors</td>
<td>string</td>
<td>Comma-delimited list of acceptor sites to highlight (junctions only)</td>
</tr>
<tr>
<td>background</td>
<td>boolean</td>
<td>Show the gene model in the plot background</td>
</tr>
<tr>
<td>clusters</td>
<td>boolean</td>
<td>Show read depths as whole clusters (read_depth only)</td>
</tr>
<tr>
<td>donors</td>
<td>string</td>
<td>Comma-delimited list of donor sites to highlight (junctions only)</td>
</tr>
<tr>
<td>edge_weight</td>
<td>int</td>
<td>Edge weight to use when drawing intron edges</td>
</tr>
<tr>
<td>file_format</td>
<td>string</td>
<td>Type of data file to use (gene_plot only)</td>
</tr>
<tr>
<td>gene_name</td>
<td>string</td>
<td>Gene name to use (gene_plot only)</td>
</tr>
<tr>
<td>hide</td>
<td>boolean</td>
<td>Use the gene information but do not display the plot (gene_plot only)</td>
</tr>
<tr>
<td>highlight</td>
<td>string</td>
<td>Comma-delimited list of regions to highlight (read_depth only)</td>
</tr>
<tr>
<td>labels</td>
<td>boolean</td>
<td>Plot-dependent labels: exon ids in splice graphs, read count for junctions</td>
</tr>
<tr>
<td>min_coverage</td>
<td>float</td>
<td>Minimum read coverage required for showing junctions</td>
</tr>
<tr>
<td>relative_size</td>
<td>float</td>
<td>Relative plot size</td>
</tr>
<tr>
<td>plot_type</td>
<td>string</td>
<td>One of: gene/isoforms/junctions/read_depth/splice_graph/xy_plot</td>
</tr>
<tr>
<td>source_file</td>
<td>string</td>
<td>Path to file containing data for this plot</td>
</tr>
<tr>
<td>title_string</td>
<td>string</td>
<td>Text to use for plot title</td>
</tr>
<tr>
<td>x_labels</td>
<td>boolean</td>
<td>Show positions for all features in plot</td>
</tr>
</tbody>
</table>

**Note:** A gene model section is required for all plots that use shaded bars in the background. To prevent
the gene model itself from plotting, use the hide option.

![Read Coverage Plot](image)

Figure E.10: Example of read depth plot with highlighting turned on to highlight possible intron retention activity.

### E.5.3.3 Source Files for Plots

Each plot type is associated with specific file formats:

<table>
<thead>
<tr>
<th>Plot Type</th>
<th>File Format</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>gene</td>
<td>gene model GFF</td>
<td>Plots a gene model as a splice graph</td>
</tr>
<tr>
<td>isoforms</td>
<td>splice graph GFF</td>
<td>Plots elements in a splice graph as distinct splice forms</td>
</tr>
<tr>
<td>junctions</td>
<td>SAM</td>
<td>Depicts all splice junctions from alignments</td>
</tr>
<tr>
<td>read_depth</td>
<td>SAM</td>
<td>Depicts read coverage based on alignments</td>
</tr>
<tr>
<td>splice_graph</td>
<td>splice graph GFF</td>
<td>Plots a splice graph</td>
</tr>
<tr>
<td>xy_plot</td>
<td>CSV</td>
<td>Plots X-Y values</td>
</tr>
</tbody>
</table>

**Note:** plotting tools expect SAM files to be sorted. If you provide an unsorted SAM file to `plotter.py`, you may see nothing in the splice junctions or read depth sections of your plot.

### E.5.3.4 Output Options

Although the configuration file allows you to specify output settings such as page width and height and font size, you may wish to try different settings to get a figure to look the way you want. Thus `plotter.py` provides command-line options to change these settings:

<table>
<thead>
<tr>
<th>Option</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-F</td>
<td>FONTSIZE</td>
<td>Font size (12-point)</td>
</tr>
<tr>
<td>-H</td>
<td>HEIGHT</td>
<td>Plotting area width (11.0 inches)</td>
</tr>
<tr>
<td>-W</td>
<td>WIDTH</td>
<td>Plotting area width (8.5 inches)</td>
</tr>
<tr>
<td>-o</td>
<td>OUTPUT</td>
<td>Output file</td>
</tr>
</tbody>
</table>

By default, a plot will appear on the screen, but if you specify an output file, `plotter.py` will output to the file, using the file extension to determine the file format. Valid file extensions are: emf, eps, pdf, png, ps,
raw, rgba, svg and svgz. These command-line settings will override settings in the configuration file. If no settings are specified in either place, the defaults are used.

E.6 File Formats

Given the variety of data used to generate predictions, SpliceGrapher uses several different file formats to process data.

E.6.1 Gene Model Files

E.6.1.1 GFF3 Files

Gene models are often stored using the GFF3 format and may contain a wide variety of different record types, though SpliceGrapher uses only a subset of these types:

- **chromosome** records are used to establish boundaries for all genes within a chromosome, but may also be inferred from the genes found within a chromosome.

- **gene** records are required to establish parent/child relationships within a gene using the “ID” attribute in the last column. A gene record is assumed to have one or more children given as exon records.

- **mRNA** records are used to infer exon and intron boundaries as well as parent/child relationships. Each record must have an “ID” attribute and a “Parent” attribute that refers to its gene. An mRNA record is assumed to have one or more children given as UTR or CDS records.

- **exon** records are used to infer exon and intron boundaries as well as parent/child relationships. Each record must have an “ID” attribute and a “Parent” attribute that refers to its gene.

- **CDS** records (CDS, UTR, FIVE_PRIME_UTR, or THREE_PRIME_UTR) are used to infer exon and intron boundaries as well as parent/child relationships. Each record must have an “ID” attribute and a “Parent” attribute that refers to its mRNA parent.

E.6.1.2 GTF Files

The annotations for many organisms (notably those on the ENSEMBL website) use GTF format instead. In version 0.1.0 we introduced a script gtf2gff.py that converts GTF files into GFF3 format that SpliceGrapher can understand. With version 0.2.0 SpliceGrapher can also load GTF files directly.
E.6.2 Splice Graph Files

SpliceGrapher also uses the GFF format to store splice graphs. The GFF format is a convenient way to express all the parent/child relationships in a graph, along with annotations for alternative splicing analysis and visualization purposes. A SpliceGrapher GFF file uses the following record types:

- **graph** records define a splice graph. These records include attributes that include the gene name and a brief description of how the splice graph differs from the gene models. Note that this replaces the old cluster name, which has been deprecated.
- **parent** records define exons in a splice graph that act as root nodes in the graph.
- **child** records define all other exons in a graph, including leaf nodes.

Both parent and child records include attributes that describe unique identifiers for each exon, the splicing forms that include them, and the alternative splicing forms associated with them. Child records also include their parents’ unique identifiers. Many of these attributes are used by SpliceGrapher’s visualization modules.

E.6.3 SAM Files

SAM files are similar to GFF files but are used to store short-read depths after reads have been aligned to a genome (for a complete description, see http://samtools.sourceforge.net/SAM1.pdf). SpliceGrapher uses short read alignments stored in the SAM format to predict splice graphs and to display read depths and splice junctions on plots.

E.6.4 BED and WIG Files

Some spliced alignment tools use BED and WIG files to store information about short-read alignments and splice junctions that have short-read support. SpliceGrapher can read these files to predict splice graphs and to display read depths and splice junctions on plots. For more information on these file formats, see http://genome.ucsc.edu/FAQ/FAQformat.html.

E.6.5 PSL Files

Programs that perform EST or cDNA alignments, such as BLAST and GMAP, can produce alignment information in PSL format. SpliceGrapher uses PSL files to construct splice graphs from these alignments.
that may then be merged with other graphs to make predictions. For details on the PSL file format, see http://fungi.ensembl.org/info/website/upload/psl.html.

E.7 Pre-Built Classifiers

Starting with version 0.2.0, SpliceGrapher now comes with a set of pre-built classifiers for over 100 different species. Only classifiers with adequate performance are included, so some species will have classifiers for canonical (GT donors/AG acceptors) and semi-canonical (GC donors) sites while others will have classifiers only for canonical sites.