SAM-ANIMATION SOFTWARE FOR SIMULATING ARTICULATED MOTION†

ANTHONY A. MACIEJEWSKI and CHARLES A. KLEIN
Department of Electrical Engineering, The Ohio State University, 2015 Neil Avenue, Columbus, OH 43210, U.S.A.

Abstract—A collection of software used for interactive specification, motion control and graphics simulation of articulated objects of arbitrary complexity is described. While used primarily for simulating and evaluating robotic manipulators, it has also been applied to the animation of biological models. One of the key issues discussed involves a flexible and intuitive approach to the motion specification for that large class of objects which possess redundant degrees of freedom.

I. INTRODUCTION
The computer graphic simulation of articulated objects has a wide variety of diverse applications. In robotics, simulations are invaluable for manipulator design, motion planning and control evaluation [19]. The simulation of humans and other biological systems increases our understanding of motion coordination and aids in the design of prosthetics and rehabilitation methods. Finally, simulation techniques for articulated objects have useful applications in the arts, such as interactive aid in the choreography of dance or computer generated animation in the visual arts.

The software described in this paper, collectively referred to by the acronym SAM, has been developed over the past two years for the study of redundant manipulators at the Electrical Engineering Department of The Ohio State University. Redundant manipulators are those which, like human appendages, possess more than the six degrees of freedom necessary to arbitrarily position and orient an object in space. The lack of commercially available redundant manipulators made simulation studies the only viable method of evaluating motion control coordination. While motivated by the robotics application, the computationally efficient and flexible methods of motion coordination for arbitrarily complex articulated objects can be utilized in other applications. Portions of SAM have already been incorporated into an animation system which allows the simulation of various different gaits for multilegged figures [4].

II. DEFINITION OF ARTICULATED OBJECTS
The first step in controlling the motion of articulated objects is to have a general method of defining the location and type of degrees of freedom present in the object. SAM uses the kinematic notation presented by Denavit and Hartenberg in 1955 [3] which defines these relationships for a large class of articulated objects. Each degree of freedom within an articulated object is assigned a unique coordinate system with the relationship between adjacent coordinate systems defined by four parameters. The degrees of freedom within the object, either rotary or prismatic, are referred to as joints while the interconnecting portions are called links.

The four parameters used to specify the relationships between coordinate systems are the length of the link \( d \), the twist of the link \( \alpha \), the distance between links \( d \) and the angle between links \( \theta \). The definition of these parameters for an arbitrary articulated chain is illustrated in Fig. 1. A simple procedure for defining the origins of the various coordinate systems is given in the literature [17]. This functionality definition easily incorporates physical joints with multiple degrees of freedom located at a single point. It is important to note that these parameters specify the functionality of the degrees of freedom within the object only and in no way restrict its physical appearance. SAM uses a separate point-polygon list file referenced to the respective coordinate frame to model the actual shape of the link.

Given the above specification of coordinate frames, the relationship between adjacent coordinate frames is given by a rotation of \( \theta \), followed by translations of \( d \) and \( \alpha \), and a final rotation of \( \alpha \). By concatenating these transformations, it can be shown [17] that the relationship between adjacent coordinate frames \( i \) and \( i + 1 \) denoted by \( A_{i+1,i} \) is given by the homogeneous transformation

\[
A_{i+1,i} = \begin{bmatrix}
    n_x & o_x & a_x & p_x \\
    n_y & o_y & a_y & p_y \\
    n_z & o_z & a_z & p_z \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]

where

\[
\begin{align*}
    n_x &= \cos \theta_1, \\
    o_x &= -c_2s_3c_6, \\
    a_x &= s_1s_2c_3, \\
    p_x &= a_1c_6, \\
    n_y &= s_3, \\
    o_y &= c_3c_6, \\
    a_y &= -s_1c_2s_3, \\
    p_y &= a_3s_6, \\
    n_z &= 0, \\
    o_z &= s_1, \\
    a_z &= c_1, \\
    p_z &= d,
\end{align*}
\]

with \( s \) and \( c \) denoting the sine and cosine functions, respectively. In this derivation of the homogeneous transformation, the independent variable is \( \theta \) for rotary joints and \( d \) for prismatic joints. By multiplying ad-
Fig. 1. An arbitrary articulated chain illustrating the definition of the Denavit and Hartenberg parameters for describing the degrees of freedom in articulated objects.

\[
A_{ij} = A_{i,i+1} A_{i+1,i+2} \cdots A_{j-1,j}
\]

This formulation, therefore, specifies the configuration of the object in terms of the variables describing the state of its internal degrees of freedom, that is, the value of the joint variables \( \theta \) and \( d \). The next step in developing coordinated motion control is to relate the rate of change of these joint variables, their velocity, to a set of variables in which the user can conveniently define the desired action of the articulated object.

III. DEFINITION AND GENERATION OF JACOBIAN MATRICES

SAM’s motion control philosophy relies on a hierarchical approach to motion descriptions. The user interacts with the system at the most intuitive level of task description. For example, to complete the task of opening a door, the user specifies the location of the door handle and the commands to move to that position, grasp and turn. The system then computes the required joint motions (seven rotations distributed throughout the shoulder, elbow and wrist in a human arm) in order to complete the task. The advantages of this concept of specifying motion in a useful, task-oriented coordinate system, typically Cartesian, with individual joint motions being coordinated by computer control has been recognized in the robotics and prosthetics field. It is typically referred to as resolved motion rate control, a concept presented in the literature by Whitney [25, 26].

Essential to this concept of resolved motion rate control is the Jacobian. The Jacobian matrix \( J \) relates the motion of a reference coordinate frame attached to the articulated object to the joint variable velocities through the equation

\[
\dot{x} = J \dot{\theta},
\]

where \( \dot{x} \) is typically a six-dimensional vector describing the desired translational and rotational motion of a point on the object (e.g. motion of a hand) and \( \dot{\theta} \) is an \( n \)-dimensional vector representing the joint velocities, \( n \) being the number of degrees of freedom in the articulated object.

While a number of techniques for calculating the Jacobian have been studied [15], a particularly elegant and efficient method is available if the desired motion, \( x \), is described in terms of the screw axis variables \( \omega \) and \( \mu \) [24]. When described in terms of these variables, it can be shown [23] that the Jacobian is given by

\[
J = \begin{bmatrix}
\mathbf{a}_1 \times \mathbf{p}_1 & \mathbf{a}_1 \times \mathbf{p}_2 & \cdots & \mathbf{a}_1 \times \mathbf{p}_n \\
\mathbf{a}_2 \times \mathbf{p}_1 & \mathbf{a}_2 \times \mathbf{p}_2 & \cdots & \mathbf{a}_2 \times \mathbf{p}_n \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{a}_n \times \mathbf{p}_1 & \mathbf{a}_n \times \mathbf{p}_2 & \cdots & \mathbf{a}_n \times \mathbf{p}_n
\end{bmatrix},
\]

where \( \mathbf{a}_i \) and \( \mathbf{p}_i \) are the third and fourth columns, respectively, of the homogeneous transformation matrix \( A_{0,i-1} \). The first column of the Jacobian is given by \( \mathbf{p}_1 = [000]^T \) and \( \mathbf{a}_1 = [001]^T \).

The desired motion of a reference frame attached to the articulated object, specified in a task-oriented coordinate system by a translational velocity \( \mathbf{v} \) and a rotational velocity \( \omega \), can easily be expressed in screw axis variables by applying the equations

\[
\omega = R \omega_g,
\]

\[
\mu = R \mathbf{v}_g - \omega \times \mathbf{p},
\]

where \( R \) is the upper \( 3 \times 3 \) rotation submatrix of the homogeneous transformation describing the reference frame whose velocity is being specified and \( \mathbf{p} \) is the position of this reference frame given by the fourth column of its homogeneous transformation. This formulation of the Jacobian results in a minimum amount of computation since the majority of the work has already been done in generating the homogeneous transformations required to display the object.
The objective of defining a smooth linear transformation between the two sets of variables, the functional set of joint variables describing the degrees of freedom in the object and the convenient task-oriented set of variables which the user specifies, is thus achieved by the Jacobian. In this manner SAM avoids the cumbersome nonlinear relationship between position specification of the two sets of variables. It is clear from eqn (3) that the desired motion specified by the user, \( \dot{x} \), can be achieved by applying the joint velocities specified by

\[
\dot{\theta} = J^{-1}\dot{x}
\]

(7)

if \( J \) is square and nonsingular. For the vast majority of cases, however, the number of degrees of freedom will not match the dimension of the specified velocity. In these cases the Jacobian is rectangular and the inverse is not defined. Although the inverse of the Jacobian in these cases does not exist, there do exist generalized inverses which provide useful solutions to eqn (3). This is the topic of the next section.

IV. APPLICATION OF PSEUDOINVERSES

Classes of generalized inverses are usually defined in terms of the following four properties [1],

\[
AGA = A, \quad (GA)* = GA, \quad (AG)* = AG, \quad GAG = G,
\]

(8) \( (10) \) \( (11) \)

where \( A \) is an \( m \times n \) matrix, \( G \) is its generalized inverse and * denotes the complex conjugate transpose. The properties of these various generalized inverses can be found in the literature [1, 2, 13]. This discussion will be limited to the properties of the generalized inverse which satisfies all four properties (8)-(11), and will be referred to as the pseudoinverse, denoted by \( A^+ \). This inverse is sometimes referred to as the Moore-Penrose inverse, due to its independent discovery by E.H. Moore and R. Penrose in 1920 and 1955, respectively.

The Jacobian method of motion control requires the solution of general systems of equations of the form of eqn (3), where \( J \) is an \( m \times n \) Jacobian matrix and \( \dot{\theta} \) and \( \dot{x} \) are \( n \) and \( m \) dimensional vectors, respectively. There may exist no solution, one solution, or an infinite number of solutions for a given \( J \) and \( \dot{x} \) depending on the number of degrees of freedom involved, the dimension of the specified desired velocity and the present configuration of the object. In all cases, the pseudoinverse solution given by

\[
\dot{\theta} = J^+ \dot{x}
\]

(12)
yields a best approximate solution [18], which is defined as follows [16, 18]:

**Definition.** The vector \( \dot{\theta}_0 \) is a best approximate solution of eqn (3) if for all vectors \( \dot{\theta} \) either

\[
\| \dot{\theta} - \dot{x} \| > \| J \dot{\theta}_0 - \dot{x} \| \quad \text{or} \quad \| \dot{\theta} - \dot{x} \| = \| J \dot{\theta}_0 - \dot{x} \| \quad \text{and} \quad \| \dot{\theta} \| > \| \dot{\theta}_0 \|
\]

where \( \| \dot{\theta} \| \) denotes the Euclidean norm of \( \dot{\theta} \). The vector \( \dot{\theta}_0 \) is also referred to as the least-squares solution of minimum norm. The existence and uniqueness of the least-squares solution of minimum norm given by eqn (12) has been proven by Penrose [18]. In the case where \( J \) is square and nonsingular, the solution given by eqn (12) is identical to that of eqn (7).

The physical interpretation of the pseudoinverse solution as applied to the Jacobian control of articulated objects consists of three distinct cases. The first case is where there do not exist enough independent degrees of freedom in the object in order to achieve the specified motion. In this case, the pseudoinverse will provide the solution which is as close as possible to the desired motion that the available degrees of freedom will allow. It is important to note that the nonexistence of an exact solution is a result of the physical structure of the problem and not due to the mathematical formulation. The second case occurs when the number of independent degrees of freedom exactly matches the dimension of the specified motion. Six degrees of freedom are sufficient to fully specify translational and rotational velocity in three dimensions. In this case, the pseudoinverse will return the unique solution of joint velocities which exactly achieves the desired motion. The third, and most interesting, case occurs when the object contains so-called redundant degrees of freedom with respect to the specified motion. This case includes humans, whose appendages contain redundant degrees of freedom which contribute to their flexibility and dexterity. In this case, there exist an infinite set of joint velocities which will achieve the desired motion. The pseudoinverse solution will be the one which achieves the desired motion with the smallest amount of joint movement, computed in a least-squares sense.

A number of different methods for calculating pseudoinverses have been discussed in the literature [5, 7, 14, 20]. An excellent discussion of the numerical considerations involved in computing the pseudoinverse is presented by Noble [14]. The simplest expressions for a pseudoinverse appear for matrices known to be of full rank. For an \( m \times n \) matrix \( A \) of rank \( r \), the expression for the pseudoinverse is given by

\[
A^+ = (A^*A)^{-1}A^* \quad \text{if} \quad m > n = r
\]

(13)

and

\[
A^+ = A^*(AA^*)^{-1} \quad \text{if} \quad r = m < n \quad [6].
\]

(14)

By making intelligent assumptions about the rank of the Jacobian for a given configuration, SAM is able to apply a computationally efficient Gaussian elimination technique to the above formulation, thereby removing the explicit inverse calculation.

For matrices of unknown rank, decomposition strategies have been developed. If the matrix \( A \) is ex-
pressed in the form \( A = BC \), where \( B \) is \( m \times r \) and \( C \) is \( r \times n \), and \( B \) and \( C \) are both of rank \( r \), then the pseudoinverse is given by

\[
A^+ = C^+(CC^+)^{-1}(B^*B)^{-1}B^*.
\]  

(15)

Although the factorization is not unique [14], the resultant pseudoinverse is a. A recursive method for generating the pseudoinverse has been developed by Greville [5]. Other methods utilizing Householder transformations, Gram–Schmidt orthogonalization, or singular value decomposition have also been developed.

This section presents formulations which generalize on the pseudoinverse solution, retaining all of the characteristics described above, as well as providing the added versatility of permitting the user to specify additional goal-directed joint velocities required to best achieve the desired task under any circumstances.

V. MULTIGOAL DEFINITION OF MOTION CONTROL

It has been shown in the previous section that the pseudoinverse is instrumental in achieving the primary goal in the hierarchy of motion definition. Yet in the case of redundant degrees of freedom, the pseudoinverse solution is only one of an infinite number of solutions. These extra degrees of freedom are not required to achieve the primary goal as available for achieving secondary goals specified by the user. The secondary goals are typically used to control the configuration of the articulated object while it completes the desired task specified by the primary goal. This section presents formulations which generalize on the pseudoinverse solution, retaining all of the characteristics described above, as well as providing the added versatility of permitting the user to specify additional constraints on how a motion is to occur for situations where redundant degrees of freedom are present.

It can be shown [6] that the general solution to a system of linear equations described by eqn. (3) is given by

\[
\dot{\theta} = J^*\dot{z} + (I - J^*J)z,
\]

(16)

where \( I \) is an \( n \times n \) identity matrix and \( z \) is an arbitrary vector in \( \dot{\theta} \) space. That is, the \( i \)th element in the vector \( \dot{\theta} \) can be described as the desired joint velocity for the \( i \)th joint. The homogeneous portion of this solution is described by a projection operator \((I - J^*J)\) that maps the arbitrary vector \( z \) into the null space of the transformation. That is, the projection operator allows the user to choose secondary goals, described by the vector \( z \), and blend them into the desired manner of motion without affecting the primary goal of task completion. In effect what occurs is that the projection operator removes all of the degrees of freedom which would disturb achievement of the primary goal. Any remaining degrees of freedom, in so-called redundant situations, are used to achieve the goal specified by the vector \( z \). In cases where there are no redundant degrees of freedom, the projection operator is the null matrix and the general formulation reduces to the simple pseudoinverse solution.

Some of the many desirable criteria which can be expressed in this form have already been documented in the literature. Liegeois [10] specified a secondary goal of joint availability, that is, keeping the joints as close to their center position as possible. He has shown that if one specifies the vector \( z \) in eqn (16) by

\[
z = -\alpha \nabla H(\theta),
\]

(17)

where \( \alpha \) is a real positive scalar gain value and \( \nabla H \) is the gradient of a smooth function, the homogeneous solution can be used to minimize \( H \). If the function \( H \) is defined as

\[
H(\theta) = \sum [(\theta_i - \theta_c)/\Delta \theta_i]^2,
\]

(18)

where \( \theta_i \) is the \( i \)th joint angle, \( \theta_c \) is the center position of the \( i \)th joint angle and \( \Delta \theta_i \) is the desired maximum one-sided excursion of the \( i \)th joint angle, then the manipulator will achieve the given primary goal in a manner which keeps the joints as close as physically possible to their center position. Alternate optimization criteria have also been applied [8].

Expanding on Liegeois' formulation, Ribble [21] has demonstrated the use of a dynamic secondary goal variation in order to simulate human walking motion. By varying the weighting on joints during different phases of the walking cycle, a realistic human gait can be achieved. A frame from a simulation illustrating the motion of climbing stairs is presented in Fig. 2.

Thus by implementing eqn (16), SAM provides the user with the flexibility of specifying any of the above secondary criteria, or any other secondary goal that can be described in joint space. There are, however, some secondary goals which can be more intuitively described in Cartesian worldspace coordinates. A typical example of such a goal is that of obstacle avoidance. The distance between the articulated object and other objects in the world is much more easily defined in worldspace coordinates rather than joint space ones. Clearly, obstacle avoidance is a useful secondary goal which again should be satisfied under the constraints imposed by the primary goal. The authors have shown that the formulation to achieve this specification of motion is given by

\[
\dot{\theta} = J_2^*\dot{x}_1 + (J_2(I - J_2^*J_1))^*(\dot{x}_2 - J_2J_1^*\dot{x}_1),
\]

(19)

where

\[
x_1 = \text{primary goal velocity},
\]
\[
J_1 = \text{Jacobian for primary goal reference frame},
\]
\[
\dot{x}_2 = \text{secondary goal velocity},
\]
\[
J_2 = \text{Jacobian for secondary goal reference frame}.
\]
Fig. 2. A frame from a film simulating human walking motion illustrating the use of a motion control formulation using both the pseudoinverse and secondary goals.

Fig. 4. Independently described by point-polygon list data files, the individual links are assembled with reference to their respective coordinate frames defined in Fig. 3.

Fig. 5. The disconnected end effector is manipulated by the animator into its desired configurations which define the required trajectory.
Fig. 6. Using only the selected configurations of the end effector (see Fig. 5) SAM generates the entire trajectory along with the nine sets of joint rotations required to smoothly achieve it.

Fig. 8. Given only the position of the door as input SAM generates a trajectory which avoids contact with the obstacle while simultaneously tracking the desired end effector trajectory required to paint the door.
The interpretation of the individual terms and details of the numerical implementation can be found in the literature [12].

Thus eqns (16) and (19) provide SAM with an elegant mathematical formulation for incorporating primary and secondary goals of varying types into the joint motion coordination. SAM can combine multiple secondary goals which have dynamically varying priorities to allow for automatic adaptation to external stimuli. This provides the user with the versatility to determine the priorities of motion with SAM smoothly combining them into a single synergistic set of joint velocities which results in the desired effect.

VI. VELOCITY PROFILES FOR MOTION DEFINITION

The above sections have presented the formulations which SAM uses to generate smooth coordinated joint movements from a velocity-oriented specification of motion. This section describes software which SAM uses to provide an intuitive and flexible approach to describing the desired task-oriented motion. SAM has utilized to date three methods of motion specification, namely, an interactive joystick specified velocity, velocity profile definitions, and a position error formulation.

The joystick specified velocity method is the most primitive of the motion specification techniques, yet it remains an invaluable option to the user. Using a three-axis joystick the user can fully specify a desired linear or rotational velocity for any portion of the articulated object and obtain immediate feedback regarding the response of the articulations. This method of motion specification has been particularly useful in evaluating the effect of different secondary goal functions on the manner in which the primary goal is achieved.

The second method of motion specification which SAM utilizes involves velocity profiles, that is, a function which specifies the velocity command for each point in time for the reference frame under control, which results in a nominal motion. For example, the walking motion of a biped can be decomposed into two six-dimensional velocity profiles, one for each foot. The application of these velocity profiles as the primary goals result in motion which includes the inherent aspects of walking but still allows the application of various different secondary goals to obtain specific unique characteristics. By applying the rules of physics to the generation of such velocity profiles, the dynamics of the articulated object can be simulated for realistic results. An additional method of customizing generic motion plans is the addition of small perturbations to the nominal velocity profiles.

Finally, to specify motion for tasks inherently described in positional terms, SAM uses a position error formulation as the driving primary goal. As an example, consider the task of picking up a glass and filling it with water. Using the position error formulation, SAM defines this task as a specified position and orientation for the glass which the hand must reach at time $t_1$ and a second position and orientation under a faucet to be obtained at time $t_2$. Using the initial state of the hand as an additional constraint, a spline [22] of a specified order of continuity is fitted through the required positions and orientations. These splines are then evaluated at intervals of the simulation cycle time in order to determine the desired configuration of the hand at each instant. The incremental position, $e_p$, and orientation, $e_o$, between the current actual configuration of the hand, denoted by the subscript $a$, and the next desired configuration, denoted by the subscript $d$, given by [11]

$$e_p(t) = p_d(t + \Delta t) - p_a(t)$$

$$e_o(t) = 0.5[n_a(t) \times n_d(t + \Delta t) + o_a(t) \times o_d(t + \Delta t) + a_a(t) \times a_d(t + \Delta t)]$$

is then used as the primary goal velocity command.

Fig. 3. A block diagram illustrating the relationship between individual degrees of freedom for the Denavit and Hartenberg parameters chosen in Table 1.
Table 1. Denavit and Hartenberg parameters for the robot used in the animation example of Section VII

<table>
<thead>
<tr>
<th>Link</th>
<th>(\alpha) (deg)</th>
<th>(a) (m)</th>
<th>(d) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1.5</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1.5</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>90</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
</tr>
</tbody>
</table>

This formulation also automatically prevents accumulation of errors introduced by numerical computations.

All three of the above methods of motion definition can be used to specify either primary or secondary goal trajectories. In addition, all three methods can be mixed in a single task without loss of continuity, thus allowing the user the flexibility to describe the task in the most intuitive manner.

VII. SAMPLE ANIMATION SESSION

To illustrate a user's level of interaction with SAM in the development of a simulation, this section presents a simple example. The particular task chosen to be simulated is that of a robot spray painting a car door.

The first step is for the user to decide the functionality and shape of the robot arm to be simulated. Using the parameters of length \(a\), twist \(\alpha\), and offset \(d\) as input parameters, SAM produces a block diagram of the arm's functionality. Figure 3 illustrates this diagram including the individual link coordinate axis for the parameters listed in Table 1. Once the user is satisfied with the location of the articulations describing the functionality of the arm, SAM now allows him to specify the physical structure of the individual links using a point list polygon list format. Figure 4 depicts

![Fig. 7. Joint angle positions as a function of time required to complete the specified trajectory.](image-url)
the individual stylized link structures along with the assembled arm.

Having completed designing the "actor," the user turns to control of the action. Since the desired task involves painting a car door located at a specific position, the user chooses the position error formulation for describing the desired motion. The user then defines selected positions and orientations for the end effector of the robot relative to the car door which are required to complete the task. The output from this procedure is shown in Fig. 5. Given this information, SAM fits a spline through these points and uses the pseudoinverse of the Jacobian for each increment to compute the required incremental joint rotations.

At this point SAM is ready to play back the currently defined action. Figure 6 shows a single frame of the simulation with the resultant end effector trajectory superimposed. The continuity of the joint coordination is illustrated by the graphs of Fig. 7. The user can modify the trajectory of the end effector by simply adding or deleting spline knots. The process is repeated until the action is as desired.

Having completed the specification of the primary goal, the user can now try different secondary goals to modify the arm's configuration while painting the car door. For this particular example the desired posture of the arm was specified to maximize the distance to objects in the workspace. This goal was easily implemented through eqn (19) by updating $x_2$ each cycle time using the current state of the environment. The computation cycle time for this implementation was only 102 ms on a PDP 11/70 [12]. This allows the arm to act with additional intelligence in avoiding the door while painting. The effectiveness of this secondary goal is illustrated in Fig. 8. Having completed the specification of the desired action, the user can now have SAM produce a 16 mm film of the resultant simulation.

VIII. CONCLUSION

The main advantage of SAM's approach to motion coordination is the ability of the user to interact with the motion specification at different levels of complexity. The hierarchical approach to motion coordination, from primary goals to secondary goals to individual joint control, allows concentration on particular aspects of the motion without disturbing previously defined requirements. The multiple methods for specifying motions allow the user the flexibility to deal with the desired task in the most intuitive set of variables. Finally, by employing computationally efficient formulations of the control equations, SAM obtains reasonable computation cycle times.
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