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ABSTRACT 

RESPONSE OF 1\ARST AQUIFERS TO RECHARGE 

Three springflow measuri ng stations were sel ected for study where ground-water discharges from karstified 
limestone. The measured flow consisted only of !(round- water outflow. Two springs were located in the Edwards 
Plateau of Texas and the third in south central ~t issouri. Rain gages near the springs were selected for study 
of associated rainfall. 

Daily rainfall and mean daily spring flow d:1ta were analyzed to determine the structure of the time series . 
Harmonic analysis was made to determine s ignlficant periodicity for 1-, 3-, 7-, and 14-day mean rainfall and 
springflow . Stochastic models of rainfal l :tnd ~prLngflow were developed for 1-day values of each time series . 

Recharge of karst aquifers was estimated from rainfall by fit t ing a serpenti ne curve based on physical 
relations. Recharge was related to rain f:~ll hy the general expression R = abP/ (a2 + p2) in which R is 
recharge in percent, P is rainfall in inches, and a and b are constants. 

Ground-water discharge data were analyzed to determine sustained 
characteristics of the aquifer systems . Recessions were found to be 

-ct qt = q
0 

e , in which q is discharge rate in cubic feet per second , 

recession characteristics and to discern 
approximated by an expression of the form 

t is time, and c is a constant. 

Systems analysis was applied to determine syst<'m identification for springflow simulation. Convoluti on 
transfer functions were estimated by four methods: ( 1) opt i mi:ation by the Wiener-Hop£ equation, (2) optimiza­
tion by multiple regression techniques, (3) harmonic series for total springflow, and (4) two- parameter gamma 
function . Recharge-response hydrographs, above extr apolated recessions, were used with methods 1, 2 , and 4 . 
Average convolution transfer functions were dct c rmi.twd from the Wiener-flop£ equations and from multiple regres­
sion techniques with estimated recharge as input. l'ar:uuctcrs of. the gamma function were estimated from hydrograph 
anal ysis. Aquifer constants were determined for each ,;pr i ngfhll; station using estimated parameters and hydro­
graph peak discharges. One-to-one corresponckn..:c "f r·a in fa II :uu.l ~pring flow enabled determination of spring flow 
contributing area . A linear relation was devuh1pcd hctw<·en si:e of area and aquifer constant . 

Springflow simulation was made with convu lut iun transfer functions cletermined for rainfall and for recharge 
using the optimized Wiener-Hop£ equation . The chi-~quarc test of goodness of fit was made to determine that 
recharge which as input gave t he better r esults. 

The two-parameter gamma function with c~tlmated recharge 
mined by the computed chi-square. The harmonic fun<.: t ion ,,,as 

provided the best results of simulation as deter­
the l east accurate of the simulation procedures . 
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appreciated. 
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PREFACE 

To investigate responses of wel l-defined hydro­
logic environments, the current practice is to apply a 
systems approach. The response f unction thus derived 
is then applied in practice to determine the environ­
ment's output from a known input, or to determine an 
input for a known output . In addition, the response 
function is frequent ly used to predict the system out­
put several days or weeks following an observed set of 
input variables. 

The system is conceived as a well-defined area or 
space, usually with multiple inputs and outputs, since 
hydrologic system problems that require practical so­
lution are seldom single-input, singl e-output rela­
tionships. This approach requires two of three fac­
tors (input, response, output) to be well known in or­
der to determine the third factor . 

Many techniques were developed or tried to solve 
such simplified problems. In particular, efforts have 
been invested in hydrologic studies to develop methods 
of determining the average response of a system to a 
given input and a given output. Among the factors 
which complicate such studies are the response func­
tion's non-stationarity that arises from periodic sy­
stem characteristics affecting the response; random­
ness in the response, attributable to randomness in 
factors affecting the system response; errors in in­
put and/or output computation; errors in assessing sy­
stem characteristics; and variati ons in the accuracy 
of complex multiple input and/or complex multiple out­
p'ut measurements. 

It is common for many hydrologic environments, 
conceived as systems, to have a good information on a 
concentrated single output, to have some information 
about the type of system response because of some 
known characteristics of the system, and to have some 
but not complete information on the input. In the 
case of response of a surface in the rainfall-runoff 
relationship, f or exampl e, the runoff is usual ly the 
best known of the three factors. The general surface 
features are known to a sufficient ext ent that some­
thing may be inferred about the type of response, 
while the precipitation is only partially known 
through temporal and areal sampling of its time-area 
distribution. When evaluating effective precipitati on, 
the surface runoff portion and/or the ground water re­
charge portion must be determined, the information on 
effective precipitation is even less reliable than in­
formation on precipitation because of various errors 
in estimating evaporation, evapotranspiration, infil­
tration to ground water, and ground water portion of 
the runoff. 

1-lydrologi.c systems may be roughly classified in­
to systems either open or closed to i mspection . Here, 
the concept of "open systems" means that something 
about a system is known, either by visiting the area 
or by using maps and other sources of information. 
Therefore, it is either difficult or undesirable to 
apply the simple black-box system approach to an "open 
system, " because t he "box" is not black but grey, par­
ticularly as the inputs are only partially known, with 
relative ly large errors in estimating their informa­
tion, while the outputs are well known within the 
limits of measuring errors . This is the case of one 
well known factor, and of the partial knowledge on the 
two other factors, in the three-factor or the input­
response-output approach. The hydrologic system that 
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is "closed" to visual inspection, say, such systems as 
deep underground water aquifers, is an ideal c.ase for 
the application of the b l ack-box approach when very 
little is kno~~ quanti tatively and objectively about 
t he system itself, regardless of the fact that potent­
ially a wealth of hypotheses and inferences resulting 
from the general hydrogeologic studies of aquifers may 
exist. When an underground water resources aquifer has 
a concentrated output in the form of a large spring, 
as in the case of many karst aquifers, the outflow is 
usually well measured. Uncertainties in determining 
the surface which contri butes water to recharge and 
the recharge itself to ground water, make the black­
box application relatively difficult. The case is us­
ually reduced to knowing fully only the output and 
knowing only partially the recharge surface and its 
precipitation. For karst aquifers as hydrologic closed 
systems, the output is a good integration of areal and 
temporal inputs. It is then often feasible to derive 
some information about the input from the character­
istics of the output. 

~tathematical analysis of hydrologic systems in 
karst areas nas been a relatively neglected subject 
when compared with efforts in studying other hydro­
logic systems, particularly the response of non-karst 
small river basins, urban areas, and larger river ba­
sins . However, karst areas may be very important; the 
total surface of karst formations in the United States, 
as shown in Fig. 1 of this paper, approximates the 
combined area of Texas, Oklahoma, and Kansas . Because 
the natural resources are relatively poor (say land, 
forest, and mineral resources) in most karst areas of 
the world, and because the water may be one of the 
most important resources for development, or its a­
vailability is a precondition for developing all other 
resources, the investigation of characteristics and 
responses of karst aquifers has high economic and so­
cial value. It can be also shown that hydrologic pro­
perties of highly permeable lava formations are very 
similar to properties of some karstified limestone or 
dolomi te formations. 

There is a. general reluctance in many countries 
to construct wate~ storage capacities in karst areas, 
because of the problem of securing the reservoir im­
perviousness. The development of water resources in 
karst areas is often delayed due to this understand­
able hesitation. However, since World War II very suc­
cessful large storage reservoirs have been constructed 
in some of the most typical karst areas of the world. 
High permeability of karst f ormations and limited pur­
ifying capacity of underground karst aquifers have 
made it difficult to maintain clean outflowing waters 
from karst areas when the recharge surface waters are 
subject to natural or man-made pollution. This pro­
blem has been compounded in recent decades in many 
parts of the world. The study of karst aquifers be­
comes attractive from all three vantage points: devel ­
opment of scarce natural resources in karst areas, 
finding economical methods of regulating waters re­
gardless of high permeability of karst formations, and 
the need for controll ing water quality of karst aqui­
fers under natural or changed conditions of recharge. 

The doctoral thesis by Walter G. Knisel, Jr., 
under the title "Response of Karst Aquifers to Re­
charge," presented as this hydrology paper, was aimed 
at applying and extending various methods of systems 
approach to natural hydrol ogic environments for the 



case of karst aquifers, particularly for the relative­
l y deeper aquifers. This is the case in which only 
the output is well known, whi le the input or inputs 
can be estimated only with relati vely large errors. 
This study is divided basically into three parts: (a) 
the anal ysis of input in the form of total precipita­
tion, as well as the effective rainfall which rechar­
ges a karst aquifer; (b) the study of characteristics 
of output, in the f orm of concentrated karst spring 
outflows; and (c) the system identification in asses­
sing the karst aquifer response functions in the form 
of unit hydrographs. The three exampl es used are from 
different karst areas in the United States. These ex­
amples clearl y show t hat the reliabi l i ty of determin­
ing r esponses of karst aquifers to recharge depends 
on both the type of karst aquifer and the reliability 
of data on both the output and the input . 

It may be i nferred from the study that the reli­
ability of derived response functions may be signifi­
cantly increased with ' the progress in collecting new 
data on recharge areas and on water recharge to and 
outflow from the karst aquifers. It may be expected 
also that the measurements of various properties of 
water of karst springs, not only of discharge, but 
also of temperature and various other water quality 
parameters (turbidity, mineralization, biological qua­
lity, etc.) would significantly increase the reliabil­
ity of inferences about the types and characteristics 
of karst aquifers. In other words, the characteris ­
tics of quantity and quality of outfl owing water from 
a karst f ormation, and the black-box systems approach 
in s tudying the responses of aquifers, can add new and 
reliable information to be combined with the general 
hydrogeologic information on these aquifers. 
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CHAPTER I 

INTRODUCTION 

Streamflow simulation models of rainfall-runoff 
relations generally give little consideration to 
ground-water components of the hydrograph. Surface 
runoff prediction methods assume hydrograph separation 
techniques that are arbitrary and are rarely based on 
experimental data. Such separation techniques force 
specific characteristics of the ground-water flow 
without giving any consideration to aquifer properties 
or performance characteristics. Ground-water flow may 
be an important quantity of total streamflow for water 
supply and pollution abatement. Karst aquifers are 
known for their large storativity and transmissivity, 
yet simulation models treat such aquifers in the same 
manner as sandstone, shale, alluvium, lavas and other 
types of aquifers. 

Mathematical models treat ground water as a 
residual of evaporation, surface flow, and soil water. 
Little effort has been made to simulate ground-water 
recharge and response. Aquifers in geologic mantles 
having high transmission and low storage capacity may 
behave quite differently from those having massive 
storage materials . Measurements of springflow as an 
entit y provide an opportunity to study aquifer charac­
teristics. An inherent problem in such a study is the 
uncertainties in determining areal extent of the 
springflow contribution and thus the area of system 
input ; i.e., areal infiltrating rainfall. 

Areal rainfall is highly variable , especially in 
semiarid regions. Weather Bureau ra1n gage networks 
are oftentimes very sparse . One rain gage per county 
is common in most states except in large metropolitan 
areas or in areas of specific studies . Such sparse 
rain gages provide meager i nput data for a hydrologic 
system. Sufficient rainfall may occur between gages 
to produce significant recharge of ground water, yet 
there may be no rainfall measured at the gages . Com­
parison of the rainfal l and springflow records often 
times 1ndicates increased discharge without observed 
ra1nfall . Also, large amounts of rainfall may be re­
corded at a single gage, but areal coverage is not 
sufficient to provide significant recharge and ground­
water response. System modeling and simulation are no 
better than the information available, and lack of 
adequate input data severely handicaps any analysis. 

Conversely , the measurement of total flow passing 
a gaging station provides a maximum of information 
about the flow characteristics at the gaging station. 
Continuous stage records and good stage-discharge 
relationships provide accurate estimates of total sys­
tem response. Although the data are highly accurate, 
springflow is an integrator of the aquifer properties, 
and characteristics of the detailed system are masked. 
Part icularly in a karst system, there is a high degree 
of variability between individual aquifers and within 
aquifers as parts of the total karst system of a large 
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karst spring. A spring at one location may discharge 
onl y a trickle flow; whereas, another spring in the 
general vicinity may discharge large rates and volumes 
of ground water . Without a knowledge of the system, 
the measurement of input and output makes it difficult 
to study the cause and effect. 

A ground-water karst system is unlike a surface­
water system in that physical dimensions of the con­
tributing area are unattainable for the most part. The 
ability to observe overland flow, measure surface 
channels, observe types of flow, determine flow res is­
tance factors, etc., is nonaccessible in ground-water 
investigations. Logs of observation wells provide 
little information about the system, especially a 
karst system. The random occurrence of solution 
channels , fissures, caverns , and various deposits of 
transported materials, etc., makes well logs applic­
able only to the local area of logging. In the words 
of Stringfield and LeGrande [29] : 

"Limestone and other carbonate rocks are characterized 
by many unusual features and extreme conditions, 
either involving the hydrologic system within them or 
wrought by hydrologic conditions on them or through 
them. Perhaps there could be little agreement as to 
what is typical or ave=age for the many features of 
carbonate rocks, as indicated by the following condi­
tions: bare rock and thin soils are common, but so 
are thick soils; very highly permeable limestones are 
common , but so are poorly permeable ones; and rugged 
karst topographic features with underlying solution 
caverns are common, but so are flat, nearly feature­
less conditions." 

Therein lies r eason enough why the literature notice­
ably lacks general description of karst ground-water 
flow phenomena. However, the widespread occurrence of 
karst areas in the United States , as shown by Fig. 
1, indicates tne need to understand and quantify karst 
ground-water flow. 

This study is directed toward a better under­
standing of the karst ground-water flow phenomena. The 
three major objectives to be considered in the study 
arc: 

1. description of geohydrology of karst ground­
water phenomena, 

2. prediction of ground-water flow, 
3. design of better prediction models of ground­

water f low than are currently available. 

The objectives are interdependent in that an under­
standing of the geohydrology is necessary to develop 
adequate model s for ground-water flow prediction. 
Likewise, the investigation of theoretical models 
leads to a better understanding of the geohydrology. 
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CHAPTER II 

REVIEW OF LITERATURE 

Hydrograph separation techniques described by 
Linsley, Kohler, and Paulhus [21] have been used to 
s epar ate storm and base flows for the purpose of 
studying aquifer characteristics. Probabl y the most 
used met hod, because of its simplicity, is depicted in 
Fig. 2, upper gr aph . Baseflow is assumed t o decline 
to a time coincident with the stor m flow peak and then 
increase to a point on the hydrograph recession known 
to be t r ue base fl ow . The method forces a specific 
aquifer ·performance. Knisel (19) found experimentally 
that baseflow begins to incr ease when storm flow 
begins and peaks at the approximate t i me of hydr ogr aph 
inflection and continues along the backward extension 
of the true basefl ow recession . The experimental data 
agree wel l wit h a met hod presented by Linsley, Kohl er , 
and Paulhus [21), and is depicted in Fig . 2, lower 
graph. The second method more nearly describes t he 
true aquifer behavior . Nevertheless, any type of flow 
separation forces that specific shape of the ground­
wat er flow and any characteri stic features of the 
aquifer are often completely masked. 

Hydrograph recession analyses have been used t o 
determine aquifer characterist ics. The method 
described by Barnes [3] and later used by Knisel (17] 
relates aquifer discharge at some time , t , to an 
i nitial discharge by a recession constant, Kr 
raised to a power of time. The rel ationship is 

(1) 

(a) 

r 
q 

t 

(b) 

r 
q 

t 

Fig. 2 Hydrograph separation techniques. 

Rechar ge of the aquifer was not considered in the 
analysis, but aquifer storage was given as 

3 

s (2) 

wher e q and K were chosen t o provi de an esti­
mate of gaximum storage. 

Analyt ical i ntegration of differential equat i ons 
of water storage was investigated by Yevjevich (40] to 
fit curves to outflow hydrographs for reservoir and 
channel reaches . It was found t hat for zero inflow, 
i.e . , sustained recession, an exponential equation 
adequatel y represented the recession . The equation 
related dischar ge, q , at some time , t , to an 
initial discharge, q

0 
, as 

-ct 
( 3) 

where c is the slope of the recession, and e is 
the base of natural logar ithms . 

Equation (3) represents a special case when the ratio 
of exponents of storage function and outf low rating 
curve was unity. The representation of recession by 
the exponential equation is an approximat ion of t he 
ground-water flow portion of t he total hydrograph. 

Doege (10) considered aquifer recharge i n his 
t heoretical development of aqui fer performance . Two 
equations were theorized to describe the shape of the 
hydrograph, shown in Fig. 3 . The discharge equat ions 
are 

0 < t < T (4 ) 

and 

T < t < ""• (5) 

where r is the rate of recharge, T is t he duration 
of uniform recharge, t is the time, and K is the 
storage delay time of an element. 

q 

Fig. 3 Aquifer recharge and recession . 



The K term in Eqs. (4) and (5) is merely a convenient 
term and is not the same as the recession const:.~nt, 
Kr , of Eqs . (1) and (2). In Eqs . (4) and (5), r is 
a scale factor, and T and K are shape factors . The 
necessity of two equations to describe the hydrogr:.~ph 
indicates Doege 's recognition of the complexity of 
ground-water recharge and discharge. 

A two-stage convolution was developed by Snyder 
et a! [:!8) to provide a nonconstant response model of 
storm runoff for coastal plain watersheds. The non­
constancy of watershed response was attributed to 
permeable sandy soils , high water tables, and low 
relief. Snyder stated, 

'' ... if rain falls on permeable soi l when the water 
table is some distance below the surface , infi ltration 
will be high. The net effect of the rain is to raise 
the water table, which in turn increases streamflow 
from ground water." 

The permeable soil of coastal pl ain watersheds is 
equivalent to fractured limestone with a thin mantle 
of soil in a karst system. The resulting recharge and 
response is somewhat analogous to the condition of 
permeable sandy soil . 

Snyder's [28) response function was given in two 
parts as 

( -At) 
a 1-e , 0 < t < b 

(6) 

b < t 

where A is the parameter of drainage basin wetness, 
a is a constant value of the core function, C(t) , 
and b is the time base of the core function. Snyder's 
two-part response function of surface flow is analogous 
to that theorized for ground-water flow by Dooge [10]. 
Snyder ' s terms a , A , and b in Eq . (6) are equiva­
lent to Oooge' s terms r, 1/K, and T in Eqs . (4) and 
(5), respectively. 

Kraijenhoff van de Leur (20) used aquifer charac­
teristics in an expression for ground-water hydrograph 
recession. The equation is 

8 ( b/ j J -t/j 
qt • ~ pL e -1 e (7) 
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where qt is the discharge at time t , p is the 
rate of percolation to the saturated zone, L is the 
distance between two outflow channels , b is the 
durat ion of s teady percolat ion, t i s the time, and 
j is the ground-water reservoir coefficient. The 
coefficient j is a time measure relating aquifer 
characteristics, expressed as 

(8) 

where ~ is the volume fraction of por es drained at a 
falling water table , assumed to be equal to the volume 
fraction of pores filled at a rising water table, K 
is t he hydraulic conductivity as influenced by permea­
bility of soil and viscosity of the ground water, and 
0 is the mean depth of the impermeable layer below 
t he water table. Eqs. (5) and (7) can be related to 
express Dooge's K term with respect to aquifer 

characteristics. Equating (5) to (7) , using common 
synonymous terms gives 

( 
T/K ) -t/K S r b/j ) -t/j 

re -le s~pL,e -le (9) 
11 

Then 
8 

r = ~ pL (10) 
r. 

which relates recharge rate, r , to channel spacing, 
L , and 

(11) 

The product of kD in Eq. (11) is transmissivity, 
Tr , described by Todd [31]. 

Green (14] describes the Edwards reservoir as 
having 30,000 acre-feet of water per foot of drawdown, 
and gave the si~e of reservoir as approximately 6,400 
square miles. Then the fraction of drainable pores 
u , would be approximately 0 .0075 . Holt [16) states 
that pumping tests in cavernous limestones are unre­
liable , but estima t ed the transmissivity from his 
pumping data to be 20,000 gallons per day per foot. 
Perennial streams occur in the Edwards Plateau at 
approximately ·10 , 000- foot intervals. These values 
substituted in Eq. (11) result in a reservoir 

• coefficient, j , of 60 Jays. The coefficient would 
also be appropriate for llooge's delay time element, 
K. 

4 

A val ue o f K • 60 days in Eqs. (5) and (7) 
results in a general hydrograph shape shown in Fig . 4. 
The relatively long delay time element attenuates the 
peak and also results in a slow recession. 

l 
q 

Fig. 4. 
clement, 

General shape of hydrograph with a delay time 
K • 60 days . 

llydrograph rise is dominated by time of recharge, T , 
and a short rise time is depicted in Fig. 4. 

Applying Eq. ~1) to the recession of Fig. 4 and 
solving for ~ g1ves an average recession constant of 
0.984. Knisel [17) found an average Kr of 0 .939 for 
sustained baseflow from limestone geologic basins. 
However, Knisel found that recession constant s vary 
considerably between basins, particularly when con­
sidering total streamflow. 

Becker [4) related ground-water recharge to rain­
fall, season, and runoff by means of a coaxial graph 
for European basins. Recharge was considered to be a 



residual of rainfall after (a) surface runoff and (b) 
abstraction from infiltration for soil water deficit . 
The relationship was independent of t ime in as much as 
rainfall values were total storm amounts. The theori­
zations by Dooge [10] and Kraijenhoff van de Leur [20] 
are the only attempts to express aquifer recharge and 
response by hydrographs. 

Linearity of hydrologic systems was first assumed 
by Sherman [25] in his unit hydrograph concept for 
isolated pulses of uniform input. The unit hydrograph 
theory was applied to direct storm runoff. Since 
Sherman's work, numerous investigators have applied 
the unit hydrograph (linear) theory in the development 
of storm runoff models (8, 9, 33 , 39] . Williams (39] 
made use of the relationship of Eq. (1) to describe 
the recession of direct runoff hydrographs for small 
ephemeral basins that did not have baseflow. The good 
results indicate the versatility of the equation to 
describe the phenomenon of flow recession, overland , 
or ground-water flow. 

Since Sherman's [25] pioneering work, other 
investigators have employed various hydrograph fitting 
techniques to consider complex input systems . Linsley 
et al [21] suggested a numerical technique using all 
input and output data to describe the system. One 
objection to the method is the instability and oscil­
latory nature of the resulting hydrograph, except for 
truly linear systems. 

Snyder [26] employed the method of least squares 
to fit storm hydrographs. Multiple regression analysis 
was made to relate hydrograph ordinates to rainfall 
amounts, distributed and combined in physical logic. 
The method failed to adequately fit observed hydro­
graphs due to the inability of the regression constant 
to express a changing difference between rainfall and 
runoff during a s torm. The failure occurred in the 
recession portion of the hydrograph which is the most 
pre·dictable region of ground-water hydro graphs. 

For a watershed systems analysis , 
described three input -output-response 
ditions. 

Amorocho [l] 
function con-

1. If the input and output parameters, although 
distributed in space, can be lumped, the 
system is space invariant ( lumped system) . 

2 . If the resoonse function of a watershed does 
not change during a storm or from season to 
season, the system is time invariant. 

3. If the principl e of superposition and its re­
lated principle of proportionality are applic­
able for a system, the system is linear. How­
ever, if past input elements influence present 
output such that the total of their effect is 
not the sum of their separate effects, the 
watershed is nonlinear. 

Amorocho [1] stated that the linear behavior 
cannot be represented by hydrologic systems except in 
very special cases. The response of a ground-water 
system should not change during a particular storm, 
and since the aquifer is an integrator of the system, 
it should not change between s torms. Therefore, in 
accordance with Amorocho's description, a ground-water 
system should act as a linear time-invariant system. 

Cheng [6] 
tion equation 
time functions 
linear system, 
as 

presented the notion that the convolu­
exactly related the input and output 
of a linear system. For a continuous 
the convolution equation is expressed 
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g(t) a f h(t) f(t- T) dT (12) _,.. 

where g(t) is the system output , f(t) is the system 
input, and h(t) is the system unit impulse response. 
Such a system is illustrated in Fig. 5. 

f 

Fig . 5. Continuous linear system notation. 

Eagleson et al [12] utilized the notion of con­
volution in their systems analysis of direct runoff 
from small urban catchments. Numerical values of input, 
f(t) , and output, g(t) , for a discrete time series, 
were used in the analysis . The discrete equivalent of 
the convolution integral , Eq. (12) , is 

g(i) • r h(k) f(i-k•l) 6k (13) 
k=- cc 

Eq. {13) is readily solved by synthetic division for 
truly linear systems. Fig. 6 shows the l inear sys­
tem notation for the discrete time series, Hydro­
logic systems are recognized as not being true linear 
systems [1, 2]. Eagleson et al [12) demonstrated that 
in a truly l inear system any errors of measurement 
cause unstable, oscil lating unit impulse response 
functions as was the case with the method of least 
squares [26). Eagleson [12] imposed requirements of a 
stable monotonic solution and followed the work by 
Wiener (38] to develop the discrete time form of the 
Wiener-Hopf equation 

> + l. (14) 

In Eq. (14), ~f is the cross correlation function 
of input and outp!t, 0ff is the autocorrelation 
function of input, and hopt is the optimum unit im­
puls e response function . Eagleson imposed the con­
straint that 



h (k) :- 0 
opt - (15) 

to determine stable unit impulse response functions . 
In order to impose Eq . (15) , Eagleson developed an 
underdetermined set of simultaneous equations and used 
the simplex computational procedure [13) with linear 
pr ogramming to solve the equations . The procedure 
utilized "slack variables" to preserve the area under 
the impulse function . By imposing the condition t hat 
the sum of the slack variables was a minimum, the most 
feasible solution was obtained. The result ing charac­
t er istic of the impulse funct ion was a hydrograph­
shaped function with a "blip" displaced some time past 
the main response function: i.e., a normal shaped unit 
hydro graph followed by a smaller hydrograph. The unit 
response function can be used for a black-box type 
st reamflow simulation, but such a function docs not 
give any information about the system and it has no 
physical significance . 

Snyder (27] appl ied multiple linear regression to 
t he convolution equation to determine transfer func­
tion ordinates of surface runoff and thereby to infer 
characteristics of ground-wat er flow . A major advant­
age of the procedure over that of Eagleson 's [12) is 
the result ing physical significance of the transfer 
function. Snyder (27) separated baseflow from storm 
runoff by extrapolating the baseflow exponentially to 
give an open-ended hydrograph, exemplified in Fig . 7 . 
The example of Fig . 7 is characteristic of aquifer 
recharge and r esponse superimposed on an extrapolated 
sustained recession. Snyder (27] ga ve the basic 
equations of convolution as 

rlu2 ~ r2ul 

rlu3 + r 2u2 + r3ul 

( 16) 

where r is the rainfall excess for a t ime interval, 
u is the unit i mpulse response ordinate, and Q is 
the di scharge rate. The subscripts of Eqs. ( 16) are 
time i ncrements . Equations (16) are, in essence, an 
expansion of Eq . (13) . Snyder recognized that dis­
cret e transfer function ordinates represented a smooth 
continuous transfer function, and that it was imposs­
ible to represent the contlnuous function exactly by 
discrete ordinates. Due to err ors 0f estimat ing rain­
fall excess , the input data represented erroneous dis­
crete values and some optimization scheme , such as 
linear regression, was needed to provide a smoothing 
~·ffcct. Snyder represented the u's of Eqs. (16) as 

(17) 
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f f= [ f(l), f(2) , ••• f (nl] 
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Fig . 6 . Discret e linear system notation. 

q 

------------------------

t 

fig. 7 . Example of exponent ially extrapolated baseflow 
to form ?pen-ended hydrograph of direct runoff, or 
groundwater response to r echar ge. 

where ~ is the impul se function ordinate, and e is 
an error term. Snyder selec t ed "angl e point s" on the 
transfer funct ion and used linear interpolation between 
the angle points to distribute any error and provide a 
smoothing process . The angle points were cl osel y spaced 
around the peak and spaced farther apart on the s lowly 
changing r ecession. As an example, Snyder might select 



ordinates at time units 1, 3, 4, 5, 7, and 9 as angle 
points to describe t he shape of the transfer function . 
Then Eqs. (17) can be written, 

ul ~\ 

1 
u2 = 2G\ + ~3) 

u7 • 07 

1 
us • 2<01 • ~9J 

(18) 

For the selected example, the peak of the hydrograph 
would be represented at time unit 4 and ordinates at 
times 3 and 5 are needed to adequately describe the 
hydrograph shape . 

Eqs. (18) cannot be substituted into Eqs. 
(16) without increasing the total number of unknowns 
for ordinates and errors. However, there are errors 
in the discrete convolution and , when combined with 
the transfer function errors, errors in input, and 
errors in output, the error terms can be omitted . With 

omission of the error terms, e , in Eqs . (18),substi­
tutions can be made into Eqs. (16) for four periods 
of rainfall excess to give 

rli/Jl 

1 
2 rl (~1 + ~3) + r21/Jl 

rl03 +} r2(01 + 03) + r301 

1 
rl04 + r2°3 + 2 r3(1/Jl + 03) + r4°1 

rlli!S + r 2Jil4 + 

1 
2 rl (~s • 07) 

1 
r1°7 • 2 r 2C0s • Jil7) • r 3°s + r41/J4 • Q7 

1 1 
2 rl (07 + 0gl • r2°7 + 2 r3C0s + lil7J • r4~5 QS 

1 1 
r1°9 • 2 r2 (07 • 09) • r307 + 2 r4 C0s + 07) • Q9 

(19) 

Eqs. (19) have 9 equations and the number of 
unknowns has been reduced to 6. The values of r in 
Eqs . (19) provide the input for the multiple linear 
regression. The regression coefficients are the 
ordinates of the transfer function . The input data 
for the regression is shown in Table 1. Snyder's pro­
cedure [27) produced physically significant positive 
ordinates for the convolution equation. 

Table 1. Coefficients for multiple regression grouped by ordinates . 

Time 
Uni t ¢ 1 ~3 ¢4 

1 r l 

2 1 
2 rl • r2 

1 
2 rl 

3 1 
2 r2 • r3 rl 

1 
+ 2 r2 

1 4 1 
2 r3 + r4 r2 + 2 r3 rl 

5 1 
2 r4 r3 + 

1 
2 r4 r2 

6 r4 r3 

7 r4 

8 

9 

Dooge [10] referred to determination of unit im­
pulse response functions in systems analysis as system 
identification. He stated that in truly linear systems 
in which input and output can be determined without 
error, all methods of system identifi cation will give 
the same results, i.e., the same impulse response 
function. The optimization procedure, the least 
squares procedure, and the synthetic division proce­
dure would each be appropriate and the choice of 
method would resolve t o the selection of the simplest 
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<Ps <P7 ~9 

Ql 

Q2 

Q3 

Q4 

rl Qs 
1 
2 rl + r2 

1 
2 r1 Q6 

l 
2 r2 + r3 

1 
rl • 2 r2 Q7 

1 
2 r3 • r4 

1 
2 rl • r2 

1 
• 2 r3 

1 
2 rl Qs 

1 !. r + + .!. r 1 
Q9 2 r4 2 2 r3 2 4 rl + 2 r2 

computational procedur~. However, if the data contain 
errors or the system 1s not a truly linear one, the 
resulting impulse function will vary from method to 
method. The relative accuracy of the results in simu­
lation depend upon how the methods handle various 
errors and linearize any nonlinear properties of the 
system. 

The least squares method of system identification 
presented by Snyder (27] was formulated with the 



thought that errors are normally encountered and the 
method tends to average the errors by a smoothing 
process. On the other hand, Eagleson's (12] optimi­
zation procedure tends to lump errors in an isolated 
blip at the tail of the response function . 

Precipitation characteristics were studied by 
Todorovic and Yevjevich [32] in an attempt to deter­
mine the underlying structure of precipitation time 
series. Daily rainfall data were analyzed for 
selected stations to determine if significant har­
monics existed in the means, standard deviations , and 
coefficients of variation. The Fisher test was used 
to determine the significance for six harmonics . 

Quimpo [24] studied mean daily total streamflow 
time series (storm runoff and baseflow) for a number 
of river basins to determine the structure of the time 
series. One consideration in the analysis was to 
determine the amount of variance about the mean and 
the amount of variance of the standard deviation ex­
plained by each of six harmonics. The amount of var­
iance about the mean explained by six harmonics ranged 
from 2 to 68 percent for 17 river basins studied; 
whereas, 31 to 97 percent of the variance of the 
standard deviation was explained by six harmonics. The 
eventual small cyclicity in precipitation could be a 
factor in the small explained variance when studying 
total streamflow where isolated input events cause 
storm runoff. Sustained ground-wat er flow should 
exhibit more cyclicity than total st reamflow, since 
ground-water flow persists over longer durations than 
does rainfall and tends to attenuate t he chance varia­
tions about the cyclic movement. 

Principles of harmonic, spectral and cross­
spectral techniques were applied to precipitation­
streamflow systems by Gupta [15]. Monthly values of 
precipitation and streamflow data were analyzed for 
some river basins in California. Transfer functions 
between significant harmonics of the two time series 
could not be generalized. The analysis showed the 
transfer functions were exponential with respect to 
frequency. 
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Downer [11] reviewed Edson's work and showed that 
the Pearson Ill probability distribution function, 
with appropriate conversions, can represent the 
discharge-time relationship as for a hydrograph. The 
expression, kno~o11 as the two-parameter or in<:omolete 
ganuna function, was written as · 

6r+l 
SV6 

q • r (or+l) t 

or - eSt 
e (19a) 

where V is the volume of runoff in inches, q is 
the discharge rate in inches per hour, t is the time 
in minutes since flow began, r is t he time of hydro­
graph rise in minutes, 6 is the shape parameter with 
dimensions of reciprocal of time, and s is the 
factor for conversion of discharge rate in inches per 
minute to inches per hour. Let k • 1/6 and n • 
or + 1. Then 6 .. 1/k and or = n-1, and Eq. (19a) 
can be written as 

n n-1 -t/k av ~ 1/kJ q 
I' (n) t e (19b) 

The term 
n n-1 

' (H H~J (19c) 

.. 
and Eq . tl9b) reduces to 

n-1 -t/k 
q = r ~~) (~)(£) e (19d) 

Equation (19d) is equivalent to that given 
[22), and by combining terms 

by Nash 
then 

(t / k)n-1 e-t/ k 
q • Kr (n) (19e) 

where K • k/SV , and thus Eq . (19c) is a function 
the shape parameter, area, and runoff volume . 

of 



CHAPTER III 

DATA AVAILABLE FOR ANALYSIS 

Data used in this study were selected on the 
basis of ready availability and representativeness of 
the study domain. Published daily records of precipi­
tation and streamflow for selected stations are avail­
able in most engineering and scientific libraries. 
Streamflow data for time intervals less than one day 
are available only upon special request. Hourly rain­
fall data are available for only a few major cities. 

Ground-water flow from karst aquifers is the 
primary concern in the study. Streamflow stations, 
maintained by the U. S. Geological Survey and U. s. 
International Boundary and Water Commission, were re­
viewed with respect to geologic location to sel ect 
records from karst areas. The streamflow stations in 
karst areas were further examined for flow character­
istics . In order not to impose specific hydrograph 
shape by baseflow separation techniques, the list of 
stations were further screened to find those where 
only springflow was measured. Such stations, although 
very limited in number, represented true ground-water 
outflow. This is not meant to imply that surface run· 
off did not occur from the recharge area, but that 
surface runoff was not a part of the flow measured at 
the streamflow station . 

The selection process resulted in only three 
springflow stations . Two springs discharge from the 
Edwards and associated limestones of Texas and the 
third discharges from the Merrimac limestone of 
Missouri. 

Goodenough Springs near Comstock, Texas, and San 
Felipe Springs at Del Rio, Texas (Fig . 1) are main­
tained by the U. S. Department of State, International 
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Boundary and Water Commission. Both Spr ings are with­
in the Rio Grande River Basin . Mean daily discharge 
records are published in Water Bulletins [37). Data 
are available for Goodenough Springs for calendar 
years 1947 through 1966. Data for San Felipe Springs 
are available for calendar years 1962 through 1967. 

Measurements of Big Springs near Van Buren, Mis­
souri , (index No. 7-0675) are maintained by the u. s. 
Geological Survey. Data are published in Water Supply 
Papers, Part 7, and are available for water years 
(October 1 through September 30) 1944 through 1964 
[36). 

Rainfall data for the study were obtained for 
locations nearest the springfl ow stations . The spars­
ity of U. S. Weather Bureau stations and the uncer­
tainty of areas contributing to recharge of spr i ngflow 
caused difficulty in obtaining adequate rainfall data. 
Only one gage was found in the vicinity of each 
springflow station. The U. S. Weather Bureau station 
at Del Rio (index No. 2360) was selected for both 
Goodenough Springs and San Felipe Springs. Del Rio is 
the only station in the vicinity of Goodenough Springs 
with daily records available (34), although Del Rio is 
considerable distance from Comstock. The u. S. Weather 
Bureau location at Van Buren, Missouri, (index No. 
8569) is the only ~age in the vicinity of Big Springs 
(35] . It is recognized that single rain gage represen­
tation of ground-water recharge is not adequate for 
accurate model development but does not affect the 
principles of the analyses. Also , hydrologists con­
cerned with water resources planning are confronted 
with the same problem of inadequate rainfall data . 



CHAPTER IV 

SYSTEM INPUT--PRECIPITATION 

Precipitation data as input to an aquifer system 
are highly important in systems analysis and aquifer 
simul ation. The ability of a rain gage sample to ade­
quately represent areal precipitation is a primary 
concern. As was mentioned in Chapter I, sparse rain 
gage networks that are generally available do not pro­
vide sufficient samples for averaging over a smal l 
area . Daily rainfall amounts published in Climatolog­
ical Data [34, 35] are t he best estimates of rainfal l 
for county-wide areas. The chance occurrence of rain­
fall at a specific locat ion may be representative of 
a very small area, particularly in arid and semiarid 
regions . However, there is also the chance of non­
occurrence of rainfall at that location when extensive 
areal rainfall occurs . Therefore, any given rain gage 
should be representative of a meteorologically homog­
eneous area over a long period of time even though in­
dividual days may be considerably in error . 

In view of the inadequacy of areal coverage of 
precipitation data, time series analyses is necessary 
to determine the structure of the input series. Any 
characteristics discernible from the time series 
analyses will be helpful later in rel ating the input 
to aquifer performance. Precipitation data adjustment 
and time series analyses were made for the input data, 
and a discussion of each procedure will follow in 
separate sections. The ultimate relation to system 
identification and system output will be made in later 
chapters. Although some of the discussion in subse­
quent sections will also be appropriate for springflow 
analyses, the discussion will pertain only to precipi­
tation. 

1 . Adjustment of Daily Precipitation Data . Daily 
rainfall data are publ ished in Climatological Dat a 
[34, 35] for widely separated . locations. Only one 
rainfall station is in the vicinity of the springflow 
stations selected for the study. The International 
Boundary and Water Commission has published monthly 
rainfall data for a large number of locations in the 
Rio Grande River Basin as a supplement to discharge 
data [37). The daily records are not readily avail ­
able. Daily rainfall amounts wore published for the 
same monthly stations in Water Bulletins for the five 
years 1948-52. The 5-year period of record is not long 
enough for time series analysis, and a single long­
term Weather Bureau station was used for daily data. 

Rainfall data from a single location should be 
adjusted in some way to represent areal rainfall. Any 
adjustment should provide more accurate input informa­
tion . The best estimate of areal rainfall would be 
obtained from averaging, or weighting by the Thiessen 
method, daily values from several gages in and around 
the a·rea of concern. Since daily data are available 
for only a short period at several locations, an 
alternate method would be to adjust daily values on 
the basis of ratios of monthly averages of several 
locations over the area. ~~nthly rainfall for several 
stations, including the station with the daily record, 
,·an be averaged arithmetically or by the Thiessen 
method . A ratio of the monthly average rainfall for 

the area, Pm , to monthly total rainfall for the 
station with the daily record, Pm , can be determined 
for each month of record. Then the ratio can be multi­
plied by the r ecorded daily rainfall, Pd , to give 
the adjusted daily rainfall 3 Pd . The adjustment 
can be expressed as 

(2 0) 

Daily rainfall is adjusted for the appropriate month 
for which the monthly ratio was determined. Equation 
(20) adjusts the observed rainfall amount, but has the 
disadvantage that the days with recorded daily rain­
fall may not be the only days on which rainfall 
occurred over the area. 

To determine the probable accuracy of the 
described adjustment method, a comparison was made 
with daily averages of the several gages for the 5-
year period 1948-52 . Four stations were used in the 
arithmetic averaging procedure. Since the actual area 
contributing to aquifer recharge is not kno~, an 
arithmetic average has less bias than the Th1essen 
weighting method with a highly fictit ious area. 

Results of the comparison of the rainfall adjust­
ment and the rainfall averaging are summarized in Fig. 
8. In general. it appears that daily rainfall at a 
single gage adjusted by averages of monthly totals 
gives larger rainfall amounts for large storms and 
less for smal l er storms than that determined from 
averaging daily amounts from four gages. The most 
noticeable difference is that numerous points are on 
the abscissa of Fig. 8 , that is, measurable rainfall 
at one or more gages other than the one for which the 
daily record is available and none at the daily-record 
gage. 
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Theoretically, if the rainfall station for which 
the daily record is available is located at the center 
of a meteorologically homogeneous area , the scatter of 
points in Fig . 8 would be equivalent above and below 
the line of equal values. The four gages used in the 
comparative st udy are in a meteorologically homog7n­
eous area in that the probability of measurable raln­
fall at each gage is the same. However, there is some 
difference in annual rainfall. The average annual 
rainfall at the daily-record station at Del Rio is 
17.83 inches as compared with 15.35 inches, 15.60 
inches, and 15.68 inches at the other three locations . 
In this particular case, the daily-record gage at Del 
Rio has higher annua l rainfall than the surrounding 
locations and the adjustment of daily rainfall may be 
biased. 

A regression analysis of the data in Fig. 8 was 
made to determine if a least squares line is signifi ­
cantly different from the line of equal values. The 
least s~uares regression equation is 

y = 0.9428x + 0.0109 (21) 



where x is the dai l y rainfall, average of four gages, 
and y is the daily rainfall, single gage adjusted by 
the ratio of monthly totals. 

The l inear correlation coefficient is 0 . 798 , the 
means of x's and y's are 0.1982 and 0.1978, 
respectively, and the standard deviation is 0.2464 . 
Tests of significance were made to determine if the 
y- int.ercept is significant ly different from zero and 
if the slope is significantly different from unity. 
There are 338 data points, all of which obviously do 
not appear in Fig. 8 . The tests revealed that the 
y- i ntercept is not significantly different from zero 
and the slope is not significantly different from 
unity . 

Based on the data shown in Fig . 8 and the signif­
icance tests made, daily rainfal l adjusted by ratios 
of average monthly rainfall is not biased in the par­
t i cular case presented . .Although averages of daily 
rainfall are the best estimates of input, the method 
described for adjusting daily rainfall at a single 
gage provides an adjustment that could not have been 
made by averaging daily rainfall for several gages . 

2. Autocorrelation of Precipitation. The dependence 
in time of the dail y rainfall time series was deter­
mined for the three rainfall stations used in the 
study. Autocorrelation coefficients [7) were computed 
by the relationship 

2] 1/2 

(22) 

for k = 1,2, ... N where rk is the k-th autocorrela­
tion coefficient, N is the length of record, k is 
the units of lag, and X is the daily precipi tation. 

The first 30 autocorrelation coefficients were 
determined for each rainfall station and the correlo­
grams are shown in Figs. 9, 10, and 11. Daily rainfall 
for the three springflow precipitation stations is 
practically independent. The fir st autocorrelation 
coefficient is 0.20, 0.25, and 0. 10 for Goodenough 
Springs, San Felipe Springs, and Big Springs , respec­
tively. The serial correlation analyses were made for 
adjusted precipitation at Goodenough Springs and San 
Felipe Springs. There were no rainfall stations in the 
near vicinity of Van Buren, Missouri, and therefore 
t he precipitation for Big Springs was not adjusted. 

3. Harmonics in Precipitation. Harmonic anal yses were 
made to determine if the precipitation time series 
contained significant periodicities in their struc­
ture . Since there are many days each year with zero 
rainfall, the zero-valued days may tend to mask 
periodicities. Therefore, time intervals of 1, 3, 7, 
and 14 days were considered, over which the precipita­
tion was averaged. The time intervals. selected would 
provide a means of extrapolation of data to shorter 
time intervals if any significant characteristic was 
discerned. 
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Fig . 8. Comparison of average daily rainfall for 4 
gages and daily rainfall f or a single gage adjusted by 
average of monthly totals for t he 4 gages, Goodenough 
Spri ngs ar ea , Texas, 1948-52. 
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Fig. 11. Correlogram of precipitation for Big Springs, 
Van Buren, Missouri, 1945-64. 

The basic data considered i n the 
the means, the standard deviations , and 
ients of variation . The three statistics 
mined from the following equations, [32]: 
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(23) 

(24) 

(25) 

where mr is the mean , sT is the standard devia­
tion, CvT is the coefficient of variation, and T 
is the position of int erval along the year. For 1 
day, T • 1, 2, ... 365; for 3 days , r • 1,2, ... 12l;for 
7 days, T = 1,2, ... 52 ; and for 14 days, T • 1 , 2, 
... 26 . Further, p are the years , p = 1, 2, ... ,n, 
and n is the total years of record, and xP,t is 
the precipitation for the p-th year, r-th lnterval. 

Fourier series was used to desc-ribe the per­
iodic component of each statistic . For any statistic 
under consideration, vT , the periodic component can 
be expressed as [32) 

v 
T 

v + r [A. cos~ + BJ. sin~r] 
X j=l J w w 

(26) 

where vt is the symbol for mT, Sr , or CvT, vx 
is the mean of ~ values of vr , t is the interval 
of a given year, w is the number of periods per 
year, Aj, Bj are the Four ier coefficients, and j 
is the i ndex of harmonics. Todorovic and Yevjevich 
{32 ] stated that rarely is any harmonic beyond the 
sixth significant in hydrology. However, in this 
st udy 12 harmonics were considered in order to discern 
the most i nformation. Therefore, the upper limit of 
summation in Eq. (26) is m • 12. 

The Fourier coefficients were estimated by the eqs. 

2 ~ 2nj t A. • - L (v - vx) cos 
J W t=l T W 

(27) 

12 

and 
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with the terms as previous ly defined . 

The square of t he amplitude of any harmonic is 

The variance of v is 
T 

1 w 2 
var v = - L (v - v ) 

T WT=l T X 

(29) 

(30) 

The Fisher test [32) was used to determine the 
significance of each computed harmonic. The Fisher 
parameter for the harmonic of maximum amplitude is 

g 

c.2 
J 

2 var v 
T 

The Fisher parameter for the second 
monies is 

C. 2 
J 

gs------.--:--
j -1 2 

2 var v 
T 

- l: c. 
i•l l 

(31) 

and higher har-

(32) 

Results of the harmonic analyses of preclp~ta­
tion are summar ized in Table 2. The table shows the 
number of harmonics determined to be significant by 
the Fisher test for each time increment for each 
springflow rainfall station . There were no s ignificant 
harmonics for either of the three statist ics at either 
springflow st ation for 1-, 3- , or 7-day intervals . 
Significant harmonics were found to exist in the 14-
day interval only. This indicates that averaging over 
the longer interval provided sufficient smoothing of 
the precipitation time ser ies for periodicities t o be 
discerned as significant. Figs. 12, 13 , and 14 s how 
the interval means, standard deviations, and coeff ic­
ients of variat ion, respectively, and the associated 
fitted periodic components for the significant har­
monics in precipitation for Goodenough . Springs, 
Texas. The precipitation amounts in Figs. 12 and 13 
have been converted to equivalent springflow in cubic 
feet per second . 

Lack of significance of harmonics may be due to 
inadequacy of the Fisher test i n these cases. No sig­
nificant harmonics in the mean 14-day rainfall at San 
Pol'lpe Spr i ngs may be duo to the short time series . 
Only s ix years of record are availabl e for San Fel ipe 
Springs , and this may not provide sufficient smoothing 
of the Jata even for 14 days. The Weather Bureau 
s tation at Del Rio, Texas , was used for the daily 
rainfall record of Goodenough Springs and San Felipe 
Springs. The adjustment of the daily record made use 
of different monthly rainfall stations for the two 
springflow stations . However , in view of the data 
shown in Fig. 8 and the associated regression analysis, 
both areas are meteorologically homogeneous. A 20-year 
record for San Felipe Springs should have given 
results for harmonic analysis similar to that for pre­
cipitation at Goodenough Springs. 
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Fig . 12. Density of mean rainfal l converted to equiv­
alent springflow in cubic feet per second and fitted 
periodic component for 7 harrnonics . 26 periods 14 days 
long, Goodenough Springs, Texas . 

The means of precipitation by time interval are 
of most interest in springflow simulation and are 
therefore given the most consideration in the harmonic 
analyses . The amount of variance of the means 
explained by each harmonic was determined for each 
time interval for all springflow rainfall stations. 
Results are shown comparatively for all time intervals 
in Figs . 15, 16, and 17 for Goodenough Springs, San 
F~lipe Springs, and Big Springs rainfall stations, 
respectively. The time-interval lines are relatively 
uniformly spaced on Figs. 15 and 16, whereas the 14-
day line is considerably above the 7-day line for Big 
Springs , Fig. 17. There is no apparent reason or 
l ogical expl anati on of the differ ence for Big Springs 
other than the rainfall at Big Springs was not ad­
justed due to lack of gages as explained earlier. This 
nonadjustrnent shoul d not have caused the difference 
between the 7- and 14-day intervals since the means 
for both i ntervals came from the same daily record. 
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Table 2. The number of significant harmonics in pre­
cipitation at t hree springflow stations by t ime inter­
val for mean, standard deviat ion, and coefficient of 
variation. 

Time 
Inter­
val 
(days) 

1 

3 

7 

14 

Para-11 meter-

m 
s 
Cv 

m 
s 
Cv 

m 
s 
Cv 

m 
s 
Cv 

Number of 

Goodenough 
Spri ngs 

0 
0 
0 

0 
0 
0 

0 
0 
0 

7 
3 
1 

Significant Harmonics 
for 

San Felipe 
Springs 

0 
0 
0 

0 
0 
0 

0 
0 
0 

0 
2 
5 

Big· 
Springs 

0 
0 
0 

0 
0 
0 

0 
0 
0 

1 
2 
3 

!( The symbols for parameter are defined as follows : 
m is the mean, s is the s tandard deviation and Cv 
is the coefficient of variation. 



Fig. 15 snows that for the 14-day time interval, 
the seven significant harmonics explain approxi­
mately 93 percent of the variance for precipitation at 
Goodenough Springs. However, Table 2 shows no signifi­
cant harmonics for the San Felipe Springs location 
where nine harmonics explain 93 percent of the var­
iance . Nine harmonics account for 93 percent of the 
variance at the Big Springs location and Table 2 shows 
one significant harmonic (32 percent explained var­
iance) . This shows that the tests by Fisher ' s statis­
tic g may not be proper due to the periodicities in 
all three parameters, m, s , and Cv . 

The Fisher test has been used in periodic anal­
ysis in other studies to determine significant har­
monics . Time intervals of 1 month or 1 year may lend 
better to the Fisher test than t he shorter intervals 
used in this study. For short time intervals, t < 30 
days, somewhat relaxed criteria might well be in 
order. One consideration· could be that significance 
be based on amount of variance explained by harmonics . 
A predetermined percent of variance explained by har­
monics, with a lower percentage for the shorter time 
intervals, may provide a more useful criteria for sig­
nificance . In reviewing the results of this study, the 
amount of variance expl ained by harmonics is very low 
for the 1-day interval. The three rainfall stations 
used i n this study does not provide sufficient repre­
sentation for drawing conclusions, but further consid­
eration in other studies would be profitable. 

4. Random Component of Precipitation. It was shown in 
section 2 that precipitation is nearly independent in 
time by reflecting the small lag autocorrelation of 
the order of r 1 = 0 . 20. However, this does not pre­
c l ude a nonrandom internal structure of some periodic­
ity and other time dependence . Such a random or non­
random occurrence may be import ant later in the convo­
lution of rainfall and springflow to determine the 
impulse response function. Therefore, the interval 
structure of the precipitation time series was ana­
lyzed. 

From the harmoni c analyses, the periodic means 
mT , and standard deviations, sT , are known for all 
t . The coefficient of variati on was given by Eq . 
(25) as 

Eq. (25) can be rewritten as 

s "' Cv m 
t T T 

(33) 

The periodicity can be removed by standardizing 
time series as 

t;p, T 
X - m p 1 T T 

s 
1: 

(34) 

the 
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which can be rewritten as 

X .. m + s p, T T T 
(35) 

Substituting Eq . (33) for 
Eq. (35) gives 

the standard deviation in 

X m + m p,t t t Cv 
T 

The right term 
that Cv .. Cv 

t 

of Eq. (36) can be factored , 
is a constant, then 

X . m, ( 1 + cv f;p , T) ' p, T T 

where E(f;) = 0 and var t; 1. Let 

llp , T .. 1 + Cv 
t tp , t 

" 

(36) 

assuming 

(:>7) 

(38) 

where the E(n) "1 and var n • Cv~. Substituting 
np,t for its equivalent in Eq. {37) gives 

X 
p,• 

m 
T 

Taking logarithms of Eq. (39) gives 

for 

can 

ln X p,t 

which IJ = t 
b~ written as 

X : 
p,t e 

IJt: 

ln m + ln n 
T p, t 

ln m 
T' 

or m 
IJT . e 

T 

~'~p,t 

(39) 

(40) 

Then Eq . (40) 

(4 1) 

From Eq. (41) a new series of n was computed for 
the daily precipitation time series at each station . 

The first serial correlation coefficient of the 
n-series was determined by Eq. (22) . Results of the 
correlation showed that r (n) was less than 0.10 for 
each of the springflow prlcipitation stations. Such 
low values indicate the n-series is nearly indepen­
dent for practical purposes . The amount of variance 
that could be explained by a first order ~larkov model 
would be less t han l percent . Therefore, Eq. (41) can 
be used as an approximation to express the precipita­
tion t ime series . 



CHAPTER V 

RAINFALL EFFECTIVE FOR RECHARGE 

All precipitation that occurs on an area is not 
effective for recharge of groundwater. Numerous 
elements affect the depletion of measured rainfall to 
that which ultimately reaches a karst aquifer. The 
abstraction from total rainfall among the various 
elements may be considered as loss with respect to re­
charge, but in reality repr esents transposition of 
water in the hydrologic cycle. 

Since ground-water recharge represents a portion 
of the precipitation that infiltrates the earth' s 
surface, rainfall intercepted by vegetation, surface 
detention (with later evaporation), and surface runoff 
are the first abstractions from recharge. Interception 
losses are recognized as being a small portion of the 
total rainfall . Evaporation from surface detention may 
also be quite small relative to the total input. Many 
karst areas do not experience surface runoff. In the 
strict definition of karst as given by Thornbury (30], 
i .ea, 

"a term applied to limestone or dolomite areas 
that possess a topography peculiar to and de­
pendent upon underground solution and the di­
version of surface waters to underground 
routes," 

surface runoff woul d not be expected to exi st . How­
ever, depending upon the soil characteristics and 
rainfall intensity, surface runoff will occur on what 
is commonly termed karstic terrain. Runoff is known 
to result from intense storms in the Edwards Plateau 
of Texas and the limestone areas of Missouri. There­
fore, runoff does represent an abstraction of rainfall 
from recharge . 

Infiltrated water, that is the rainfall that in­
filtrates into the earth'·s surface, is further acted 
upon t o abstract water from recharge. Although soils 
overlying limestone areas may be thin, there will be 
varying amounts of water stored for plant growth, 
transpiration, and evaporation from surface and under­
ground. The amount of soil water abstraction is 
dependent upon the temporal distribution of storm 
events and season of occurrence. Several storms that 
produce small amounts of rain may not add rechar~e to 
the karst aquifer if several days elapse between storm 
events. Evaporation and transpiration may deplete the 
stored soil water and ther eby provide renewed storage 
capacity during subsequent storms. If the soil mantle 
is sufficiently deep, considerable rainfall may be re­
quired to provide any ground-water recharge . 

The separate estimation of the various abstrac­
tion components (interception, evaporation, transpira­
tion, soil water accretion and depletion, and surface 
runoff) constitutes a problem of considerabl e under ­
taking in itself. Also, each component is a source of 
•·rror and randomness that may be accumulative, and 
thcrl!by cause considerable error in estimation of re­
charge. For the problem being studied, a lump sum 
,•st imato of the recharge will suffice and be less 
li kely to contain large errors . 

One method of estimating recharge from rainfall 
is to consider abstract ions linear throughout t he 
range of rainfall experienced. A simple means of 
treating linear losses is to relate average daily 
springflow discharge to average daily rainfall. Such 
a relation can be expressed as 

(42) 

where R is the recharge rate in CFS, qp is the 
average daily springflow discharge in CFS, is the 
average dai ly rainfall in inches, and P is the 
observed dail y rainfall in inches. Eq . (42) considers 
losses to be linear for all values of P , and R in­
cludes any surface runoff that might occur. Thi s may 
be far from the real relations. 

In areas where surface runoff does not occur, as 
previously indicated, losses may be treated nonlin­
early by applying an exponential curve as depicted in 
Fig. 18. The region under the curve in Fig. 18 would 
be representative of evaporation, transpiration , and 
changes in soil moisture. The amount of losses would 
be dependent upon the amount of rainfall available for 
possible loss . The exponential curve of Fig. 18 does 
not represent conditions wher e surface runoff occurs. 
Such representation could be made if the curve indi­
cated increased losses with increased rainfall above 
some initial point. 

A more meaningful depiction of nonlinear 
losses with surface runoff present would be shown in 
Fig . 19, where recharge is expressed as a function of 
precipitation. A relationship such as that shown in 
Fig. 19 provides a ready comparison of recharge and 
rainfall . The r egion to the left of the maximum re­
charge would be indicative of losses by evaporation, 
transpiration, and interception; whereas , the region 
to the right of maximum recharge also includes surface 
runoff. 

Data available for this study are not suffic­
ient for accurat ely describing the shape of the curve 
in Fig. 19 . The Agricultural Research Service has made 
hydrologic measurements in the Edwards Plateau of 
Texas near Sonora [17]. The amount of rainfall neces­
sary to produce surface runoff is not constant for all 
storms and is dependent upon several factors including 
antecedent rainfall, rainfall intensity, soil-cover 
complex, season of the year, and depth of soil, among 
others. However, the data indicate that appr oximately 
3 inches of rainfall is required to initiate runoff . 
The data obtained by the ARS in the Edwards Plateau 
are not sufficient to define the rainfall -runoff rela­
tionship, but as much as 6 inches of rainfall produced 
only approximately 1 inch of surface runoff. The ARS 
data also indicate that the Edwards Plateau soils 
maintain a good transmission rate during prolonged 
rainfall periods. Thus, ground-water recharge would be 
expected to continue at a relatively high rate even 
for large rainfall amounts. 
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Fig. 19. Ground-water recharge as a function of rain­
fall when losses include surface runoff. 

Due to high evaporation rates in the semiarid 
Edwards Plateau, rainfall loss due to evaporation from 
the soil surface can be quite high. Probably a maximum 
recharge before the point of runoff initiation would 
be in the order of 80 percent of the rainfall . Small 
rainfa 11 amounts may largely be lost to evaporation. 
The lower limit of rainfall effective in recharge is 
not known but is assumed to be approxi mately 0.25 
inch. 

With the meager quantitat ive information avail­
able and assumptions previously stated, an estimated 
rainfall -recharge curve was hypothesized as shown by 
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Fig . 20. Serpentine curve fitted to hypothesized r e­
charge as a function of rainfall. 

the sketch in Fig. 19. A t wo-parameter gamma function 
was thought to be representat ive of t he conditions as 
out lined. The gamma distr ibution is expr essed as 

y 
(x/B)a-1 e -x/B 

sr (a) 
(43) 

where a and B are the shape and scale parameters , 
respectivel y. A number of values were assumed for the 
parameters of t he gamma function and the resulting 
curves were super imposed on the sketch of Fig. 19. 
The gamma function did not fit the hypot hesized cur ve 
well at all. When the a parameter described t he 
shape well, no value of the a parameter would permit 
large enough val ues of r echarge . Likewise, when t he 
6 parameter described the maximum expected recharge, 
no value of the a parameter permitted the function 
to duplicate the recession portion of t he curve or the 
expected abscissa value for the peak. The main diffi­
culty was that the t wo-parameter gamma curve returned 
to near zero t oo quickly af ter the peak. 

The positive portion of 
considered to describe the 
recharge curve of Fig . 19. 
serpentine curve is 

y abx 
2 2 a + x 

a serpentine curve was 
hypothesized rainfall­
The general form of the 

(44) 

where a i s the shape parameter and b is the sca~e 
parameter. Substituting recharge (R) for y , 
where (R) is expressed as percent of precipitati on, 
and precipitation (P) for x , Eq. (44) can be 
rewritten as 

R 
abP for P > 0 (45) 
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Fig. 21. Volume of ground-water recharge as a function 
of daily rainfal l. 

Precipitation cannot be negative and R is always pos i­
tive, but the positive restri ction of Eq. (45) is 
merely for definition purposes . Eq. (45) was fitted to 
selected points on the curve of Fig. 19 and values of 
a and b were determined to be 3. 0 and. 1. 6, respect­
ively. Substituting these values in Eq. (45) gives 

R 4.8P 
=~ for P > 0 (46) 

Eq . (46) was superimposed on Fig. 19 and t he result is 
shown in Fig. 20. The fitted equation duplicates the 
rising side and peak of the hypothesized curve , but 
t ends to diverge above the curve on the recession with 
approximately 16 percent difference for a rainfall of 

18 

10 inches. However, daily rainfall of 8 inches at the 
study locations is approxi mately a 100-year event 
according to Weather Bureau publications. An error of 
16 percent for such an infrequent event is rather 
small. 

Recharge is given as a percentage of rainfall 
in Eq . (46) and Fig. 20, but a direct comparison of 
rai nfa ll and recharge in inches would be more meaning­
ful . Multiplying both sides of Eq . (46) by P gives 
the total recharge as a function of rainfall and the 
equation can be written as 

4.8P
2 

R = ---
9 + p2 

for P > 0 (47) 

Eq. (47) is shown in Fig. 21 . 

Although sufficient data are not available to 
accurately descri be the rainfall-recharge relation­
ship, the ARS data indicate that the curve in Fig. 20 
is a reasonable estimate of the true relation. The 
range of ARS data is rather short and extrapolati on of 
the Eq. (47) above approximately 6 inches may be 
erroneous . 

Another method was considered for determini ng 
t he rainfall-recharge relationship. Increased ground­
water storage resulting from recharge was estimated 
for several recharge periods in the springflow record. 
The increased storage was estimated as the difference 
between the measured springf l ow and an extrapo lated 
recession after the springflow rate increased. That 
is, the recession equation (Eq. 3) was integrated be­
tween t ime l imits 0 and ~ with q0 as: (a) the 
l ast discharge rate before i ncrease , and (b) peak dis­
charge after increase. The difference between values 
determined in (a) and (b) was the estimated recharge . 
The recharge was related to measured point rainfall. A 
high degree of variability resulted in the relation 
due to the apparently poor representation of actual 
areal rainfall by measured point rainfall. This method 
of determining the rainfall-recharge relation was 
rejected in favor of the previously described serpen­
tine curve bas ed on physical relations. 



CHAPTER VI 

SYSTEM OUTPUT - SPRINGFLOW 

One of the objectives of this study, as showed i n 
Chapter I , is to develop an understanding of karst 
ground-water flow phenomena. Since ground-water move­
ment i n the aquifer system cannot be studied in situ 
or modeled for laboratory study, the only recourse is 
to st udy the phenomena of ground-water flow at a 
springflow measuring station. Analyses of springflow 
data provid~ information about the characteristics and 
internal st ructure of t he time series that leads to a 
better understanding of the flow phenomena. Such 
characteristics as flow r ecession, periodicity, time 
dependence, and stochastic component are all important 
and will be treated separately to aid in understandi ng 
the processes of ground-water f low and r esponse to re­
charge. 

1. Flow Reces sion. Several methods of ground-water 
recession analyses were cited in Chapter II (3, 17 , 
40). The method used by Yevjevich [40) has the ad­
vamage of studying springflow relative to time; 
wher eas, the methods of Barnes [3] and Knisel (17) 
obscure the time element as such . To reiterate 
Yev jevich's method, a semil ogarithmic plotting of 
sustai ned recession dischar ge (log) versus time 
(ar ithmetic) will indicate the relationship of dis­
charge and time. If the change in logarithms of dis­
charge with time is linear, a simple relationship can 
be developed . That is, if the relation is linear , then 

{48) 

where q · is the discharge rate at some time t , 
q0 is tffe discharge rate at an init ial time o , t 
is the t i me, and c is the constant parameter . The 
negative sign preceeding the coefficient c indicates 
a decrease i n discharge with an i ncrease in time. Eq. 
(48) can 1be rewritten as 

(49) 

or 

{SO) 

Since qt is of normal i nterest, Eq . (SO) can be 
rearranged to 

or to 

q = q / ect 
t 0 

(51) 

(52) 

which is recognized as the simple exponent ial flow re­
cession equation. 

Discharge data for the three springflow stations 
were plotted .on semilog paper to discern flow charac-
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teristics . The plottings were made such that discharge 
i ndicated a continued decrease for many days although 
the recession was interrupted by recharge and in­
creased discharge. The largest observed discharge was 
plotted at the zero time. When a recharge period was 
encountered, the peak discharge was plotted at the 
appropriate rat e on the recession i rrespective of 
time. An example will provi de a bet ter explanation of 
the pl otting procedur e . The trpical data in Table 3 
are used for the example . The data in the table are 
r epresentative of published discharge data. Discharge 
decreases for January 1-16, increases on January 17, 
and decreases steadily to January 22 . Consecut ive time 
plottings (t = o to t z 16) are made for days 1 
through 16. The peak discharge on January 17 corres ­
ponds to the discharge of January 2, thus the dis­
charge for January 17-22 are plotted at t imes 1 to 6. 
Fig. 22 shows the date for each plotted point . 

Tabl e 3. Typical discharge data to exemplify plotting 
procedure. 

Date Discharge 
January (CFS) 

1 90 
2 88 
3 86 
4 84 
5 82 
6 80 
7 78 
8 76 
9 74 

10 72 
11 70 
12 68 
13 66 
14 64 
15 62 
16 60 
17 88 
18 78 
19 70 
20 64 
21 62 
22 60 

Fig. 23 is a semilog plotting of discharge ver­
sus time for Goodenough Springs near Comstock, Texas. 
The figure shows an erratic recession that changes 
slope numerous t imes over the t ime period shown. The 
change of slope along the recession is probably indic­
ative of variable porosity throughout the thickness of 
saturated mantle . A steep portion of the recession 
would be indicative of the effect of low porosity 
layers, whereby the hydraulic gradient would decrease 
r apidl y and cause a large change in discharge. On the 
other hand, high porosity layers would have little 
change of hydraulic gradient for a given discharge and 
t he recession sl ope would be flatter relati ve to low 
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Fig . 22. Sample plotting of typical discharge data. 
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Fig. 23. Time discharge relation for Goodenough Springs near Comstock, Texas. 

porosity layers. However, each so-called layer in the 
mantle is affected by the underlying layers and the 
discharge represents an integration of flow through 
the system. The observed recession may obscure strat­
ification and the preceding discussion cannot be con­
sidered factual but only conjectural. 

The recession shown in Fig. 23 seems to have the 
highest portion (t = 0-24) definitely with a steeper 
slope than the remainder of the recession. However, if 
a single recession constant, c in Eq. (52), is 
reject,ed on the basis of the steep portion, then pro­
bably a single r ecession constant should also be 
rejected for the remaining portion of the plotting. 
An "average" line was drawn by eye to approximate the 
~·:~rall recession with a slope of -0.00463 . Such an 
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average is very little in error as compared with two 
lines--one for the steep early portion and one for the 
average of the remaining recession. It can be seen 
that any springflow simulation method, using Eq. (52) 
for recession without recharge could produce erroneous 
results depending upon the actual recession. 

The "stringers" of lines below the sustained re­
cession in Fig. 23 is indicative of another type of 
flow phenomenon. The steep recessions immediately 
following periods of recharge indicate that infil­
trated water, or recharge, moves from the surface to 
the aquifer very rapidly. Apparently channels in the 
karstified limestone carry large volumes of water at 
high velocity. The recharge mass may also quickly 
raise the water table, increasing the pressure head, 



and thereby causing a quick increase in springflow. 
The stringers of recession in Fig. 23 changes slope 
rather qui ckly to approximate that of normal reces­
sion. This would indicate that some effects of re­
charge have rather short duration. Fig. 24 is an 
expanded plotting of a hydrograph showing dates and 
amounts of rainfall. The quick response of the 
aquifer and short duration of recharge effect is 

' apparent in the figure. Some preliminary estimates 
indicate the size of contributing area is well in 
excess of 100 square miles. For a drainage area of 
this size, the springflow hydrograph of Fig. 24 is not 
vastly different from an expected surface runoff 
hydrograph from a similar size area. Obviously, the 
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prolonged rise normally hypothesized for ground-water 
flow is not appropriate for karst systems. 

Fig. 25 is the se~i-log plot of discharge versus 
time for San Felipe Springs at Del Rio, Texas. The 
sustained recession for San Felipe Springs is much 
more uniform than that for Goodenough Springs. A 
singl e line is indicated for the entire range of data. 
The slope of the line, -0.0121, is much steeper than 
that for Goodenough Springs , -0.00463. As in the case 
of Goodeno~gh Springs, rapid percolation of recharge 
to the water table is also exhibited for San Felipe 
Springs. The duration of increased discharge due to 
recharge is shorter at San Felipe Springs than at 
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Fig. 24. Observed rainfall in inches and springflow in cubic feet per second for September 1 
to October 5, 1952, Goodenough Springs , Comstock, Texas. 
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Goodenough Springs. The estimated area contributing 
to springflow at San Felipe Springs is less than 100 
square miles. 

A semi-log plot of discharge versus time for Big 
Springs near Van Buren, Missouri , is shown in Fig. 26. 
The curved recession line clearly indicates basically 
a two-slope relation of the recession curve. After 36 
days, the recession is approximately a straight line. 
If the hypothesis of variable porosity, given earlier 
for Goodenough Springs, is true, there are apparently 
two types of flow regime and porosity in the Big 
Springs contributing area. The curvature is uniform 
and not highly erratic as was the recession for Goode­
nough Springs. The plotting for Big Springs also ex­
hibits the rapid response to recharge as did Goode­
nough Springs and San Felipe Springs . The duration of 
recharge effect is relatively short for an estimated 
recharge area of approximately 200 square miles. 

Fig. 25 . Time-discharge relation for San Felipe 
Springs , Del Rio, Texas . 

A study of the r ecession curves of the three 
springflow stations reveals that rapid percolation of 
recharge is characteristic of the two limestone forma­
tions studied . Two types of ground-water response are 
evident: (a) rapid response resulting from high per­
colation rates through the channels and (b) delayed 
response resulting from slow water movement through 
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Fig. 26 . Time-discharge relation for Big Springs near Van Bure_n, Missouri. 

the limestone mass. It is hypothesized that all 
karstified topography will, in general, have similar 
characteristics. The relative degree of such responses 
depends upon the degree of karstification. 

2. Autocorrelation of Springflow. The dependence in 
time of the daily springflow time series was deter­
mined for the three springflow stations used in the 
study. Autocorrelation coefficients were computed by 
Eq. (22) . The first 30 autocorrelation coefficients 
were determined for each springflow st&tion and the 
correlograms are shown in Figs. 27 , 28, and 29. A 
high degree of dependence in time is indicated in the 
correlograms for the daily time series for each 
springflow station studied. 

In view of the shape of the correlograms in Figs. 
27, 28, and 29, the applicabil ity of the first order 
Markov model was tested for each of the three spring­
flow stations . The correl ogram for the ~mrkov I model 
follows the shape [24) 

(53) 

where p is the first population autocorrelation co­
efficient and k is the lag. The population autocor­
relation coefficient, p1 , can be estimated from the 
sample autocorrelation coefficient, r 1 , and Eq . (53: 
becomes 

(54) 

The correlogram for Goodenough Springs and San Felipe 
fits the Markov I line wel l for a l ag of approximately 
5 to 10 days after which the lines diverge consider­
able above the ~m~kovian line. 
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Fig. 29 shows that the correlogram for Big 
Springs falls below the Markov I line up to k = 10. 
For k > 10 , the ~mrkov~an line is below the correlo­
gram. 

An important characteristic of the aquifer sys­
tems is indicated when the corr elograms of rainfall 
time series and springflow time series are considered. 
As pointed out in Chapter IV, section 2, the rainfall 
series is relatively independent in time; i.e. , rai n­
fall occurrence represents isolated i nput to the 
ground-water systems. The ground-water system inte­
grates the isolated input with time to produce a 
highly dependent time series. The discussion in the 
previous section, Recession Characteristics, pointed 
out some rapid response of springflow to recharge 
(Fig . 24). The high degree of dependence of springflow 
series in time indicates that not only is the·system 
an integrator, the system has both a short "memory" as 
expressed in systems jargon and a long "memory". 
Since part of the memory is short and the input is 
isolated, the maj or portion is long memory and the 
springflow series represents sustained recession flow­
thus the high degree of dependence and which can not 
be very well approximated with a first-order Markov 
Model. 

The finite memory characteristic of springflow 
is important in systems analysis and simulation proce­
dures to be presented later in the paper. The length 
of memory determines the limits of integration summa­
tion in systems analysis. 
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Fig. 27. Correlogram of 
autocorrelation coeffic­
ients of daily springflow 
for Goodenough Springs 
near Comstock, Texas . 

Fig. 28 . Correl ogram of 
autocorrelation coeffic­
ients of daily springflow 
for San Felipe Springs , 
Del Rio, Texas . 

Fig. 29. Correlogram of 
autocorrelation coeffic­
ients of daily spri ngflow 
for Big Springs near Van 
Buren, Missouri . 
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Fig. 30. Correlogram of cross correlation coefficients of rainfall and 
springflow at Goodenough Springs near Comstock, Texas. 
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Fig. 31. Correlogram of cross correlation coefficients of rainfall and 
springflow at San Felipe Springs at Del Rio, Texas. 
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Fig. 32. Correlogram of cross correlation coefficients of rainfall and 
springflow at Big Springs near Van Buren, Missouri. 
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fall stations . Cross correlation coefficients (7) and 
were det ermined by the relationship 

( 55) 

The first 30 cross correlation coefficients were 
determined for each springflow and associated rainfall 
station. Correlograms of cross correlation coeffic­
ients are shown in Figs. 30, 31 , and 32, for Goode­
nough Springs, San Felipe Springs, and Big Springs, 
respectively. The correlograms indicate a small degree 
of dependence between rainfall and springflow due to 
the large number of days with zero rainfall correlated 
with the sustained springflow r ecession. It should 
not be concluded that the two series are independent. 

A notable characteristic of the system can be 
discerned from the cross correlation correlograms. The 
coefficients increase slightly and reach a maximum for 
a lag of 2 to 5 days . The lag for maximum coeffic­
ients indicates the short response time of the system 
response. Fig. 30 shows, for Goodenough Springs, that 
after reaching a maximum, the coefficients decrease 
consistently with little oscillation. For San Felipe 
Springs (Fig. 31), the coefficients increase to a max­
imum for a lag of 5 days, decrease to a minimum at a 
lag of 15 days, and again increases to a secondar y 
maximum at a lag of 28 days. The significance of the 
secondary maximum is not known since both San Felipe 
Springs and Goodenough Springs are in a meteorologic­
ally homogeneous area . 

4. Harmonic Anal sis. Harmonic analyses were made to 
determine signi ~cant periodicities in the springflow 
t ime series. In order to compare springflow series 
properties with those of the rainfall series , aver­
aging over time intervals of 1, 3, 7, and 14 days was 
made. The time interval s provide a means of possible 
extrapolation of data to shorter t i me intervals. 

As in the case of the rainfall series, t he basic 
data considered in the harmonic analyses of springflow 
were the means, the stancard deviations, and the co­
efficients of variation . The stat istics were deter­
mined by t he relationships 

m 
T 

1 n 
n ~ Yp, T 

p=l 

s ~ [l ~ (Y - m J
2
]

112 

T n p=l p,T T 

(56) 

(57) 
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Cv 
T (58) 

where mT is the mean, sT is the standard devia­
tion, Cvr is the coefficient of variation, T is 
the interval of a year, p is the year index, n is 
the total years of record, and Yp,T is the spring­
flow for the p-th year and the T-th interval . 

Fourier series analyses were used to describe 
the periodic component for each statistic studied and 
time interval for the three springflow stations . 
Mathematical expressions for the periodic component of 
any parameter, the Fourier coefficients, and harmonic 
amplitudes are given by Eqs . (26), (27), (28), and 
(29), respectively. As in the case with rainfall , a 
total of 12 harmonics were determined for the spring­
flow series. 
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Fig. 33 . Amount of variance of springflow interval 
means explained by harmonics for Goodenough Springs 
ncar Comstock , Texas, for 20 years of record (1947-
66) . 



The variance of any periodic component, vT , is 
given by 

var v = !.. ~ (v _ - vy) 2 
T W T =l ' . 

(59) 

The amount of variance of springflow int erval means 
explained by each harmonic was determined for the 1-, 
3- , 7-, and 14-day series for the three springflow 
stations studied. The results of the determination 
are shown in Figs. 33, 34, and 35 for Goodenough 
Springs , San Felipe Springs, and Big Springs, respect· 
ively . 

Fig . 33 sh014S that 95 percent of the variance 
is explained by eight har monics for the 1-day time 
interval at Goodenough Springs . The amount explained 
by eight harmonics for the 3-, 7-, and 14-day inter­
vals is greater than for 1-day due to the effect of 
averaging in reducing sampling errors. Eight harmonics 
account for sl ightly more than 96, 97, and 98 percent 
of the expl ained variance for the 3-, 7-, and 14-day 
intervals, respectivel y. 
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Fig . 35. Amount of variance of springflow interval 
means explained by harmonics for Big Springs near Van 
Buren, Missouri, for 20 years of r ecord (1945-64) . 

Inspection of Fig . 34 shows that only 83 percent 
of the variance is explained by six harmonics for San 
Felipe Springs . Twelve harmonics explain only 87 per­
cent of the variance for the 1-day interval . Also, 
the spread in amount of explained variance from the 1-
day to 14-day int erval is considerably more than that 
for Goodenough Springs and Big Springs (Fig. 35). The 
relative spread and amount of variance explained by 
:he harmonics at San Felipe Springs is undoubtedly due 
to the short period of record, because onl y 6 years 
of record are available at San Felipe Spri ngs, whereas 
20 years of data are available for Goodenough Springs 
and Big Springs. Although 20 years is not a long 
record, the shape of the lines in Figs . 33 and 35 is 
very nearly alike and the characterist ics of the 
curves are probably indicative of karst springflow 
data, showing the periodicity (first 2 or 3 harmonics) 
and high stochastic dependence. 

Amount of va:riance explained by the firs.t 2 or 3 
harmonics for Big Springs (Fig . 35) is great er than 
for Goodenough Springs or San Felipe Springs. Only two 
harmonics expl ain more than 95 percent of the variance 
for a ll time intervals. The remaining 10 harmonics 
explain very l ittle additional variance. A possibl e 
explanation for the difference in explained variance 
is that Big Springs is in a higher rainfall area with 
a more pronounced periodic distribution throughout the 
year . 

In Chapter IV , section 3, the Fisher test (Eq. 32) 
was used to determine the number of significant 
harmonics in rainfall. The test utilized the square of 
the harmonic amplitude and variance of the component. 
In view of t he large amount of variance explained by 
the first 2 or 3 harmoni cs for stations with long-term 
records , a betteT method of det ermining significance 
might be based on explained variance . A possible con-



sid~ration for significance might be 95, 96, 97, and 
98 percent of variance explained for the 1- , 3-, 7-, 
and 14 -day interval, respectively . These criteria 
appear to be relatively strict . Examination of Figs. 
33 and 35 reveal that 2 to 3 harmonics will satisfy 
the conditions for both springflow stations. The 
1-day period for Goodenough Springs (Fig . 33) shows 
34 percent variance explained by three harmonics, but 
nine harmonics explain only 12 percent more variance. 
The same is true for time intervals 3, 7 , and 14 days. 
Inspect ion of Fig . 35 shows similar results for Big 
Springs . Due to the short period of record for San 
Felipe Springs, Fisher's test shows no significant 
harmoni cs for the 1-, 3-, and 7-day time intervals, 
although this is not acceptable in view of Fig . 34. 
Fisher' s test is not applicable. 

For comparison with the above discussion, tho 
Fisher test was applied to the springflow harmonic 
analyses. Table 4 gives the results of the comparison 
for each station by time interval. The Fisher test 
indicates more harmonics are significant than arc 
needed to explain practically all the variance. 

Figs. 36, 37, and 38, show the 1-day time in­
terval fitted period component for daily springflow 
discharge mean, standard deviation and coefficient of 
variation, respectively, for Goodenough Springs . 
Eight harmonics (significant, Table 4) comprise the 
fitted periodic component. The number of harmonics 
used for the standard deviation and coefficient of 
variati on are the same as for the mean, irrespective 
of explained variance for the specific parameter. In 
general, the number of harmonics determined signifi­
cant by the Fisher test were the same for the three 
parameters: mean, st andard deviation, and coefficient 
of variation. 

Due to the high significance level (95 percent 
expl ained variance for the 1-day interval) , the fitted 
periodic component closely approximates the density 
for all three parameters. The relative shapes of the 
three figures are similar with maxima occurring be­
tween 250 and 300 days . This corresponds to the normal 
high rainfall per iod for the area of September­
October. Secondary peaks occur during the April-May­
June period of normally second high rainfall for the 
area . The sharp peaks of Figs. 36, 37, and 38, cannot 
be approximated any more accurately with more harmon­
ics due to the short duration. 

Equally good fit of densities by the periodic 
component was obtained for the 3-, 7- , and 14-day time 
series . The amount of variance explained by harmonics 
for the three discrete 3-, 7-, and 14-day seri~s rela­
tive to that for the 1-day series would indicate the 
relative goodness of fit by the periodic component. 
In the interest of space, Figs. for the 3- , 7-, and 
14-day series are not shown. 

5. Stochasticity in Springflow. The internal struc­
ture of the springflow time series was anal yzed to de­
termine any characteristics for possible use in system 
ident ification and springflow simulation . The original 
springflow series was shown to be highly dependent in 
time (section 1), and al so was shown to contain 
periodicities (section 3). 

In the harmonic analysis, the periodic means, 
m , were determined for all T . Then t he coefficient 
of variation is also known for all T , as given by 
Eq . (25), Cv, = s,/m, , or 

(60) 

where s, i~ the standard deviation, m, is the 
mean, cv, 1s the coefficient of variation , and T 

is the t ime inte1·va1 within the year . 

The periodicity of the y-series can be removed 
by standardi:ntion to give the new series 

r 
'p,t 

Ytl,t - m,, 

s 
T 

or rather the original series can be written as 

y 
p,t m + s E; 

T T p,1" 

(61) 

(62) 

Substitut ing Eq . (60) for the standard deviation 
Eq . (62) gives (with Cv, considered as a constant) 

Y .. m + m Cv ~ p,T T T T p,t (63) 

Factoring Eq . (63) gives 

Y ,. m, [1 + Cv E; J p, T T p,T 
(64) 

where E(E;) c 0 and the var E; 1. If 

6 p,t " 1 + Cv E; T p, T (65) 

in 

where the E(6) 1 and var e 2 Cv , then subs titu-
tion into Eq. (64) gives 

y 
p,T m 

T 
e p,r 

Taking logarithms of Eq . (66) results in 

ln y • ln m + ln e 
p,T T p, t 

Since IJT • ln m, , or 

Eq . (67) can be written as 

y 
p,T e 

p,t 

(66) 

(67) 

(68) 

A new series of 6 was computed for the dai ly 
springflow time series at each station from Eq. (68). 
Autocorrelation coefficients were determined by Eq . 
(22) for the new a-series. Autocorrelation was deter­

.mined for each time series. Results are shown in 
Figs. 39, 40, and 41 for Goodenough Springs, San 
Felipe Springs, and Big Springs, respectively. These 
figures show that for time 3, 7, and 14 days series, 
the correlograms are not smooth in shape. For 7 and 14 
days at Big Springs, the correlograms are irregular in 
shape with considerable oscillation. The Marxov I 
model in general can approximate in a very rough 
manner tho correlograms for 1, 3, and 7 days. 
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Fig . 36. Fitted per iodic component for mean daily springflow by 8 harmonics for Goodenough Springs 
near Comstock, Texas. 

160 

tL 120 
0 

.... _ 
L FITTED PERIODIC COMPONENT 

Fig. 37. Fitted per iodic component for the daily standard deviation by 8 hannonics for Goodenough 
Springs near Comst ock, Texas . 
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Fig. 39 . Correlogram for e- series and ~~rkov I model 
for 1-, 3-, 7-, and 14-day intervals, Goodenough 
Springs near Comstock, Texas. 
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Fig. 40. Correlogram and ~1arkov I model for a -series 
of springflow, 1-, 3- , 7-, and 14-day intervals , San 
Felipe Springs at Del Rio, Texas. 
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In view of the time dependence sho~~ in Figs. 39, 
40, and 41 , Eq. (68) should be rewritten to include the 
~~rkov I model, thus 

IJT [ Y = e r e p, t 1 p, t -1 + 0 ) p,T (69) 

where e represents the dependent component and p,T 
6 represents the i ndependent component . p,T 

Fig. 41 . Correlogram and Markov model for &-series 
of springflow, 1- , 3- , 7-, and 14-day intervals, 
Big Springs near Van Buren, Missouri. 

Table 4. Significant harmonics based on Fisher test and explained 
variance criteria . 

Number of Significant Harmonics 

Goodenou h Springs San Felipe Springs Big Sj>_rings 

Time Fisher Explained Fisher Explained Fisher Explained 
Interval Test Variance• Test Variance* Test Variance* 

1 8 8 12 * * 6 2 

3 6 8 12 ** 6 3 

7 6 8 12 ** 6 3 

14 6 8 9 9 6 3 

·~~ber of harmonics to explain 95 percent variance for 1-day, 96 percent 
for 3-day, 97 per cent for 7-day, and 98 percent for 14-day intervals . 

**No significant harmonic was found. 
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CHAPTER VII 

SYSTEM IDENTIFICATION 

System identification is defined as that process 
of linking the system input to the syst em output; 
i.e. , the determination of the function that distri­
butes the excess precipitation in time into a dis­
charge hydrograph. In surface runoff the input is pre­
cipitation excess--excess to soil moisture deficit and 
deep percolation. In ground water, the system input 
is excess infiltration or deep percolation. The link­
age function is known by various names: unit hydro­
graph, i mpulse response function, transfer function, 
kernel function, distribution function. Regardless of 
the name, the purpose is the same--to distr~bute the 
effective or excessive precipitation in time. 

is the 
Error­

linkage 
In view 
of some 
at this 

The main problem in system identification 
accurate estimate of effective precipitation. 
free data enable the determination of the same 
function by several methods of identification. 
of this recognized importance, reiteration 
points made in earlier chapters is j ustified 
time. 

In the ground-water systems under investigation, 
physical characteristics of the system cannot be 
clearly defined. The recharge area in karst formations 
contributing to springflow cannot be accurately deter­
mined. Neither can the "channel" system in the karst 
underground be defined . The lack of kno·wledge concern­
ing the area makes it difficult to define areal dis­
tribution of rainfall . In areas without research 
instrumentation, there is a notable lack of adequate 
precipitation stations , particularly in the sparsely 
populated, semiarid areas. One rainfall st ation per 
county is the usual case . In addition to the problem 
of areal distribution of stations, only a small number 
of t he available stations consist of recording gages 
where time distribution of rainfall is available. 
Furthermore, with all due respect to the proponents of 
i nfiltration theory and surface runoff modeling tech­
niques , the determination of effective precipitation 
(recharge) from mass rainfall is subject to large 
errors. 

In essence, the ground-water system is one for 
which the area and physical characteristics are un­
known, over which an inexact rainfall amount is re­
corde·d over an unknown period of time . Unknown soil 
characteristics affect the transmission of water, the 
knowl edge of which is an inexact science. Even if it 
is known on a limited number of points over the re­
charge area , the high variability of ·soil character­
istics as it concerns t he transmission and/or evapora­
tion of water may make these points unrepresentative 
of the total area. These are a few of the problems 
that confront water resource planners and other 
hydrologists . Furthermore, hydrologic systems are 
known to be nonlinear. Linear systems are easier to 
model than nonlinear ones. There is little doubt that 
the system identification poses a difficult problem. 
It is the purpose in the following sections to 
describe the results of some methods of system identi­
fication used to determine linkage functions in karst 
aquifers. 

1. Simplifying Assumptions. In order to solve the 
problem of system identification, some simplifying 
assumptions must be made. The assumptions not only 
will aid in overcoming the many vagaries previously 
described but will establish a reference plane for 
future studies . The assumptions are that a karst 
aquifer system is a lumped, linear, time-invariant 
system with a f inite memory, causal in nature, and de­
terministic. 

Linearity implies that the system has the prop­
erty of superposition; i.e., the unit hydrograph can 
be applied anywhere in time. Linearity may be assumed 
i n karst aquifers only as a rough approximation . Time 
invariance impl ies that the system behavior does not 
change in time. Because the chemical and physical 
erosion and sediment deposit i ons are continuous pro­
cesses in karst formations in which water circulates , 
the assumption of time invariance must be only a suf­
ficient approximation at best . The finite memory 
implies that the system state and output can be ex­
pressed for dependence only on the history of the 
system for a previous length of time equal to the 
memory. Causality assumes that system output cannot 
occur earlier than the corresponding input. All 
hydrologic systems are causal and this assumpti on is 
actually not r estrictive. A deterministic system is 
one in which t he same input will always produce the 
same output . This assumption does not preclude that 
th~ input or output is stochastic . A lumped system 
implies that space variation can be ignored. 

The first and last assumptions are the least 
realistic of all. Specifical ly, lt is a well known 
fact that rainfall, over an area of any magnitude, is 
not uniform. Infiltrated rainfall effective for re­
charge is not uniform even if rainfall can be consid­
ered uniform. Furthermore, transmission rates through 
the mantle are not uniform over an area . 

2. Effects of Errors in Data on System Identification. 
Although several papers cited in the literature 
review describe the effect of data errors in system 
ident ification, it is worthwhile at this point to 
refresh the readers' minds with an example before pro­
ceeding with identification of the systems studied. A 
better appreciation will be gained for the various 
procedures given later. 

Dooge!/ stated that if a system is truly linear 
and the data do not contain errors, the several 
methods system identification will produce the same 
results, i.e . the same response or transfer function. 
Therefore, the simplest method will be used to illus­
trate the effect of errors . 

Assume a truly linear system with true input 
oroinates, 

f. (f(l), f(2) , f(3)]' (2, 6, 1] (70) 

1/ Oooge, J.C . I. "Linear Theory of Hydrologic Syst ems," lecture series, University of Maryland in cooperation 
with the USDA Hydrograph Laboratory, August 1967, t o be published as a USDA Technical Bulletin. 
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and true output ordinates, 

g" [g(l), g(2), ... g(6)) "' [4, 18, 24, 17, 8, 1]. 

(71) 

Using the simplest method of system identification, 
forward substitution , in Eq. (13), 

i 
g(i) • r h(k)f(i-k+l) 6k 

k•l 

so1u~1on for h(k) with 6k m 1 gives 

h(l) . ng. 2 

h (2) - &~2) - h~lJ f'2) 
f( l) = 3 

h(3) .. i ,3) - [h (l JfPJ 
f ( 1) 

+ h(2Jf(22] 

h(4) = g(4J - (h (2Jf(3) + h(3Jf(2)] 
f(l) 

h(S) g(SJ - [h (3)f(3) + h(4Jf(22) 
f(l) 

h(6) = g(6) - [ht4~f(3J + h(SJf(2J] 
(1) 

Then f rom Eq. (72), the response 
are 

h = [h(l)' h(2), h(3), h(4)] [2 , 

"' 2 

1 

0 

= 0 

function 

3, 2, 1]. 

(13) 

(72) 

ordinates 

(73) 

After determining the true impulse response 
function given by Eq . (73) , assume that instead of the 
true input distribution, the data contain eTrors such 
that 

f = [f(l), f(2)' f(3)) = [3, s, 1]. (74) 

The sum of i nput units is the same for both condi­
tions, 9. Substitution i n Eq. (72) results in 
response function ordinates 

h [h(l), h(2), .. . h(6)] 

• [1.33, 3.78, 1.26, 2.31, -1.60 , 2.24] (75) 

The result is an unrealistic negative ordinate•and 
oscillations. 

The pte~ious example of error effect was in dis­
tribution only, with coTrect total. Now consider that 

The effec t of erroneous output data on the 
impulse response function is shown in the following 
example . Assume an error occurred in the measurement 
of g(2) such that instead of the actual 18 the indi­
cated value is 17. The determination of the impulse 
response function by Eq . (72) shows 

h • (h(l), h(2), . . . h(6)] 

(2, 2. 5, 3.5, -3.25, 12, 33.88] . (78) 

As in the previous examples, the error in output again 
caused an unrealistic negative ordinate and oscilla­
tions . 

In view of the previous examples, it is easily 
seen what effect errors in measurement can have in 
system ident ification . The examples given show errors 
in input and output, and the input represent s precipi­
tation excess (recharge i n a ground-water system) . 
Consider t he fact that i n a lumped system rai nfall 
dis tribution is ignored,and it is realized that errors 
are commonplace . Furthermore, recharge must be esti­
mated from total precipitation which increases the 
opportunities for errors . System identification, 
therefore, resolves to methods of coping with errors 
or· optimization . 

The remaining sections of this chapter will be 
devoted to specific methods of systems identification 
as applied to karst ground-water systems. In order 
to utilize actual hydrographs with associated recharge 
and without antecedent recession flow, the open-ended 
hydrograph above an extrapolated recession, shown in 
Fig. 7 of Chapter II, is used in succeeding sections. 
The recessions were extrapolated by Eq . (52) given in 
Chapter VI. 

It is necessary to indicate the defining condi­
tions for use of the open-ended hydrograph before pro­
ceeding to the determination of response functions . 
Response of the karst aquifer systems to recharge is 
both rapid and delayed i n the same system, as indi­
cated in Chapter VI. That is, rapid response to r e­
charge quickly transcends into a sustained recession. 
Hydrograph truncation assumes that the rapid response 
portion is the total above the extrapolated base, and 
that the delayed response is represented by an i nstan­
taneous input at t he truncation time, as shown i n Fig. 
42. The truncation point of rapid response represent s 

t he total is i n eTror and the input data are given as Q 

f = [f(l)' f(2), f(3)) = [2 , 5, 1). (76) 

Solution by Eq. (72) gives 

h = [h ( l), h(2), ... h(6)]. (2, 4, 1, 4 , -&.5, 14. 75]. 

(77) 

As in t he previous example, the eTror caused a non­
realis tic negative ordinate and oscillations . 
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Fig. 42. Schematic representation of open-ended hydro­
graph indicating karst system responses . 



the initial point of delayPd response . This is not the 
true condition, but rather an increase in the delayed 
response is more near ly approximated by the dott~d 

1 inc, arbitrarily drawn, i n Fig . 4 2 . The inc reuse in 
del a}'Cd response i s anal ogous t o baseflow increJ.se i n 
a total streamflow system. Since division of the two 
components of the karst aquifer response ~>ould be 
arbitrary, conjectur al division is avoided by hydro­
graph truncation . 

System identificat ion using t he t runcated hydr o­
graph provides a time distribution of on ly the rapid 
response portion of the karst springflow. The identi­
fication does not maint ain the total vollli~e of re­
sponse . The conservation of volume is dependent upon 
t he accur at e dupliCat ion of t he t ime distributed rapid 
response and accurate approxioat ion of the sustained 
recession by the exponential equation . System identi­
fication is based on matching karst springflow rates 
rat her than volumes . The validity of the anal ysis is 
not affect ed by the method of comparison . 

~ . System Identification Using quantized Data . 

a . Correlation and cross correlati on funct ions . 
The optimi zation procedure of syst em identificat ion 
used by Eagl eson et a l [1 2] for ur ban wat ersheds was 
reviewed in the l iter ature of Chapter I I. It is not 
necessar y t o repeat the development of procedure at 
this point , but for convenience, the Wiener -Hop£ equa­
tion is r epeat ed here, as 

~here 0fg is t he cross correl ation f unction of in­
put, f , and output , g , 0ff is the autocorrela­
tion function of input, f , and h is the impulse 
response function . 

Eagl eson recognized that the data contained errors 
and the syst em was not truly l i near . The procedure was 
modified to impose t he constraint that the h-oruinates 
be equal to or greater than :ero (no negative ordi­
nates) . In order to impose the constraints and be able 
to oreser ve the area under the hydrograph , slack var ­
iabies were used to d~velop an und~rdeterminod set of 
simultaneous equat ions . Linear progr:.mmi ng l>as used 
to solve the equations under the condition that the 
sum of the slack variable~ be a minimum. The r esul ting 
impulse response function w.Ls characteri:ed by a nor ­
mal shape decreasing to zcro and a disconnected secon­
dary rise and recession . ·Such a response f unction was 
satisfac torv in simulation of urban runoff. Ho),·ever, 
in a ground-water system the recession is the most 
predictable part of a hydrograph and the characteris­
t ic funct ion shape i s objectionable . 

rn the current study ,)f karst l!(l"Ound-~o•ater sys­
tems, a large number of rt>ci;arge periods ''ere selected 
for analysis . A total of J() r~ch:lrge periods were 
selected from th~ record for Goodenough Spri~gs and 18 
pllriods "'er e sel ect<'d for Bi.g Spr ings. Exani nation of 
the sl1ort record for San Fdipe Springs revc~lt.'d only 
.four sui table recharge periods . Thl! s~lecdon of hy­
aro&raphs was made on the ba~is of: (1) a ninimu~ of 
three consecutive days of r:unfall, and (.:!) the re­
charge resulted i n a significant i ncrc-a:;c of spring­
flo•.;: Bv scl~ction of a l arge numbl:.'r of hydrographs, 
it was th~ught that normal solut ion of the Wieneor-llopf 
equation would result in a fc1~ solutions with all pos­
itive or dinates of the impulse response function. 

The first step i n the analysis was to determine 
the dail y recharge amounts from daily rainfall amount s 

by appl ying rhe serpentine function, t:q . (47), Chapter 
V. The estimated rl:.'charge •.•as c.>nsidercd to be the 
best est imate of syst em input . 

After det er mini ng the system i nput (recharge), 
the next step ~as the determination of input autocor­
relation functions and cross correlation functions by 
the rel ations 

N 
.pff(i) = I f(i)f(i+j) 

j=l 
i = 1 , 2, ... ,N (79) 

and 

~~ 

·P gf (i) I g(i)f(i+j) 
j•l 

i 1, 2J . . . , M, ( SO) 

respectively. The autocorrelation and eros~ ~orrela­
tion funct ions were subst i t ut ed into Eq . (14 ) and a 
sot of simultaneous equat i ons wer e deve l oped . Solu­
tion of the equati ons was performed by matrices rather 
than forward or backward substit ution. The matrix con­
volution relationship can be written as 
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(81) 

where y is t he vector of cross ~orrelation func­
tions, X is ~he matrix of input autocorrel at ion 
functions , h is the vector of pulse response, P i s 
the number of ordinat es in the output vect or and 
p = ).< + M - 1, ~ is the number of non:ero Vttlues of 
input , and ~I is t he number of non::.ero values of out­
put . The least squares method of solving Eq . (81) 
arranges the dat a in the form 

- 1 - 1 
Xy:XXh (82) 

The product of a matrix and its inverse results in t he 
identity mat rix . The matrix equation can then be 
solved for t he r esponse funct ion ordinat es. 

Determination of the impulse function was made 
for each hydrograph for the t hree springflow st at ions . 
Impulse functions with all positive ordinates result ed 
from only three hydrographs for Goodenough Springs , 
eight for Big Springs, and none for S~n Felipe 
Springs. Of the eight solutions for Big Spr1ngs, ~nly 
three appeared to be realistic and t hose conta1ned 
oscillations . 1l1c impulse functions deri ved for Good­
enough Springs and Big Springs are shown i n Figs . 43 
and 44 resoectively . Eagleson (12] suggested that an 
averag~ imp~lse response function for a syst~m should 
be determined by averaging the results !rom the 
s~veral hydrographs as opposed to averaging hydrograph 
ordinates and t hen determi ni ng the response func t ion . 
The average response functions for Goodenough Springs 
and Big Springs are shown on the respective figures . 

The impulse response functions exhibit oscilla­
tions t o some degree , but thuy ar e not complet~ ly 
erratic as w~re the exampl es in the previous section . 
The significance of the analysis rests ;.n the ~act 
that realistic inpulse functions can be determ1ned 
from several selected hydrographs. 

b . Df:!t er minat ion of angle polnts of impuls.e re­
sponse function . It is recal l ed :rom the ~iterature 
review of Chapter II that Snyder [2.] dotl!rmlned angle 
points of the impulse response funct ion of s torm run­
off by nultiple regression techniques . The r.lethod 
provided a means of averagi ng over portions ~f t~e 
transfer funct i on by interpol ation in order to dlst rl -
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bute possible errors. Errors in the data are not 
eliminated by the -procedure but are distributed in an 
optimi:ation procedure . 

For the purpose of distinguishing from the prev­
ious section, the discrete convolution equation is 
rewritten as 

i 

Q(i) • L u(k) R(i-k) i • 0, 1, ... , M (83) 
k=O 

where Q the springflow discharge rate, in cubic 
feet per second, R the ground-water recharge, in 
inches, and u is the transfer function ordinate. 
The order of summation can be reversed and Eq. (83) 
becomes 

i 
Q(i) L R(k) u(i-k), i " 0, 1, .. . ,M (84) 

kcO 

which is more convenient for future use. 
the condensed notation of Eq. {16) 
literature review. 

Eq. (84) is 
given in the 

By applying Snyder' s method to the karst ground­
water systems under study, the appropriateness of the 
met hod for ground-water response can be determined. 
The hydrographs selected for analysis in the previous 
section were utilized in the multiple regression ana­
lysis. 

Hydrograph peaks were given special considera­
tion in the selection of angle points for each hydro­
graph. The peak ordinate and the ordinate immediately 
preceding and following the peak were selected as 
angle points. The i nitial and final ordinates of the 
hydrograph were also select ed as angle points with 
additional intermediate points as considered neces­
sary to define the impulse response function stage. 
An example of the procedure may be helpful to dc~on­
strate the methodology. An actual hydrograph for 
Goodenough Springs will be used in the example, and 
the data are shown in Table 5. 

R I1J 
0 0 

1 
2 Ro ((ao + !32 ) + Rl11Jo 

Ro~>'2 + 
1 
2Rl (filo + 02 ) 

Ro03 + Rlf32 

Ro11J4 + Rl!!3 
1 
2 Ro C04 + 06 ) + Rl(a 4 

Ro06 + 
1 
2 Rl C0 4 + 06 ) 

1 
2 Ro (!36 + 08 ) + Rl06 

Ro~'s + 1 
2 Rl C06 + 08 ) 

1 
2Ro (08 + 010) 

+ Rl08 

Ro010 
1 

+ 2 Rl (08 + 010) 
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The discharge data shown in column 3 of Table 5 
are actual data . In order to determine the response 
to the recharge, the recession was extrapolat ed by 
Eq . (52) . The extrapolat ed base was subtracted from 
the measured discharge (column 3) to obtain the res­
ponse hydrograph discharge (column 4). Angle points 
(column 5) were arbitrarily selected at times 0, 2, 3, 
4, 5, 8, and 10 . The units 2, 3, and 4 defino the . 
hydrograph peak. 

The transfer function ordinates can be expressed 
as 

uo l'o + e 
0 

1 
+ 02) + ul 2 C0o el 

u2 02 + e2 

u_ 
,) 03 + e3 

u4 0" + e4 

us 
1 
2 (04 + 06) + es (85) 

u6 "6 + (.'6 
1 

+ 08) + u7 2 (!36 e7 

us 08 + e8 
1 

010)+ Ug = 2 C0s + eg 

ulO "' 010 + e lO 

Equation (85) is substituted into the convolution 
Eq . (84) . The ordinate errors are not shown expli­
ci t'ly , but in the ''averaging" solution, so:ne error is 
considered attached to each ordinate 1vhich are com­
bined with the convolution errors . The results of 
substitution are 

• Qo 

Ql 

+ R20o • Q2 

+ 1 
2 R2 (0o + 02) • Q3 

+ R202 "' Q4 

+ R203 ., Qs (86) 

+ R204 • Q6 

+ 
1 
2R2(04 + 06) "' Q7 

+ R2!>'6 Q8 

+ 
1 
2 R2 (06 + 08) • Qg 

+ R208 = QlO 



Table 5 . Recharge, hydrograph, and transfer function ordinates, 
hydrograph No . 2, for Goodenough Springs near Comstock, Texas 

Time Recharge Discharge 
(days) (Inches) (CFS) 

(1) (2) (3) 

0 0 240 

1.18 278 

2 . 28 340 

3 392 

4 375 

5 351 

6 338 

7 326 

8 316 

9 305 

10 292 

Discharge 
above 

Extrapolated 
Base 

(CFS) 

(4) 

0 

39 

102 

155 

139 

116 

104 

93 

84 

74 

62 

Angle 
Points 

(5) 

* 

* 

* 

* 

* 

Transfer 
Function 
OrdinatesY 
(CFS/lnch) 

(6) 

0 

(79.6) 

159.1 

126 .1 

108.1 

(97. 2) 

86.3 

(80 . 2) 

74 .1 

(66.0) 

58.0 

!/ Ordinates in parentheses are linearly interpolated from adjacent 
ordinates. 

Values of the R's and Q's from col umns 2 and 
4, respectively, of Table 5 are substituted into Eq. 
(86) . The set of eleven equations contain seven un­
knowns, the 0's. Eq. (86) can be rearranged to group 
the 0's which provide the basic information for 
multiple regression analysis. From the multiple re­
gression, the coefficients were solved and are shown 
i n column 6 of Table 5. As shown in Eq. (85), only 
the angle ordinates were determined by multiple re­
gression. The intermediate ordinates, in parenthesis 
in Table 5, were determined by l inear interpolation . 

Similar analyses were made for all of the 
selected hydrographs for each springflow station . Pos­
i tive transfer function ordinates were obtained for 
five hydrographs for Goodenough Springs, five for Big 
Springs, and none for San Felipe Springs. Although 
solutions with positive ordinates were obtained for 
the stated number of hydrographs , all were not stable. 
The three stab le solutions along with the average for 
Goodenough Springs are shown in Fig. 45. Only two 
functions for Big Springs were stable and are shown 
with the average in Fig. 46. 

Solutions with some negative ordinates were 
obtained by the procedure as was the case with auto­
correlation and cross correlation functions of the 
previous section. An assessment of the response-junc­
tions cannot be made unt il simulation runs are mat~.~ 

4. System Identification from Discrete Functions. 

a. Harmonic function. It was demonstrated in 
Chapter VI that periodic discrete ouptut data can be 
approxi mated by trigonometric functions. The func­
t ions were effective in explaining a significant per­
centage of the total variance. It was shown in Chapter 
IV that trigonmetric functions were not significant 

36 

i n expressing discrete input data, although no perio­
dicity is likely in output without a periodicity in 
input. In view of the significant periodicity in 
output, an equivalent number of harmonics can be im­
posed on the input system, even though a relatively 
small percentage of the variance is explained by the 
periodic component. The harmonic components were 
determined by averaging over ann-year period . 

The periodic components of rainfall and spring­
flow were super imposed and are shown for Goodenough 
Springs and Big Springs in Figs. 47 and 48, respect­
ively. The periodic component contains eight harmonics 
for Goodenough Springs and contains two harmonics for 
Big Springs. The rainfall series for Goodenough 
Springs exhibit considerable oscillations as would be 
expected for eight harmonics. For Big Springs, Fig. 
48 indicates springflow increases before associated 
increase in rainfall. This condition does not conform 
to that of a causal system such as the ground-water 
system under investigation. The rainfall Fourier 
series has been converted to equivalent springflow in 
CFS by assuming mean daily rainfall is equal to aver­
age mean daily discharge . This assumption and conver­
sion merely permits a one- to-one comparison of spring­
flow and rainfall. 

O'Donnel l [23] applied finite harmonic series to 
discrete rainfall excess and runoff for some British 
catchments. Rainfall excess was expressed by Fourier 
expansion as 

X(T) 
.. 
~ 211T 
t. ~cos k r + 

k•O 
(87) 
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where ak, and bk are t he Fourier coefficient s, and 

T is the duration of runoff, or period. Lik~w ise , 
Fourier expansion f or r unoff Has given as 

y(t) "" L Ak cos k Z~T + 

k:O 
l: 

k:O 
B sin k Znr 

T 
(88) 

and the instantaneous uni t hydr ogr aph ( IUH) was given 
as 

h(t-r) ' cos k 2n (t -r) + 
L " k T 

1 k 2 _n_,, C:-:-t --T-<-) 
t. ek sin - T 

k: O k=O 

(89) 

v.-here '\, Bk , ak, and 8k are the Fourier coeffi­

cient s . The limits of summation are shown as i nfinity. 
H01vever , Dooge stated that truncation in hydrologi c 
series to a finite number di d not affect its accuracy 
materially . He further stated that the orthogona lity 
of the Fourier series of rainfall excess and r unoff 
pr ovides simpl icity in t he solut ion of the l inkage 
equations. 

0 'Donnell gave the linkage equations as 

Ak 
T 
2 (ak cxk - bk f\) (90) 

and 

Bk 
T 
2 (ak a k + bk Sk) (91) 
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Frorn Eqs. (911) :md (91), the harmoni..: coc.:fl'i<:i .:nts of 
the IUH can be dt!terrnined by the relat ions 

2 (ak ;\ + bk Bk) 
Qk 'f 1 2 

ak~ + b2 

(92) 

and 

'2 (ak ~ - bk Bk) 
ek .. f 2 

+ bk 
2 

ak 

(93) 

The determination of ak and Bk permit the Jeter­

mination of the ordinates of the IUH . 

In order to det ermine the appl icabil ity of har­
monic series to ground-l<ater flQ~<', the Fourier coeffi­
cients determined for rainfa ll and spri~gflow for 1-
day time series ~ere used t o determine the coeffi­
cients ~ and S in Eqs . (92) and (93) . The IUH 
ordinates are shown in Figs. 49, 50, and 51 for Good­
enough Springs, San Fe l ipe Springs , and Bi g Springs, 
respectively. The conversion of rainfal l to equivalent 
springflow, as mentioned earlier, provides a one-to­
one comparison . Therefore, the IUH series have ordi ­
nate val ues of approximately unity as compared to an 
IUH from rainfall in inches and springflow i n CFS. 
Alt hough the sur face runoff application of harmonic 
series was for individual s torms, the application in 
the current ground-water study is shown for the mean 
daily f l ow series. 

The harmonics are evident in the IUH ser ies as 
sho~~ in the figures. The range is quite smal l and 
only an exaggerated scale can show any deviation from 
unity . The harmonic IUH was determined for mean daily 
springflow rather t han for select ed hydr ographs of 
karst aquifer rapid response, as was the determination 
by ot her methods. The relatively short periods of 
record and the highly variable rainfall precludes 
determination of the response function due to noise i n 
the system. 

b. Stochastic response function. The precipita­
tion time series were analyzed in Chapter IV t o deter­
mine the internal str uct ure . The discussion and mathe­
matical derivations in that chapter resulted in the 
description of t he time series by Eq. (41 ) . The rain­
fall t ime series was f ound to be nearly independent i n 
t ime. 

Springflow time series analysis in Chapter VI 
showed that mean daily discharge is highly dependent 
in time. As it "'as shown, the ~larkov I model provides 
only a first appr oximation for the series . The struc­
t ure of the series was described by Eq. (69). 

The convolution equation for the discrete func­
t ions can be wri tten as 

y 
p, T 

1 , 2 , .... ~ . (94) 

Substi tution of Eqs . (41) and (69) f or the respective 
components gives 
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The duration of the transfer function as gl ven by the 
limit of summat i on in Eq . (95) is necessary since the 
exponential was developed from dai ly data with ~T 
equal to unity. 

System identification from Eq . (95) represents 
a difficult mathematical manipulation. For system 
ident ification, the equation must be transformed from 
the time domain to t he frequency domain for conven­
ience of the solution. After the transfer function , 
h, is determined in the frequency domain, transforma­
t ion back to the time domain wi ll provide the t ransfer 
function f or convol ution with a s t ochast ic i nput 
series. 

The simplest wethod of determining the t ransfer 
function of Eq. (95) would be to use quantized data 
with forward substitution and det ermine the quantized 
ordinates . Since the system identification as she"~ 
is difficult t o perform, and since it wi i l be show~ 
later that t he total springfl ow simulation as a unit 
by discrete functions is very inaccurate, the method 
will not be pursued further. 

5. Two-Parameter Gamma Function as System Transfer 
Function. 

The two-parameter gamma function was proposed by 
Nash (22) ~s representative of the instantaneous unit 
hydr ograph for surface runoff . The equation for the 
funct ion was given in Chapter II as 

1 (n-1 ) -t/ k 
q .a H (n) (t / k) e (96) 

where n is a dimensionless scale parameter, k i s 
the shape parameter with dimensions of time, r (n) is 
the gamma function with r(n) = (n-1); for i nteger 
values of n, and K is the constant dependent upon 
the shape parameter, size of area, and runoff volume . 
Nash theori:ed that storm runoff hydrograph results 
from the equivalent of routing flow through linear 
reservoirs. The scale is dependent upon the dampening 
effect of t he linear reservoirs, and thus the scale 
factor, n in Eq . (96) is representative of the 
number of linear reservoirs. 

Since a ground-water system provides a dampening 
effect on the r echarge, i.e ., the response to recharge 
is not instant aneous, the gamma funct ion should 
approximate the transfer func t ion of the ground-water 
system. Alt hough the aquifer system does provide a 
dampening, the springflow data indicate considerable 
increases in springflow from associated recharge . 
Based on a cursory examina'tion .of data , t wo linear 
reservoirs wer e thought to provide sufficient dampen­
ing . 

Differentiating Eq. (96) wi t h respect to time 
provides the determination of the slope of the hydro­
graph at any time, t. The slope i s equal to zer o at 
the hydrograph peak discharge, and the time to peak 
can be det ermined . For convenience , Eq. (96) can be 
rewritten as 
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Figure 49. Harmonic series IUH with 8 harmonics, Goodenough Springs near Comstock, Texas. 
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Figure SO. Harmonic series IUH with 12 harmonics, San Felipe Springs at Del Rio, Texas. 
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Figure 51. Harmonic series IUH with 2 harmonics, Big Springs near Van Buren, Missouri. 
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1 t(n-1) e-t/k 
q " K k(n-l) f (n) 

(97) 

Since K, k, and ::- (n) are 
(97) can be reduced further 
poses to 

independent of t, Eq. 
for differentiation pur-

(98) 

Differentiation with respect to time gives 

~" 0 = C(n-1) t(n- 2) e-t/k- Ct(n- l) f-e-t/k . (99) 

Dividing equation (99) by C t(n-2) e - t /k results i n 

or 

0 
t 

(n-1) - k 

t = (n-l)k 

(100) 

(101) 

used only as an indicator rather than a definite quan­
tity. The areas determined by Eq. (102) for Goodenough 
Springs, Big Springs, and San Felipe Springs, are 128, 
149, and 68 square miles, respectively. 

The physical significance of differences between 
the previously determined K values can now be demon­
strated . Fig. 52 shows the arithmet ic relat ionship 
between K and the size of area . The l east squares 
regression equation determined for the relationship is 

K • 0.0735 - 0.000472 A (103) 

0 .05 

0.04 

0.03 

which, by definition is the time to peak. \\'hen n=2, K 
a special case exists such that k is the t ime to 
peak. 

0.0 2 
Springflow discharge and recharge data were re­

viewed to select hydrographs resulting from rainfall 
for a single day. The selected data enabled the de­
termination of time to peak, the k parameter in Eq . 
(96). the time to peak for a l l thr ee spr ingf low st a-
tions was two days. The determination of the two para- 0.01 
meters left only the K- term to be evaluated. 

The peak discharge rat e was determined for each 
of the selected singl e input hydrographs for each 
st ation. The peak discharge rat es were aver aged f or 
each station and the associat ed recharge was also 
averaged . The average peak discharge was di vided by 
the aver age recharge t o determi ne the uni t peak dis ­
char ge rat e . 

Values for unit peak di scharge , n , and k were 
substituted into Eq. (96) with t = k and corr espond­
ing val ues of K were determined for each springf l ow 
station. The K values were det ermined t o be 0.0148, 
0.00194, and 0.0391 for Goodenough Springs, Big 
Springs, and San Fe l ipe Springs, respectively. 

It was stated earlier that the area contributing 
to springflow could not be determined. However, an 
estimate of area can be made by assuming no losses and 
that total rainfall is equivalent to total springflow. 
The average mean daily springflow is equivalent to the 
average daily rainfal l for the period of record. In 
order to convert discharge in CFS to equivalent inches 
per day, dimensional analysis was made and t he follow­
ing relationship developed: 

A ,. 0 .03719 

jid 
(102) 

where A is the area, square miles, qd is t he aver­

age mean daily dischar ge i n CFS , and pd i s the ave­

r age dail y rainfa l l in i nches per day . I t is realized 
that t he area det ermined by Eq. (102) i s considerably 
les s t han actual. This is not i mportant because it is 
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Fi gure 52. Re l ati on between K i n 2-parameter r-func­
tion and the springflow contri buti ng ar ea . 

where A is the area i n square miles . Using Eq. (103) 
to estimate K, the new K values were used t o com­
pute peak discharge by Eq. (96). Tabl e 6 shows t he 
comparison of peak discharge per inch of recharge de­
termined by Eq. (96) with t hat determined by averaging 
of selected hydrograph peaks. The dat a in Table 6 com­
pare well, but the effect of the change cannot be 
determined until springflow simulation is made . 

Tobie 6. Co=porison of hydrognph peok dischorte r otcs with n .tcs 
dctcn:inod fro:o r-function. 

Spr in&flow 
K Voluo Puk Dischar&e 

Sution llydro~raph f!~ure Sl l!ydr~iroph i·fun..:tion 

Goc<lcnough 
Springs 0.0148 0. Ill 25 28 

Big Springs .00194 .OOZ17 190 170 

Son Felipe 
Spr1n~s .0~91 .O~ll 9.4 8.9 



CHAPTER VII I 

SPRINGFLOW SIMULATION 

The solving of systems identification problems in 
the preceding chapter leads to testing of hypotheses 
and assumpt ions, i.e., the testing of systems transfer 
functions . A most appropriate test is that of using 
rainfall data and predict ing the resulting springflow. 
The test itself consists of a comparison of the pre­
dicted springflow with observed springflow to deter­
mine the goodness of fit . 

An unbiased test of prediction techniques is one 
in which the test data were not used in the develop­
ment procedure. This is particularly true where the 
total data set is used in development. If long periods 
of record are available , such as the 20 years for 
Goodenough Springs and Big Springs, and only selected 
portions of the record are used in the development 
procedure, a test using all the same data is not com­
pletely biased. In the case where all the 20-year 
period of record was used in development, such as t he 
harmonic series, testing the same data is considerably 
biased. However, these are the only data available for 
the three springflow stations studied and the data are 
used in the test. 

Several methods of system i dentification were 
presented in Chapter VII, and s i mulation is made for 
each method . Since the study is concerned with pre­
diction techniques, a comparison of methods is made . 
A measure of the goodness of fit between observed and 
predicted springflow for comparison purposes is the 
computed chi -square . The computation is made by the 
equation 

2 
X 

~ [q(j)m - q(j)p]2 

j=l q(j)p 
(104) 

where q(j)m is the measured mean daily discharge of 
the j -th day in CFS, q(j)p is the predicted mean 
daily 9ischarge of the j-th day in CFS, and N is 
the total ~umber of days of record . 

Such a test not only compares the observed and 
computed recharge-response hydrographs, but al so com­
pares observed and computed recession. The record was 
not separated as to recharge and recessi on for testing 
purposes. However, the same recession prediction was 
used with each hydrograph prediction technique, i.e. , 

-ct 
qt = qo e 

By using the same recession prediction irrespect ive of 
hydrograph prediction technique, the chi-square test 
provides a good compari son of hydrograph technique. 

The prediction of springflow by transfer func­
tions developed from total flow such as the harmonic 
function and stochastic function do not utilize the 
recession prediction of Eq. (52). That is, total 
springflow was used in the development of the proce­
dure irrespective of recharge period and recession 
period. In thi~ case, the computed chi- square compares 
both recharge-response and recession. 
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1. Comparison of Simulation with Recharge and Rain­
fall as Input. Derivation of the serpentine curve for 
estimating recharge from rainfall developed in Chapter 
V was not tested for accuracy. The only way to test 
the appropriateness is by simulation using impulse 
response functions derived from rainfall and those de ­
rived from recharge. Such a compar1son was made for 
Goodenough Springs and Big Springs. As was stated in 
Chapter VII, impulse response functions derived for 
San Felipe Springs all contained unrealistic negative 
ordinates. The comparison of simulation could not be 
made for rainfall and recharge as input for San Felipe 
Springs . 

Comparison of the results of simulation for rain­
fall and/or recharge as input is shown in Tabl e 7. 
There is li ttl·e difference between chi-square for 
the two inputs for Goodenough Springs and Big Springs. 
Realistic response funct ions could not be determined 
for San Felipe Springs. The short period of record did 
not affort enough hydrographs for analysis . The sel ­
ected hydrographs were apparently not representat ive 
and input erroTs or output errors overshadowed the 
ability of the procedures to handle errors . 

The method of recharge estimation derived ob­
viously results in better accuracy of springflow simu­
lation . This should not be misconstrued to mean that 
the rainfall-recharge relation is highly accurate. 
Only one conclusion can be drawn: the method of esti ­
mating recharge from rainfall provides a better esti­
mate of input than does total rai nfall. Optimization 
of the rainfall-recharge relation should be considered. 

2 . Impulse Function Determined by Multi ple Regres­
sion. It was shown that recharge as an estimate of 
system input resulted in a more accurate prediction of 
springflow than rainfall as input. Therefore, recharge 
was used in simulation with the response function de­
rived by multiple regression t echniques using function 
angle points with linear interpolation. The few hydro­
graphs availabl e from the short record for San Felipe 
Springs again resulted in unrealistic negative ordi­
nates and simulation was omitted f or that station. 

The data in Table 7 show that . the chi-square for 
Goodenough Springs is only slightly less than for the 
optimized H-function when using recharge as estimated 
input. The computed chi- square for Big Springs using 
the transfer function derived by multiple regression 
techniques is almost double that for simulation using 
the opt imized H-function with estimated recharge as 
input . The averaging of ordinates from the multiple 
regression determination may have been biased by 
selection of functions for averaging. The averaging 
process creates some subjectivity to any method. Per­
haps a better fit of the measured data would have re­
sulted from more selective screening of the solutions 
for averaging. 

The method of treating errors by the multiple re­
gression technique is probably the main reason for 
difference in results of the two prediction methods. 
The differences are small and are not significant . In 
view of the comparative results of the two methods of 



Table 7. Computed chi-square for simulation of springflow by the derived 
impulse functions. 

x2 
Impulse Goodenough San Felipe Big 
Function Innut Springs Springs Sprin&s 

H-optimized Rainfall 2.86 X 106 y 
2 . 36 X 10° 

Eq . (14) Recharge S.89 X 10S y S.l0 X lOS 

U-mul t iple 
regression Recharge 4.43 X lOS y 8.33 X l OS 
Eq . (86) 

Harmonic 
4.70 X 1010 6.81 X 109 l.S2 X 10

11 
IUH Rainfall 

Eq. (89) 

2-Parameter 
Recharge.Y lOS X lOS 5 

r -fct. 3.26 X 1.47 4.31 X 105 
Eq. (96) RechargeY 3.00 X 10S 1.48 X l OS 3.69 X 10 

y Realistic function could not be determined from short record. 

y Simulation using initial determination of K from Eq. (96) . 

y Simulation using final determination of K from Eq. (103) . 

system identification, the selection of method is 
largely dependent upon ease of computation. There is 
little difference in degree of difficulty of computa­
tion when using a digi t al computer. 

In the previous chapt er on system i dentification, 
it was stated that the appropriateness of a method for 
ground-water application would be determined . Actual­
ly, both methods of system identification ~,d simula­
tion are applicable for recharge and response of 
ground-water systems. The large quant itative values of 
chi-square cannot be considered as a reason for re­
jecting the applicat ion of the methods of surface 
water systems to ground-water syst ems. It should be 
remembered that the 20-year period of simulation con­
tains 7,300 daily values . A smal l difference between 
measured and predicted springflow for each day can 
accumulate as a large chi-square for the total period. 

3. Harmonic Function. Total rainfall rather than re­
charge was used as input for the harmonic series de ­
velopment. After finding that estimated recharge re­
sulted in more accurate simulation of spr ingflow, re­
computation of the input harmonic series was not made . 

Relative accuracy of springflow simulation by the 
harmonic function is shown in Table 7. 

The largest chi-square resul ted for simulation 
using the harmonic IUH. This can be attributed mainly 
to two factors: (1) harmonics in rain fall are not 
significant but were imposed on the series based on 
harmonics in springfl ow, and (2) the harmonic func­
tions for rainfall and springflow are averaged over 
the n-years of record, but convolution of the IUH is 
with actual daily values. As shown in Figs . 49, SO, 
and 51 in the previous chapter, by converting rainfall 
to cqui valent springflow in CFS based on the means, 
the IUH is a harmonic series oscillating around unity. 
The one-to-one correspondence of rainfall and spring­
flow causes the mean of the IUH to be unity . 

Convolution of the 365-ordinate harmonic IUH does 
not provide natural recession of springflow during 
periods of no r ainfal l . The method, as used , simulates 
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total springflow, i.e ., sustained recession andre­
charge in a singl e step. This indicates that a one­
step simulation procedure is not appropriate. Instead, 
the sustained r ecession in the absence of recharge 
should be simulated and superimposed with simulated 
hydrographs resul ting from recharge as for the pTev­
ious methods . Based on this reasoning, any model de­
veloped for total springflow, such as the hypothesized 
stochastic model of section 4b, Chapter VII, will not 
result in accurate simulation. 

4. T-wo-Parameter Gamma Funct"ion. The two-parameter 
gamma function with n=2 was used for spring flow sim­
ulation for t he three stations studied. Two simulation 
runs were made for each station. The first simulation 
run included the init ial estimate of K from estimat­
ed maximum discharge rate for unit recharge. After the 
initial determ'ination, the K values were used in the 
area to K relation of Eq. (103). The adjustment of 
the K's by the equation could have had an adverse 
effect on accuracy of simulation. Therefore, a second 
simulation run was made to determine the effect of the 
adjustment of K. 

Results of simulation using the two-parameter 
gamma function as the unit hydrograph are shown in 
Table 7. The chi-square for the initial run is listed 
first. As shown in the table, the second run had a 
smaller chi-square than the first run for Goodenough 
Springs and Big Springs . The difference for San Felipe 
Springs is reversed but not significant . The compara­
tive r esults indicate there is a real relation between 
K and area . The relation shown by Eq . (103) can hardly 
be expect ed to be the actual relation when only t hree 
data points were available for the determination. 

Another important feature of the results shown in 
Table 7 is the comparison of chi-square for simulation 
by the various functions with that for the two-para­
meter gamma function. Both simulation runs with the 
gamma function resulted in better accuracy than all 
other syst em transfer functions . The appropriateness 
of the two-parameter gamma function as an instantan­
eous unit hydrograph in ground-water systems is demon­
strated by comparative simulations. 



It is i mpossible to show graphical comparisons of 
measured and simulated di scharge values or tabulations 
of the comparison values . A randomly selected per iod 
of 140 days for Goodenough Springs was taken from the 
total record to give the reader a view of relative 
results. The comparison is shown in Fig. 53. The per­
iod selected includes days with observed rainfall and 
days wi th zero rainfaU. It should be remembered that 
observed rainfall may represent small areal coverage 
with little actual effect of recharge and resulting 
springflow. Likewise, nonobservance of rainfal l may 
not mean that significant rainfall did not occur over 
an extensive portion of the recharge area. The result 
in the first case is an overestimate of springflow and 
in the second case an underestimate of springf low re­
sults. A view of Fig. 53 gives the reader an indica­
tion of why such large chi-square values were computed 
for 20 years of simul ation as shown in Table 7. 

A more meaningful comparison would be that for an 
individual hydrograph such that the abi lity of the 
method could be viewed. A recharge event was selected 
at random from the period of record for Goodenough 
Springs and Big Springs . The selected records con­
tained more than one day of rainfal l at each spring­
flow station. The H- function, U-function, and r ­
function were used to s i mulate the springflow record 
from rainfall . Figs . 54 and 55 show the results of 
simulation for Goodenough Springs and Big Springs, re­
specti vely. Fig. 54 shows that the r - function more 
closely approximates the observed hydrograph than 
either the H-function or U-function. The delayed 
recession following the rapid response sumulati on with 
the H- function and r -function flattens abruptly. A 
similar f lattening occurred in the observed discharge, 
but it occurred later in time than the computed break 
point . The computed chi -square values for the pre­
dicted hydrographs were 1. 90 x 103 for the H- func­
tion, 1.75 x 10~ for the U- function, and 4.35 x 102 
for t he r-function. 
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Fig. 55 shows the same general results of predic­
tion for Big Springs as that for Goodenough Spri ngs . 
The r-functi on for Bi g Springs has a time base of 
sufficient length to prevent an abrupt change in shape 
from the r-function to the pure recession f low. The 
computed chi-square for the predicted hydrographs are 
2.80 x 103, 5 .14 x 103, and 5.77 x 102 for t he H­
function, U- function, and r -function, respectively . 

The results of simulation shown in Figs. 54 and 
55 are f ar from exact duplication of measured dis­
charge. A much better fit of the data is desired, cer­
tainly. However, it must be remembered that input is 
represented by a single rain gage for an area of 128 
and 149 squar e miles in Figs. 54 and 55 , respect ively 
(both are admittedly low), and aqui fer recharge is 
estimated from the rainfall data. With these vagaries 
i n mind, the two-parameter gamma function provi des a 
reasonable est imate of springfl ow. 

Methods heretofore applied only to surface water 
systems have been shown to be appl icable to the karst 
ground-water systems by the current study. It has been 
demonstrated that somewhat different manipulations of 
the ~arious t echniques are necessary for application 
i n ground-water systems. The two-parameter gamma func­
tion has been used extensively to represent t he IU in 
surface water systems but has not been applied to 
aquifer systems. The measure of fi t for each simula­
t ion procedure s howed that the IUH is entirely satis­
factory and resulted in the best accuracy. 

It was also shown that rainfall can be adjusted 
by a serpentine curve to give an est i mate of ground­
water recharge . The resulting recharge is a more 
accurate i nput for springflow prediction than unad­
justed rainfall . 

-------- r, 1 _____ .__,. ...... --.J 

oL------L------~----~------~------~----_.----~ 
0 ~ ~ 00 ~ 00 ~ ~ 
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Figure 53. Observed and predicted springflow using 2-parameter f-funct i on for selected period, Goodenough 
Springs near Comstock, Texas. 
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Figure 54. Comparison of observed and computed spring­
flow, Goodenough Springs near Comstock, Texas . 
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CHAPTER IX 

SUMMARY AND RECOMMENDATIONS 

Analyses of springflow data f rom limestone karst 
aquifers have revealed characterizing features. Reces­
sion analysis showed that karst ground-water syst ems 
have rapid and delayed response to recharge . The rapid 
response results from infi 1 trated 1~ater moving rapidly 
through large drainable pores, caverns, and channel s . 
Delayed response results from water movement through 
the limestone mass. Recession plottings indicate con­
siderable difference between aquifer systems in the 
same limestone and between different limestone forma­
tions. Limestone ground-water discharge may vary with 
depth of water i n the aquifer system such that a 
single constant will not adequately describe the re­
cession . An average recession constant cannot be used 
to represent limestone aquifers in general . 

Time series analysis of daily rainfall and 
springflow data show that rainfall is a nearly time­
independent variable and the limestone aquifer system 
acts as a filter that results in a highly time­
dependent variable . Cross-correlation coefficients 
of rainfal l and springflow indicate a low degree of 
dependence of the two variables in time. The low· 
values result from the many zero values of rainfall, 
and nonzero values of rainfall correlated with both 
the rapid and delayed response of the aquifers. Daily 
rainfall time series did not show significant harmon­
ics due to noise. The springflow time series contain 
significant periodicities. As much as 95 percent of 
the variance of mean daily spr ingflow about t he 
general mean can be explained by as few as two 
harmonics . 

Inadequate rainfall station coverage of a study 
basin was shown to cause difficulties in estimating 
system input. A serpentine curve was found to approxi­
mate a hypothesized rainfall-recharge relation. The 
relation assumed a maximum of 80 percent recharge from 
a 3-inch rainfal l . Rainfall less than 3 inches seldom 
has been found to produce surface runoff from large 
watersheds in Agricultural Research Service studies 
on a limestone area in Texas. Rainfal l amounts greater 
than 3 inches generally result in some surface runoff . 
As rainfall increases over 3 inches , the percent re­
charge decreases, i.e., percent occurring as surface 
runoff increases . 

The karst aquifer system was assumed to be repre­
sented by a l inear, time-invariant system of finite 
memory with a lumped input . Based on these assump­
tions, several methods of system identification, 
proven satisfactory in surface-water hydrology, were 
applied to these karst ground-water systems. Since 
springfl ow continued throughout the period of record, 
sustained recession was extrapolated during periods of 
recharge to provide open-ended hydrographs for 
analysis. 

Open-ended hydrograph ordinates were related to 
rainfall or recharge by: (a) optimized response func­
tion determined from autocorrelation functions of 
rainfall, or recharge, and cross correlation f unc­
tions of rainfall and springflow, and (b) response 
function determined at angle points by multiple re­
gression techniques with linear interpolation between 
angle points. A 6-year period of record was not 
~u ffi c.i ent for determination of impulse response 
functions. 

:tn 
'lbc two-parameter 

IIIII to convolute 
gamma function 

with recharge 
was applied as 

for springflow 
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determination. Hydrograph analysis enabled esti ­
mation of the parameters from which systems constants 
could be determined. Further estimation of spring­
flow contributing area enabl ed determination of a 
functional re l ation between area and system constant. 
Use of the gamma function permits use of short periods 
of record. 

Harmonic analysis was made to determine the IUH 
between total rainfall and total springflow. The 
number of signif icant harmonics in springflow was im­
posed in the rainfall series for system identifica­
tion. Noise in the system prevented the determination 
of a valid IUH . 

Springflow was simulated by convolution of rain­
fall and by convolution of estimated recharge with the 
optimized response function (H-function). Computed 
chi-square was used as a relative measure of fit for 
the two simul ation procedures. Recharge as input gave 
the best fit with observed springflow. 

Springflow simulation was made by convoluting in­
put with (a) H- function, (b) U-function, (c) r­
function, and (d) harmonic function. Chi-square was 
computed as a measure of fit between simulated and ob­
served springfl ow. The best fit was obtained with the 
r -function and the poorest fit occurred with the har­
monic function. There was little difference between 
the results obtained with the H-function and U-func­
tion. 

The harmonic IUH represents the least subjec­
tively determined transfer function of the methods 
studied. The method does not require hydrograph se­
lection and recession extrapolation as do the other 
methods of system identification. A disadvantage is 
the length of record required for determination of the 
harmonic IUH. However, single-step simulation pro­
cesses, such as the harmonic IUH and stochastic model, 
are not suitable for simulation of springflow . 

Future studies should be concentrated on refining 
the rainfall -recharge relationship . Surface runoff 
data for limestone areas where adequate rainfall data 
are available should be analyzed for use in the re­
finement procedure . The effect of errors in input 
data on system response functions has been shown, and 
the effect of refinement of recharge determination can 
readily be seen. 

An exhaustive search of U. S. and foreign data, 
beyond the realm of this study, should be made for 
other "pure springflow" stations in limestone karst. 
Additional stations should be studied in order to 
better establish the relation between contributing 
area and the K value of the gamma function. 

Data 
available, 
mation of 
response 
intervals 
gated for 

for time intervals less than 1 day, where 
should be analyzed to provide better esti­
gamma function parameters. Due to the rapid 

of limestone aquifers to recharge, time 
of 12 hours and 6 hours should be investi­
improvement of the parameter determination. 

A long-term research project should be developed 
to provide instrumentation for adequate rainfall, sur­
face runoff, and springflow data collection in a lime­
stone karst region. Such a study should be established 
in a humid area to provide the most information in the 
shortest time. 
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f er functions were estimated by four methods: (1)- optimiza­
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ple r egression techniques , (3) harmonic series f or total 
springflow, and (4) t wo-parameter gamma function. Recharge­
response hydrographs, above extrapolated r ecessions, were 
used with methods 1,2, and 4. Average convolution transfer 
funct ions were determined from the Wiener-Hop£ equations 
and from multiple regression techniques with estimated re­
charge as input . Parameters of the gamma func tion were es­
timated from hydrograph analysis. Aquifer constants were 
determi ned for each springflow station using estimated para­
meters and hydrograph peak discharges. One-to-one corres­
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springflow contributing area. A linear relation was develop­
ed between size of area and aquifer constant. 

Springflow simul~tion was made with convolution transfer 
functions determined for rainfall and for recharge using the 
optimized Wiener-Hop£ equation. The chi-square test of good­
ness of fit was made to determine that recharge which as in­
put gave the better results. 

The two-parameter gamma function with estimated recharge 
provided the best results of simulation as determined by the 
computed chi-square. The harmonic function was t he least 
accurate of the simulation procedures. 
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