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ABSTRACT

A METHOD TO COMBINE SPACEBORNE RADAR AND RADIOMETRIC OBSERVATIONS OF PRECIPITATION

This dissertation describes the development and application of a combined radar-radiometer rainfall retrieval algorithm for the Tropical Rainfall Measuring Mission (TRMM) satellite. A retrieval framework based upon optimal estimation theory is proposed wherein three parameters describing the raindrop size distribution (DSD), ice particle size distribution (PSD), and cloud water path (cLWP) are retrieved for each radar profile. The retrieved rainfall rate is found to be strongly sensitive to the \textit{a priori} constraints in DSD and cLWP; thus, these parameters are tuned to match polarimetric radar estimates of rainfall near Kwajalein, Republic of Marshall Islands. An independent validation against gauge-tuned radar rainfall estimates at Melbourne, FL shows agreement within 2% which exceeds previous algorithms’ ability to match rainfall at these two sites.

The algorithm is then applied to two years of TRMM data over oceans to determine the sources of DSD variability. Three correlated sets of variables representing storm dynamics, background environment, and cloud microphysics are found to account for approximately 50% of the variability in the absolute and reflectivity-normalized median drop size. Structures of radar reflectivity are also identified and related to drop size, with these relationships being confirmed by ground-based polarimetric radar data from the North American Monsoon Experiment (NAME). Regional patterns of DSD and the sources of variability identified herein are also shown to be consistent with previous work documenting regional DSD properties. In particular, mid-latitude regions and tropical regions near land tend to have larger drops for a given reflectivity, whereas the smallest drops are found in the eastern Pacific Intertropical Convergence Zone. Due to properties of the DSD and rain water/cloud water partitioning that change with column water vapor, it is shown that increases in water vapor in a global warming scenario could lead to slight (1%) underestimates of a rainfall trends by radar but larger overestimates (5%) by
radiometer algorithms.

Further analyses are performed to compare tropical oceanic mean rainfall rates between the combined algorithm and other sources. The combined algorithm is 15% higher than the version 6 of the 2A25 radar-only algorithm and 6.6% higher than the Global Precipitation Climatology Project (GPCP) estimate for the same time-space domain. Despite being higher than these two sources, the combined total is not inconsistent with estimates of the other components of the energy budget given their uncertainties.
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Chapter 1

INTRODUCTION

1.1 Opening Remarks and Motivation

At any given time, precipitation is falling upon approximately ten percent of the earth’s surface (Berg et al., 2010). Despite this relatively low frequency, without rain and snow, all land would resemble the most arid deserts. Thus, it is no coincidence that throughout history, populations have flourished most readily in proximity to sufficient water resources, due to the simple fact that we, as humans, require water to drink and grow food. Floods and long-term droughts have both been credited to the decline of various civilizations (Weiss, 1982). Even today, with advanced irrigation technology, maps of population density and annual average rainfall indicate that both minimum and maximum thresholds of rainfall are conditions of habitability (Figure 1.1). With global populations continuing to increase, it is more important than ever to accurately measure precipitation globally and understand its variability in order to adequately manage this increasingly constrained resource (Endter-Wada et al., 2009).

Aside from these important direct societal impacts, precipitation plays an important active role in atmospheric processes ranging from the smallest scale of cloud droplet interactions to the global energy budget. The amount of rain that falls from any given cloud is a complicated function of several factors, including but not limited to environmental factors such as water vapor amount and temperature profiles, dynamical factors such as updraft speed and wind shear, and microphysical factors such as cloud condensation nuclei and ice nuclei concentrations. Nevertheless, averaged together across the globe all of these precipitating clouds must produce enough latent heat to exactly compensate for the heat
Figure 1.1: Top panel: Projected population density in 2010 (Center for International Earth Science Information Network (CIESIN), Columbia University; and Centro Internacional de Agricultura Tropical (CIAT), 2005). Bottom Panel: Global annual mean precipitation climatology from the Global Precipitation Climatology Project (GPCP; Huffman et al. (1997))
the atmosphere radiates to space, predominately in the clear subsidence regions that may be thousands of kilometers away! This connection between the global mean rainfall rate and the energy budget also implies that the climate response of the global mean temperature and rain rate to increasing CO$_2$ concentrations are coupled (Allen and Ingram, 2002). Thus, the global mean rainfall rate and trend are an important climate metric for which accurate measurements are desirable.

Historically, measurements of rainfall have come from land-based gauges. Although these instruments are not without biases (e.g., effects of wind (Yang et al., 1998)), assuming that good observational practices are followed, these represent the best estimates of precipitation reaching the ground at a point. However, the high spatial variability of rainfall, particularly in convective storms (Jameson et al., 1999), raises the probability that a point measurement may not be representative of the spatial average, which is more meaningful parameter for water resources and climate monitoring. Thus, since their inception meteorological radars have been used not only to detect storms but also to measure rainfall remotely (Marshall et al., 1947). Despite the considerable variability in the relationship between radar reflectivity and rainfall rate, ground-based radars have provided reasonable first-order estimates of rainfall but are limited to approximately 200km radius due to beam geometry and the curvature of the earth. Thus, over much of the earth’s oceans, mountainous regions, and countries without radar networks, satellites provide the only platform from which precipitation estimates are possible.

The earliest satellite-based precipitation estimates came from infrared (IR) techniques (e.g., (Barret, 1970)); however, the relationship between IR brightness temperatures ($T_b$) and surface rainfall is rather tenuous. More reliable satellite precipitation estimates were achieved in 1987 with the launch of the Special Sensor Microwave/Imager (SSM/I) on the polar-orbiting Defense Meteorological Satellite Program F8 (Hollinger et al., 1990). At lower microwave frequencies (e.g., 19 GHz), the emission from precipitating clouds over oceans appears radiometrically warm compared to the background. This “warmth” is strongly related to the column-integrated liquid water. At higher microwave frequencies (e.g., 85 GHz), the emission signal saturates at smaller amounts of liquid water, but increasingly effective scattering by precipitation-size ice crystals creates a $T_b$ depression. Both of these signatures are physically related to the hydrometeor profile, but contain limited information. Algorithms that seek to

---

1 specifically, the outgoing longwave radiation
retrieve the surface rain rate from microwave observations often rely on Bayesian matching schemes that involve a database of cloud and precipitation profiles (Kummerow and Giglio (1994), Kummerow et al. (2001)).

Another major milestone was reached in 1997 with the launch of the Tropical Rainfall Measuring Mission (TRMM). In addition to a microwave radiometer (TMI), the platform included the first spaceborne precipitation radar (PR). In addition to its higher spatial resolution, the PR measures the vertical profile of precipitation. Both instruments have shortcomings, which can be attributed to their sensitivity to different geophysical parameters related to rainfall as well as assumptions inherent in the algorithms used to retrieve rainfall from $T_b$ or reflectivity measurements. A global comparison of PR and TMI rainfall retrievals reveals distinct regional biases (Berg et al., 2006). It has been suggested that these may be a result of differences between the instruments’ threshold sensitivity to shallow and/or light rainfall (Shimizu et al., 2009), errors in assumptions about the raindrop size distribution (DSD) in the radar algorithm (Iguchi et al. (2009), Kozu et al. (2009)), or systematic biases in the database that is the foundation for radiometer-based retrievals (Seo et al., 2007).

Notwithstanding these inconsistencies, the TRMM data have provided unique insight into the tropical hydrologic cycle and its response to short-term variability such as the El Niño Southern Oscillation (ENSO) and the Madden-Julian Oscillation (MJO) (e.g., L’Ecuyer and Stephens (2007), Chen et al. (2007), Masunaga et al. (2006), Morita et al. (2006), Cho et al. (2004)). However, longer-term trends are more difficult to discern, in part due to these discrepancies between retrievals. One of the most pressing questions surrounding climate change is the rate at which precipitation scales with water vapor in the atmosphere. Held and Soden (2006) reviewed the projections from the suite of climate models included in the Fourth Assessment Report of the Intergovernmental Panel on Climate Change, and noted that, while water vapor scales at a rate near 7% K\(^{-1}\), precipitation scales at a reduced rate near 2% K\(^{-1}\). This predicted scaling is consistent with the energy budget analyses of Allen and Ingram (2002). However, Wentz et al. (2007) observe that in the 20-year record of precipitation derived from SSM/I instruments, which closely resembles the TMI record during coincident time/space subsets owing to their similar physical basis and algorithm, precipitation and evaporation scale at the same rate as water vapor. Interestingly, Berg et al. (2006) found that the ratio of TMI to PR rain rate was greatest in regions with high
values (> 3 g cm$^{-2}$) of column-integrated water vapor, and suggested that these differences may be due to incorrect assumptions about cloud properties in higher vapor environments. If there is a true positive bias in radiometer-only precipitation in high water vapor regimes, then the observed precipitation-water vapor scaling relationship may be reduced in radiometer-only products. This underscores the importance of resolving the differences between radar and radiometer estimates of precipitation, and in particular understanding the relation between the environmental water vapor and cloud properties. To address these issues, a retrieval framework that incorporates both PR and TMI measurements to retrieve a set of consistent geophysical parameters has been developed and is the primary subject of this dissertation.

Aside from examining the TRMM record, development of a combined radar+radiometer algorithm is also of practical value to numerous existing and future spaceborne radiometers, such as the various SSM/Is, the Advanced Microwave Scanning Radiometer for the Earth Observing System (AMSR-E) (Kawanishi et al., 2003), and MADRAS to be launched as part of the Megha-Tropiques mission (Aguttes et al., 2000) in 2011, for example. The Bayesian rainfall algorithms used to retrieve rainfall from radiometers are currently moving away from databases of cloud-resolving models and towards profiles observed by the TRMM PR with adjustments to be consistent with TMI (Kummerow et al., 2010), such as those produced by the algorithm described in this dissertation. This architecture is the basis of the upcoming Global Precipitation Measurement (GPM) mission (Hou et al., 2010), which will carry a dual-frequency radar to further enhance the combined radar-radiometer retrieval on the core satellite for use as a database for retrievals on the various constellation radiometers.

1.2 Research questions and scope

In formulating this research a number of questions were posed, some initially, along with others that presented themselves as the research progressed. The purpose of the following list is to identify the areas of knowledge that the research described in this dissertation has sought to improve.

- What techniques are required to combine radar reflectivity profiles and multi-resolution, overlapping passive microwave radiometric measurements in an internally consistent geophysical product?
Can a combined algorithm compare favorably to single-instrument algorithms, in terms of bias, compared to well-calibrated ground-validation (GV) products?

What causes the observed regional bias patterns between the TRMM radar and radiometer algorithms (and GV)? Could these biases potentially mask or exaggerate long-term trends in global precipitation?

Can the combined algorithm reliably measure two independent parameters of the raindrop size distribution (DSD)? If so, are these parameters related to properties of the clouds and/or the environment?

What is the mean rainfall rate over the tropics and its uncertainty? Is this consistent with estimates derived from the measurements of the other components of the energy budget?

1.3 Outline of dissertation

This dissertation is divided into several chapters as follows: Chapter 2 provides a comprehensive review of the mechanics and assumptions underlying rainfall retrieval algorithms that have been developed for spaceborne radar and radiometers, including combined techniques. Chapter 3 describes the algorithm developed for this work, including sensitivity and information content analyses. Chapter 4 provides some comparisons of algorithm output with ground validation products including dual-polarimetric radar retrievals and disdrometer measurements. Chapters 3 and 4 draw heavily from a manuscript that has been submitted and conditionally accepted to the Journal of Applied Meteorology and Climatology as Munchak and Kummerow (2010).

Algorithm results and their interpretation can be found in the next two chapters. Chapter 5 provides global maps of the retrieved rain DSD parameters and relates them to surrounding cloud and environmental properties. Much of this material comes from a manuscript that has been submitted to the Journal of Climate as Munchak et al. (2010). Chapter 6 interprets the algorithm results in the context of the global energy budget and examines uncertainties in the global mean tropical rainfall rate.

The key findings, largely corresponding to the questions listed in section 1.2, along with some concluding remarks and suggestions for future work are given in chapter 7. An early part of this work...
was an examination of the three-dimensional covariance structure of the rain DSD using observational datasets in order to develop realistic *a priori* constraints on the retrieval. This analysis, not included in the aforementioned publications, is presented in Appendix A. Residual errors in simulated brightness temperatures are examined in Appendix B. Finally, an application of the retrieved profiles as an *a priori* database for radar retrievals is presented in Appendix C.
Chapter 2

A REVIEW OF RADAR, RADIOMETER, AND COMBINED SATELLITE RAINFALL MEASUREMENT ALGORITHMS

Remote Sensing: Look, but don’t touch. —anonymous

In this chapter, a brief overview of rainfall retrieval algorithms is presented. The history, physical basis, and mechanics of radar, radiometer, and combined algorithms are discussed in sections 2.1, 2.2, and 2.3, respectively. Each of these sections includes a description of the current official TRMM algorithm.

2.1 Radar Algorithms

The earliest attempts to measure rainfall with radar by Marshall et al. (1947) found that, in general, a power law relationship between radar reflectivity $Z$ and rainfall rate $R$ existed:

$$Z = aR^b.$$  \hspace{1cm} (2.1)

The coefficient $a$ and exponent $b$ of this power law were later provided by Marshall and Palmer (1948), whose values are still in wide use today. Despite this common usage, it was quickly recognized (e.g., Atlas and Chmela (1957)) that these parameters varied widely and seemed to be associated with synoptic conditions. It is now recognized (e.g., Brandes et al. (2006)) that the power law of Marshall and Palmer (1948) is more representative of frontal stratiform rainfall, which is the predominant rainfall type in Ontario, Canada where the radar and rainfall observations upon which this power law was based were taken. Convective and tropical rainfall, for example, is observed to have a smaller coefficient $a$ (Tokay and Short, 1996). A more comprehensive review of varying power law relations is given in section 5.1.
For the purposes of this chapter, is sufficient to recognize that the non-uniqueness of the Z-R relationship is a fundamental result of the general equations for effective radar reflectivity and rainfall rate:

\[ Z_e = \frac{\lambda^4}{\pi^5|K|^2} \int_{D_{\text{min}}}^{D_{\text{max}}} N(D)\sigma_b(D, \lambda)\,dD, \quad (2.2) \]

where \(|K|^2\) is the dielectric constant, \(\lambda\) is the radar wavelength, and \(\sigma_b\) is the backscattering cross section, and

\[ R = \frac{\pi}{6} \int_{D_{\text{min}}}^{D_{\text{max}}} D^3 N(D)\,v(D)\,dD, \quad (2.3) \]

where \(v(D)\) is the drop fall speed. Owing to the fact that vertical air motions are small near the ground and that raindrops achieve terminal fall velocity within about 100m (Pruppacher and Klett, 1997, Section 10.3.6), formulae relating terminal fall speed to drop size are often used. A simple power law such as \(v(D) = 17.67D^{0.67}\) (where \(V\) is in m s\(^{-1}\) and \(D\) is in cm) (Atlas and Ulbrich, 1977) is convenient for calculation of Z-R power law coefficients by combining equations 2.2 and 2.3, especially when an analytic form of the drop size distribution \(N(D)\) is assumed. Slightly more accurate piecewise power laws such as the one given by Beard (1976) account for different hydrodynamic regimes as drops grow in size, and this is the relationship used for all rain rate calculations in this work.

The backscattering cross section depends on diameter and the size parameter \((\pi D/\lambda)\) by Mie theory (Mie, 1908) as shown in Figure 2.1. For sufficiently small size parameters (small drops and/or long wavelengths) the Rayleigh approximation holds:

\[ Z = \int_{D_{\text{min}}}^{D_{\text{max}}} N(D)D^6\,dD. \quad (2.4) \]

Thus, while reflectivity is approximately proportional to the 6\(^{th}\) moment of the DSD, rain rate is proportional to a much lower (3.67\(^{th}\)) moment. This is illustrated in Figure 2.2, which shows the relative contribution of different drop sizes to reflectivity and rain rate for a example exponential DSD. Thus the fundamental problem is radar meteorology is that multiple values of \(R\) can be associated with a single value of \(Z\).

For years, the field of radar meteorology has developed solutions this problem in the form of multi-parameter radars. Dual-polarimetric radars measure reflectivity at horizontal and vertical polarization, along with the differential phase \((K_{\text{DP}})\) and linear depolarization ratio \((L_{\text{DR}})\) (Bringi and Chandrasekhar,
Figure 2.1: Backscattering and extinction efficiency from Mie and Rayleigh theory. Corresponding cross sections can be found by multiply efficiency by actual drop cross-sectional area.

Relationships between these parameters and $R$ (e.g., Bringi et al. (2004)) have been developed based on the physical principle that large raindrops assume oblate spheroidal shapes (Beard and Chuang, 1987) and propagation of the radar beam through them results in unequal backscatter between the vertically and horizontally polarized waves.

An alternate solution has been the use of dual-frequency radars. In addition to the dependence of reflectivity on the size parameter, there is also a wavelength dependence of the extinction cross section.
Figure 2.2: Contribution of Different Drop Sizes to Rainfall and Reflectivity for an assumed exponential distribution. Contribution percentages are for 0.1-mm bins.

\( \sigma_e \) (Figure 2.1), which affects the amount by which the radar beam is attenuated. The specific attenuation is given by:

\[
k = \int_{D_{\text{min}}}^{D_{\text{max}}} N(D)\sigma_e(D, \lambda) dD,
\]

(2.5)

and the measured reflectivity at range \( r \) can then be given by:

\[
Z_m(r) = Z_e(r)e^{-\frac{0.2\ln(10)}{R} \int_0^r k(s) ds},
\]

(2.6)
taking into account the two-way path-integrated attenuation (PIA). By knowing the differential attenuation\(^1\), both \(Z\) and \(k\) are known and since \(k\) is proportional to the 3\(^{rd}\) moment of the DSD, the rain rate is much better constrained than by \(Z\) alone.

The Precipitation Radar (PR) on board the TRMM satellite is neither dual-polarimetric\(^2\) nor dual-frequency. A dual-frequency radar was originally planned (Simpson et al., 1988) but reduced to a single frequency for budget reasons. The power and size constraints of a spaceborne platform also necessitate a higher frequency (13.8 GHz) where large raindrops do not scatter according to the Rayleigh approximation (Figure 2.1) and attenuate significantly. For further technical details regarding the PR the reader is referred to Kummerow et al. (1998).

Since the TRMM PR operates at an attenuating frequency, a correction for this attenuation must be made. A radar algorithm that corrects for attenuation was first described by Hitschfeld and Bordan (1954). This method uses a forward-recursion technique that assumes no attenuation at the first range gate. A \(Z - k\) relationship is then used to calculate the attenuation that occurs in this range gate, correct for it in the following range gate, and so on. However, this method is numerically unstable because small changes in the \(Z - k\) relationship can lead to large changes in PIA at far range gates. An example, illustrated in Figure 2.3 shows why this is the case. If the estimated attenuation is too large, then corrected reflectivities will be overestimated. These overestimated reflectivities will produce an even larger attenuation correction in further range gates, which will result in even larger reflectivities and attenuation estimates which can quickly increase exponentially to unphysical values.

The attenuation at the TRMM radar frequency is a potential source of error, if not accurately corrected, but also an additional source of information. Equation 2.6 includes an attenuation term that can be used to define the PIA in dB:

\[
\text{PIA} = -10\log_{10} \left( \frac{Z_m(r)}{Z_e(r)} \right) = -10\log_{10}(e^{-0.2\ln(10) \int_0^r k(s) ds}.
\]

(2.7)

If a reflector of known effective radar cross section is placed at the end of the path, then the ap-

---

\(^1\) Most commonly, by using one wavelength for which attenuation is negligible, e.g., Eccles and Mueller (1971).

\(^2\) The nadir view of raindrops is symmetric, thus no information about drop size is contained in the differential reflectivity but some information about phase is still contained in \(L_{DR}\). Nevertheless, this capability was eliminated for budget reasons.
Figure 2.3: An example attenuation-correcting radar profiling algorithm. The true effective reflectivity (solid) is attenuated to the measured signal (dotted). An attenuation correction is applied assuming a $Z - k$ relationship that is half (blue), twice (green), and four times (red) the nominal value.

parent decrease in this cross section from its known value is equal to the PIA. Fortuitously, a downward-looking radar has exactly such a reference cross section in the earth’s surface itself. This fact was recognized by Meneghini et al. (1983) and forms the fundamental basis for the TRMM operational radar algorithm, known as product 2A25 (Table 3.4).

This so-called surface reference technique (Meneghini et al., 2000, SRT) can be used to determine
the attenuation-corrected reflectivity at the range gate nearest to the surface. Then, a backwards recursion algorithm is used to correct reflectivities towards the radar. The $Z - k$ relationships can then be adjusted such that the calculated and measured reflectivity at the range gate nearest to the radar match. This method contains two complications: it requires a vertical profile of $Z - k$ relationships, and is subject to noise in the SRT PIA estimate. The operational 2A25 algorithm (Figure 2.4) is largely designed to address these two issues.

The vertical profile model in the 2A25 algorithm contains five nodes at which $Z - R$ and $Z - k$ relationships are specified: echo top, top of melting layer, middle of melting layer, bottom of melting layer, and bottom of rain layer (Iguchi et al., 2000). The coefficients of these relationships are interpolated in-between nodes. At each node, a hydrometeor model is used to relate the $Z - R$ and $Z - k$ coefficients to a single parameter $\epsilon$, which is a proxy for the DSD (Kozu et al., 2009). The value of $\epsilon$ which matches the SRT PIA is designated $\epsilon_0$.

Even though $\epsilon_0$ results in a PIA that is consistent with the SRT, it may not necessarily represent the true reflectivity and rain rate profile. This is because the PIA estimate itself is subject to noise. In practice, the SRT PIA is calculated using either a spatial reference or temporal reference. The spatial
reference is a running mean and standard deviation of surface cross section in profiles without a rain echo for each of the 49 angle bins that PR samples. The temporal reference is a database of the mean and standard deviation for each angle bin for each 1°x1° grid box. The estimate with the lower standard deviation (typically 1.7 dB) is used as the SRT PIA. Figure 2.5 illustrates the distribution of SRT PIA as a function of the highest measured reflectivity in the profile. Note that, due to the noise in the SRT database, many weak-reflectivity profiles have a negative PIA, which is unphysical. To account for this possibility, the 2A25 algorithm weights the final solution as a combination of that given by $\epsilon_0$ and that given by the default relationships ($\epsilon = 1$). This weighting is described by Iguchi et al. (2000) and generally favors the default solution unless the PIA exceeds approximately 4 dB.

In summary, radar algorithms have historically sought to produce exact solutions using relationships between the radar reflectivity and rain rate that correspond to an assumed DSD. When additional information is available, either in the form of polarimetric parameters, reflectivities at multiple frequencies, or in the case of the TRMM PR, independent estimates of attenuation, the rain rate can be better constrained.

### 2.2 Radiometer Algorithms

The earliest attempts to measure rainfall over oceans with a satellite-based microwave radiometer were performed by Allison et al. (1974) using the electrically scanning microwave radiometer (ESMR) on board the Nimbus 5 satellite. This radiometer had a single, horizontally-polarized channel at 19.35 GHz. With only a single channel, a relationship between brightness temperature and rain rate was derived, ignoring possible variations in the sea surface temperature or emissivity. Despite these limitations, the microwave data proved to uniquely identify the areas of heaviest rain that were not distinguished in other forms of satellite imagery. Further refinements to this technique were made by Wilheit et al. (1977), but it was not until multi-frequency, multi-polarization measurements were available with the Scanning Multichannel Microwave Radiometer (Gloersen and Hardis, 1978, SMMR) and the Special Sensor Microwave/Imager (Hollinger et al., 1990, SSM/I) that more sophisticated algorithms could be developed.

With additional channels, the precipitation signal could be better isolated from the surface emis-
Figure 2.5: Contour plot of the distribution of SRT PIA as a function of maximum measured reflectivity during the month of January 2001. Mean values of PIA at 1-dBZ intervals are plotted in red.

Additionally, the presence of higher-frequency channels allowed use of the ice scattering signal as well as the lower-frequency emission. Early algorithms (e.g., Spencer (1986), Prabhakara et al. (1986), Hinton et al. (1992)) began to take advantage of radiative transfer models (e.g., Huang and Liou (1983), Wu and Weinman (1984), Kummerow and Weinman (1988)) and idealized cloud profiles to create empirical relationships between $T_{b,s}$ and the surface rainfall rate.

At this time two problems became apparent. As with radar, there was not a unique relationship be-
tween the measurement (in this case, a set of $T_b$s) and the rainfall rate, due to differences in the rain DSD (McKague et al., 1998), water vapor and cloud liquid water content (Berg et al., 2006), and precipitation ice (Bennartz and Petty, 2001), among other factors (Figure 2.6). Additionally, the low spatial resolution (approximately 30km) of many of the rain-sensitive channels resulted in the necessity of assumptions regarding the nonuniformity of rain within a single radiometer field-of-view (FOV) (Wilheit, 1986). Partly stemming from these issues, there was a divergence of algorithms into those that attempted to measure instantaneous rain rates (e.g., Mugnai et al. (1993), Kummerow and Giglio (1994) and Smith et al. (1994)), and those that used regional probability density functions (pdfs) of $T_b$s to calculate long-term mean rain rates (Wilheit et al. (1991), Chang et al. (1999)).

A key improvement in the Kummerow and Giglio (1994) algorithm, which came to be known as the Goddard Profiling Algorithm (GPROF), was the replacement of idealized cloud layers with a database of cloud profiles from cloud-resolving model simulations (Kummerow et al. (1996), Kummerow et al. (2001)). Since these databases provided a sample distribution of more realistic cloud profiles, Bayes’ theorem could be invoked to obtain the most probable rain rate from a set of brightness temperatures:

$$P(R|T_b) = P(R) \times P(T_b|R).$$  

(2.8)

Thus, each profile in the database is assigned a weight based upon how well it matched the observed $T_b$s and the retrieval result is a weighted average of these profiles.

Due to the difficulties in obtaining representative samples over large oceanic regions in which the physical retrieval algorithms operate, relatively few validation studies have been performed. Bowman (2005) compared TMI (GPROF) and PR (2A25) retrievals to rain gauge measurements from buoys in the Tropical Pacific Ocean and found that the bias of TMI in this region was only 3% lower than the gauges. Wolff et al. (2005) and Wolff and Fisher (2008) compared the TRMM satellite products to ground validation sites (gauge-tuned radar estimates) and found slightly larger errors, generally between 5% and 10%, which systematically varied at different sites. Potential error sources were examined by L’Ecuyer and Stephens (2002b) and Kummerow et al. (2006), who found that database correctness and representativeness were both potential problems. The correctness problem is a result of the fact that multiple distinct profiles may all produce the same set of $T_b$s. Thus, the distribution of profiles in
Figure 2.6: Brightness Temperature versus Rain Rate from PR profiles near Kwajalein over a 6-month period. Brightness temperatures were calculated at the PR resolution, so these data do not account for partial beam-filling effects at the larger TMI FOVs.
the database must match the distribution in nature, PR results will be biased. In order to remedy these problems, the most recent version of GPROF (GPROF2008; Figure 2.7) uses a database of profiles that come from the TRMM PR (Kummerow et al., 2010). However, many of the PR profiles did not reproduce the observed $T_b$s. A conservative adjustment strategy was adopted that grouped profiles by SST and TPW, then added or removed cloud water and drizzle in nonraining pixels so that each TPW/SST bin was unbiased at 19 GHz. Errors in individual modeled and observed $T_b$s could still be quite large for individual profiles under this strategy.

## 2.3 Combined Algorithms

Although the theory for multi-measurement retrievals has been reasonably well established (Rodgers, 2000), a problem posed by the multi-instrument data provided by TRMM and other platforms such as the A-Train (Stephens et al., 2002) lies in the greatly differing resolutions and mismatched instrument fields-of-view (FOVs), especially where the FOVs are significantly larger than the scale of the features being retrieved. With the launch of TRMM in 1997, new retrieval schemes were developed to combine measurements from the TMI and PR to retrieve hydrometeor profiles consistent with both sets of

![Figure 2.7: Schematic Diagram of the GPROF radiometer rainfall retrieval algorithm.](image)
measurements.

The initial operational combined algorithm for TRMM (Haddad et al., 1997) sought only to adjust the PIA via empirical relation to the extinction measured in the 10 GHz channel. In this algorithm, each PR pixel was sensitive to the 4 nearest TMI 10 GHz FOVs and a Bayesian approach was used to adjust the radar-derived rain profiles in the intersection of these 4 footprints to match the observed brightness temperatures. Since then, algorithms have been develop to utilize information from all TMI channels to enhance the PR retrieval and to generate databases to be used in passive-only retrievals. Grecu et al. (2004) and Masunaga and Kummerow (2005) independently developed methodologies to match PR observations to a database of hydrometeor profiles generated from CRMs. Brightness temperatures are then simulated from these profiles and convolved to the TMI channel FOVs. In both of these algorithms, an adjustment is made to the DSD in the hydrometeor profile to simultaneously match the TMI-observed brightness temperatures; however, the methodologies differ in how these adjustments are made.

Masunaga and Kummerow (2005) developed a technique primarily intended to adjust the CRM databases of raining profiles and associated brightness temperatures to be used in passive-only retrievals. Initial profiles were selected based upon similarities in the observed and CRM reflectivity profiles, and $T_b$s were computed from the modeled profiles at the PR resolution. The modeled $T_b$s were then convolved to the TMI resolution, and compared to observed $T_b$s that were interpolated at each pixel. Thus, the adjustment made to the DSD to account for the difference in observed and modeled brightness temperature is done independently for each PR pixel. A shortcoming of this method is the implicit assumption that each PR pixel within a given TMI FOV is equally responsible for the difference in observed and modeled brightness temperature. This assumption may not be valid for scenes with a significant variability in rainfall physics within an FOV.

Grecu et al. (2004) formulated a retrieval that modified a parameter of the DSD in the hydrometeor profiles. The initial profiles were derived by matching reflectivities to a CRM database, similar to Masunaga and Kummerow (2005). Unlike their retrieval, however, Grecu et al. (2004) perform the retrieval on multiple TMI FOVs and PR profiles simultaneously due to the overlapping nature of the TMI FOVs. Their retrieval minimized a cost function consisting of three terms: the difference between observed and modeled values of an index related to brightness temperature, the deviation of the modified DSD par-
ameter from its spatial average, and difference between the radar-estimated and modeled path-integrated attenuation (PIA). All of the terms in the cost function are weighted by covariances which represent the expected deviation between observed and modeled values, and mostly represent uncertainties in non-retrieved parameters that nevertheless are necessary to perform the radiative transfer calculations. The authors noted that the values of covariances were somewhat uncertain, and performed an analysis showing that the retrieval was rather sensitive to their magnitudes. Thus a more precise estimate of these errors, or a formulation that is less sensitive to their relative magnitudes, is desirable for increased confidence in the retrieved precipitation estimates.

The primary differences in these algorithms (common features are illustrated in Figure 2.8) are how the radar reflectivity is used to generate a hydrometeor profile (either via a profiling algorithm or Bayesian matching), and how the TMI radiances are incorporated, including channel selection and downscaling of the low-resolution TMI FOVs to the relatively high-resolution PR footprint. All of the methods described above assume that the DSD is the source of differences between observed and modeled $T_{b,8}$.
but this need not be the case as Tb,s are also sensitive to the ice particle size distribution (PSD), surface emissivity, cloud water profile, and water vapor profile.
Chapter 3

ALGORITHM DESCRIPTION

A brief outline of the relevant aspects of optimal estimation theory is given in this chapter, followed by a detailed description of the radar profiling algorithm. The incorporation of this algorithm into the larger framework of the combined retrieval is then described. This chapter closes with an analysis of the information added to the radar-based retrieval by the TMI observations and details of the implementation for retrieving full TRMM orbits.

3.1 Optimal Estimation Theory

Optimal estimation (OE) is an inversion method that has been devised for retrieving a set of parameters \( x \), which represent the true state of the system being observed, from a set of measurements \( y \) that are related through a forward model, \( y = f(x) \). This methodology was originally applied towards temperature and humidity soundings, however, it has recently been applied to radar (L’Ecuyer and Stephens, 2002a) and lidar (Mitrescu and Stephens, 2002) retrievals. This methodology is described in detail by Rodgers (2000); a brief summary is presented here. Optimal estimation seeks to find the set of parameters \( \hat{x} \) that minimizes the cost function

\[
\Phi = (y - f(\hat{x}))^T S_y^{-1} (y - f(\hat{x})) + (\hat{x} - x_a)^T S_a^{-1} (\hat{x} - x_a),
\]

(3.1)

where \( S_y \) is the measurement covariance matrix. This cost function differs slightly from that of Grecu et al. (2004) in the inclusion of \( x_a \), the \textit{a priori} parameter set, and its covariance matrix \( S_a \). Without \( x_a \), the solution only minimizes the variance in the observations, and can be underconstrained. The \textit{a priori} parameter set represents the expected value of the retrieved parameters absent any information from the measurement and prevents extreme, unphysical values from being retrieved. Thus, the two
terms in the cost function represent the weighted differences between the measurements and retrieved parameters from their forward-modeled and expected values, respectively. The relative weighting of these two terms that can substantially influence the location of the minimum cost, thus we describe the covariance matrices in more detail in section 3.3. The diagonal elements in these matrices contain the variances of the elements of $x_a$ and $y$. The off-diagonal elements represent the covariances between different measurements or the retrieval parameters. Non-zero values reduce the cost function if structures in the measurement or retrieval fields resemble those implied by the covariance matrices.

The solution that minimizes the cost function can be calculated iteratively if the forward model is moderately nonlinear, as is the case for radiative transfer. In each iteration, the forward model is linearized by calculating the Jacobian $K$, where $K_{ij} = \frac{\partial y_i}{\partial x_j}$. Then, Newton’s method can be used to arrive at a solution once a convergence condition is satisfied. The iterative step is defined as:

$$\hat{x}_{n+1} = \hat{x}_n + [(S_a^{-1} + K_n^T S_y^{-1} K_n)^{-1}] [S_a^{-1}(x_a - \hat{x}_n) + K_n^T S_y^{-1} (y - F(\hat{x}_n))].$$

The convergence criterion is usually defined in terms of the closeness of subsequent iterations. One such criterion is that the standardized change in $\hat{x}$ from one iteration to the next is much less than (in practice, 10% of) the number of retrieved parameters $N$:

$$\langle (\hat{x}_{n+1} - \hat{x})^T (S_a^{-1} + K_n^T S_y^{-1} K_n)^{-1} (\hat{x}_{n+1} - \hat{x}) \rangle < < N.$$  (3.3)

The OE methodology also provides useful retrieval diagnostics. The confidence in the retrieved scene can be estimated by calculating the actual value of the cost function (3.1), sometimes referred to as $\chi^2$ because of the statistical distribution it should resemble over a large number of retrievals. The value of $\chi^2$ should not significantly exceed the number of measurements plus the number of retrieved parameters, and a value much larger than this sum indicates either a poor forward model (or non-retrieved parameters) that is unable to match all the measurements within their respective uncertainties, or significant departure from the a priori state. An uncertainty value for each retrieved parameter can also be derived from the a posteriori pdf which is derived from $S_y$, $S_y$, and the linearized forward model $K$:

$$S_x = (K^T S_y K + S_a^{-1})^{-1},$$

Finally, the information content of the measurements can be diagnosed by substituting the linearized forward model into the linear solution (not shown) so that it is of the form $\hat{x} = Ax + (I - A)x_a$. 24
where

\[ A = S_x K^T S_y^{-1} K. \]  \hspace{1cm} (3.5)

The diagonal elements of \( A \) indicate the influence of the \textit{a priori} and measurements on the retrieved state. As the A-matrix values approach 1, the retrieved value is increasingly influenced by the measurements over the \textit{a priori} value.

### 3.2 Radar Profiling Algorithm

An attenuation-correcting radar algorithm was described by Hitschfield and Bordan (1954) using internally consistent relationships between reflectivity \( Z \), hydrometeor content \( W \), and attenuation \( k \) to retrieve hydrometeor profiles. This method is numerically unstable, that is, small changes in the \( Z - k \) relationship can lead to large differences in the surface rain rate as errors in attenuation estimates amplify towards the surface. However, independent measurements of path-integrated attenuation (PIA) provided by the surface reference technique (SRT; Meneghini et al. (2000)) can provide a constraint on the \( Z - k \) relationship or the DSD model used to derive it.

It is worth noting that potential sources of error exist in the PR noise/calibration and attenuation by gases. PR fading noise and calibration errors are small (0.7 dB and within 0.5 dB, respectively) and unbiased (Akihiro et al., 2004), so they are not expected to be a leading source of error in the combined retrieval. Attenuation by gases (\( \text{H}_2 \text{O} \) and \( \text{O}_2 \)) is not a significant source of error even compared to the radar calibration given that the total gaseous attenuation near the surface is around 0.3 dB and its variability is an order of magnitude less. Another potential source of error is the detection threshold of PR, approximately 17 dBZ. The 2A25 algorithm can afford to ignore this problem, since rain of this reflectivity has negligible attenuation, but it may nevertheless contribute to a substantial fraction of the total LWP and thus is important for modelling microwave \( T_{b,s} \) (e.g., Berg et al. (2010)). Thus, in profiles with sporadic gaps between near-threshold echoes, it is assumed that precipitation exists but was not detected by PR. Our algorithm fills these gaps by adding reflectivity of the lowest value observed in that profile. This has a modest effect on computed \( T_{b,s} \), with an increase of up to 5K in the horizontally-polarized 37 GHz channel.

The vertical model of the precipitating cloud requires a description of hydrometeor phase, size
distribution, ice density and morphology (Bennartz and Petty, 2001), and melting layer structure (Olson et al., 2001) at each range gate in order to properly simulate radar reflectivity and upwelling microwave radiances. Due to the computational cost of retrieving multiple variables in each profile, our radar profiling algorithm is designed to capture the natural variability of these properties in as few parameters as possible.

As in many other rain profiling algorithms (e.g., TRMM 2A25 (Iguchi et al., 2000), Grecu and Anagnostou (2002)), a gamma distribution is assumed to describe the rain DSD: 

\[ N(D) = N_0 D^\mu e^{-\Lambda D}, \]

with an intercept parameter \(N_0\), shape parameter \(\mu\), and slope parameter \(\Lambda\). In this model, the median volume diameter \(D_0\) can be expressed as

\[ D_0 = \frac{3.67 + \mu}{\Lambda}, \quad (3.6) \]

following Ulbrich (1983). This relationship formulates a power law relating \(D_0\) and \(Z\):

\[ D_0 = (3.67 + \mu) \left[ N_0 \Gamma(7 + \mu) \right]^{-\frac{1}{\mu}} Z. \quad (3.7) \]

The constants can be grouped together to form a more simple power law \(D_0 = aZ^b\), where \(a\) represents the \(Z\)-normalized \(D_0\) and is dependent on \(N_0\) and \(\mu\) whereas \(b\) only depends on \(\mu\). It should be noted that these relationships are only strictly valid if \(Z\) represents the 6th moment, i.e., Rayleigh reflectivity, which is not true for large raindrops (> 1 mm diameter) at the PR frequency. However, the error introduced by this approximation does not significantly affect the shape of the relationship, so no systematic error is introduced so long as \(N_0\) and \(D_0\) are derived from PR reflectivity values using Mie theory to calculate \(Z\). In order to simplify the retrieval, the coefficients \(a\) and \(b\) are fixed by rain type (Table 3.2) and, along with the assumption \(\mu = 3\), are chosen to approximate the 2A25 default \(Z - R\) relationships.

To adjust the \(Z - D_0\) relationship (e.g., in order to match the SRT PIA), we define a multiplicative factor \(\epsilon_{DSD}\), so that \(D_0 = \epsilon_{DSD} a Z^b\). This type of DSD adjustment is mathematically similar to the \(\delta N_0^*\) adjustment employed by Grecu and Anagnostou (2002) in their profiling algorithm, and the \(\alpha\)-adjustment employed by 2A25 (Iguchi et al., 2000). Although this procedure does not allow the \(Z - D_0\) relationship to vary with height, analysis of profiler-derived DSDs (Williams, 2008, Appendix A) suggests that this is a reasonable assumption.
The ice phase is treated similarly. An exponential size distribution \( i.e., \mu = 0 \) is assumed for both snow and graupel above the melting layer, which is consistent with available aircraft measurements (\( e.g., (\text{Houze et al.}, 1979), (\text{Stith et al.}, 2002) \)). The following size-density relationships for snow \( (\rho_s) \) and graupel \( (\rho_g) \), based on \text{Heymsfield et al.} (2004) are assumed:

\[
\rho_s = 128D^{-0.95},
\]

\[
\rho_g = 96D^{-0.95},
\]

where \( D \) is in mm and density in kg m\(^{-3}\) and not allowed to exceed the density of pure ice. The snow-graupel partitioning is assumed to be a function of temperature and rain type (figure 3.1) and derived from the database of CRM simulations used in radiometer-only retrievals (\text{Kummerow et al.}, 2001). Improving the microphysics schemes in these simulations is an active area of research (\( e.g., \text{Li et al.} (2008) \)) and part of planned pre-launch GPM ground validation.

As with rain, a \( Z - D_0 \) power law \( (D_0 = aZ^b, \text{where } D_0 \text{ represents the mass-weighted average diameter of snow and graupel}) \) is used to derive the ice particle size distribution (PSD) from the corrected reflectivity. From this PSD, the attenuation and scattering properties at all TMI frequencies can be calculated. In this study, the equivalent-mass sphere approach has been used to calculate the scattering properties of snow and graupel. This assumption can lead to significant errors in the scattering and extinction parameters for a given ice water content (\text{Petty and Huang}, 2010), on the order of the difference between an all-snow and all-graupel column of the same reflectivity. Despite these numerous sources of error, there is minimal impact on the retrieved rainfall because attenuation at radar and lower TMI frequencies is insignificant \(< 0.01 \text{ dB km}^{-1} \text{ for } 1 \text{ g m}^{-3} \text{ at } 13.8 \text{ GHz} \). The parameters of the \( Z - D_0 \) relationships for rain, snow and graupel are given in Table 3.2 and are consistent with the Z-IWC relationships reported by \text{Black} (1990). Like the rain DSD, these can be adjusted by a multiplicative factor, which we define as \( \epsilon_{\text{ICE}} \). This has the effect of increasing or decreasing the ice water path, \( e.g., \) to match the scattering signature at 85 GHz.

Our melting layer model is based on the finding of \text{Zawadzki et al.} (2005) that the strength of the reflectivity peak is strongly related to the density of the melting ice particles. Our treatment begins
by finding the peak corrected (2A25) reflectivity ($Z_{\text{peak}}$) within 0.5 km of the horizontally-interpolated bright band height, provided by the standard TRMM 2A23 product. The bright band strength is given by the difference between $Z_{\text{peak}}$ and the lowest 2A25 reflectivity within 1km below $Z_{\text{peak}}$ and is used to determine the initial snow density at the top of the melting layer. For a given density, there is a relationship between melt fraction and $Z_{\text{peak}}-Z$ (figure 3.2) which is used to determine the dielectric constant and fall velocity ratio at levels up to 0.5 km above and 1 km below $Z_{\text{peak}}$. With this additional information, the PSD is derived using the same $\mu$ and $Z-D_0$ relationship as the rain, ensuring continuity between the melting and rain layers.
Figure 3.2: Profiles of the 13.8 GHz extinction coefficient and reflectivity for a sample distribution of melting particles. Density decreases going from black to red; values are 50, 67, 100, 150, 200, 267, 400, 567, and 800 kg m$^{-3}$.

Although this model does not account for coalescence and breakup, these processes lead to errors of only 1 dB (Fabry and Zawadzki, 1995), only slightly more than the noise in the radar itself. This approach has the advantage of mass consistency from top to bottom of the layer, which is an improvement over static $Z - R$ and $Z - k$ relationships in the melting layer which are not valid at all densities. Furthermore, there is no need for explicitly separate convective and stratiform melting layer models since a weak $Z_{\text{peak}}$ implies high particle density, i.e., graupel, whereas a stronger value is associated with lower-density snow.

Cloud water has a small, but non-negligible contribution to attenuation at the PR frequency, and a stronger contribution to $T_b$s, especially at higher frequencies and in lighter rain. Like the snow/graupel partitioning, default cloud water profiles are derived from the CRM database (figure 3.1) for each rain type. Since the cloud liquid water path (cLWP) makes an important contribution to microwave $T_b$s, particularly in light rain, we define a third adjustable parameter, $\epsilon_{\text{CLW}}$, which is used to multiply the
default cLWP equally at all levels in the combined retrieval algorithm.

In summary, the profiling algorithm converts the observed reflectivity profile into a profile of hydrometeor PSDs with three adjustable parameters: $\epsilon_{DSD}$, $\epsilon_{ICE}$, and $\epsilon_{CLW}$ (Table 3.1). From top down, an attenuation correction is made at each range gate, the PSD is derived from the corrected reflectivity and $\epsilon$ values, and the process is repeated to the lowest clutter-free bin, below which the same DSD is extrapolated to the surface. This process is similar to 2A25, although there are differences in details of the ice, mixed phase, and cloud water models.

Perhaps the most important difference is in incorporation of the SRT PIA. Since the standard deviation of the SRT can be greater than the PIA estimate itself in light and even moderate rain, the profiling algorithm needs to account for this to prevent unphysical profiles from being retrieved. The 2A25 algorithm uses a combination of the default and SRT solution that gives higher weight to the SRT PIA in heavy rain, where the SRT is most reliable. With the OE methodology, the default and SRT solution can be weighted with knowledge of the variance of the SRT, which is known, and the variance of $\epsilon_{DSD}$, which has not been defined. When our profiling algorithm is used without radiometer input, we desire that the global rainfall estimates be unbiased relative to 2A25 to serve as both a standard reference to compare the radiometer-adjusted estimates and to indirectly utilize the data against which 2A25 itself has been validated. In this simple case, $x$ consists of $\epsilon_{DSD}$ and $y$ is the SRT PIA, with the profiling

Table 3.1: Summary of retrieval parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{DSD}$</td>
<td>Median raindrop size ($D_0$) divided by $aZ^b$</td>
</tr>
<tr>
<td>$\epsilon_{ICE}$</td>
<td>Median ice particle size divided by $aZ^b$</td>
</tr>
<tr>
<td>$\epsilon_{CLW}$</td>
<td>Multiplicative factor for default cloud water profile</td>
</tr>
</tbody>
</table>

Table 3.2: Default PSD parameters by 2A23 rain type.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Convective/Other</th>
<th>Stratiform</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{rain}$</td>
<td>0.4778</td>
<td>0.5973</td>
</tr>
<tr>
<td>$b_{rain}$</td>
<td>0.1210</td>
<td>0.1073</td>
</tr>
<tr>
<td>$a_{snow}$</td>
<td>1.85</td>
<td>1.85</td>
</tr>
<tr>
<td>$a_{graupel}$</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>$b_{snow}$</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>$b_{graupel}$</td>
<td>0.16</td>
<td>0.16</td>
</tr>
</tbody>
</table>
Figure 3.3: Rain CDFs over global ocean for January 2000 using different constraints on the default DSD.

algorithm serving as the forward model to calculate the PIA from the measured Z profile (ε_{ICE} and ε_{CLW} are not considered in the radar-only retrieval due to their minimal impact upon the PIA). The only free parameter in this retrieval is the uncertainty in ε_{DSD}. An analysis of profiler- (Williams, 2008) and polarimetric radar-derived (Matrosov et al., 2002) DSDs suggests a Z-normalized D_{0} standard deviation of approximately 35%. One month of global retrievals over ocean provides a best match to 2A25 when 25% variance is assumed. Different variance levels in figure 3.3 illustrate the tradeoff between matching the observations (SRT PIA) versus the constraint of the default DSD. When the constraint on the DSD is strong, it is difficult to adjust rain rates away from the default value, which tends to produce less rain than the standard 2A25 solution.

3.3 Combined Retrieval Framework

This section describes the use of the radar profiling algorithm within the optimal estimation framework along with the other components that are necessary to retrieve precipitation parameters from a combination of radar profiles and microwave radiances. The flow of the overall retrieval is illustrated in figure 3.4. The parameters ε_{DSD}, ε_{ICE}, and ε_{CLW} required by the radar profiling algorithm form the
retrieval vector \( x \). In addition, there is another set of parameters that do not affect the radar solution but are necessary to model the \( T_b \)s. These parameters include SST and surface wind speed, which are necessary for emissivity calculations. A further complication introduced by the relatively large\(^1\) TMI FOVs is that many cover a mixture of raining and non-raining PR pixels (an example is shown in Figure 3.5). In these pixels, the surface emission, cloud liquid water path (cLWP), total precipitable water (TPW), and height of the freezing level need to be known for these pixels in order accurately model the microwave \( T_b \)s. These parameters are obtained either through ancillary sources or direct retrievals from the TRMM data.

SSTs are derived from a multi-day optimal interpolation (Reynolds and Smith, 1994) of TMI-based SST retrievals (Gentemann et al., 2004). The SST data are gridded at 0.25° resolution, so a bilinear interpolation is used at each pixel. The freezing level at all PR pixels within 300 km of a reliable bright band height is interpolated using an inverse distance scheme with smoothing from the top of the

---

\(^1\) compared to the PR footprint
Figure 3.5: An example illustrating that TMI FOVs can contain a mixture of cloud-free sky, nonraining clouds, and raining clouds. Ellipses indicating the size of the 10, 19, 37, and 85 GHz FOVs are colored black, cyan, green, and red, respectively.

The surface wind, TPW and cLWP are retrieved independently at each TMI FOV using the method of Elsaesser and Kummerow (2008) and interpolated to the non-raining PR pixels. This retrieval is considered valid where the $\chi^2$ error statistic is less than 18, which is indicative of a homogeneous wind, TPW, and cloud water field with no precipitation, and the retrieved wind and TPW field is interpolated into the $\chi^2 > 18$ region which often includes precipitation detected by PR. The temperature profile is calculated assuming a constant lapse rate that is calculated from the freezing height and SST (with a maximum of 7K km$^{-1}$), and a scale height of 2.3 km is assumed for water vapor. In pixels with a radar echo, wind is interpolated as in the rain-free pixels, but the water vapor values are adjusted to 95% RH.
Table 3.3: Observations and retrieval parameters (all at PR pixel scale) used in each OE module.

<table>
<thead>
<tr>
<th>OE Module</th>
<th>TMI Obs</th>
<th>PR Obs</th>
<th>Retrieved Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud/Drizzle</td>
<td>19,37,85 GHz, &lt; 10% rain coverage</td>
<td>none</td>
<td>cloud+drizzle LWP</td>
</tr>
<tr>
<td>Ice</td>
<td>85 GHz, &gt; 50% rain coverage dBZ</td>
<td>dBZ</td>
<td>$\epsilon_{\text{ICE}}$</td>
</tr>
<tr>
<td>Rain DSD/Cloud Water</td>
<td>10,19,37 GHz, &gt; 50% rain coverage dBZ, PIA</td>
<td>dBZ, PIA</td>
<td>$\epsilon_{\text{DSD}}, \epsilon_{\text{CLW}}$</td>
</tr>
</tbody>
</table>

in range gates with an echo.

Since many of the TMI FOVs are only partially filled with raining PR pixels, it is necessary to have an accurate representation of the non-raining parameters outside the raining pixels. The chief cause of poor non-raining retrievals, aside from rain, is sub-FOV inhomogeneity of the cloud water field (Rapp et al., 2009) as well as contributions from drizzle, which has larger drops that create a different $T_b$ signature than cloud water, but are too small to be detected by PR. Thus, we retrieve the cloud+drizzle LWP for all non-raining PR pixels that were within 30 km (approximately the size of a 19 GHz FOV) of any TMI non-raining retrieval that did not meet the $\chi^2$ test or are adjacent to a PR pixel with rain. Cloud is assumed to transition to drizzle once a LWP of 150 g m$^{-2}$ is reached; this is based on a median value inferred from CloudSat and MODIS observations by Kubar et al. (2009), and has a slight effect on the modeled $T_b$s at a given total LWP. In order to maintain continuity among raining and non-raining pixels, the retrieved cloud LWP is interpolated into the raining pixels if it exceeds the value given by the default rain water-cloud water relationships. We show in section 4.1 that this procedure improves the correlation of the retrieved cloud water field from the initial non-raining retrieval relative to VIRS retrievals.

The next two routines retrieve the parameters used by the profiling algorithm. Since modifying the ice PSD affects primarily the 85 GHz channels, where the emission signal is saturated even in light rain and therefore insensitive to cloud water/rain DSD modifications, this process is separated from the rain DSD and cloud water retrieval for computational efficiency. Rain and cloud water, on the other hand, must be retrieved simultaneously due to their similar, but not identical, contributions to upwelling microwave radiation at the TMI frequencies. The input observations and retrieved variables (all at PR pixel scale) are listed in table 3.3 for each retrieval.

In each retrieval routine, the $a$ priori covariance matrix $S_a$ must be carefully constructed so that
the algorithm can reproduce the variability observed in nature, but not produce unphysical profiles. The variance of $\epsilon_{\text{DSD}}$ has already been established via matching to 2A25 and observations, but the covariance also needs to be defined, because the observational datasets (Matrosov et al. (2002), Williams (2008)) used to determine the variance of $\epsilon_{\text{DSD}}$ also show spatial/temporal autocorrelation structure of the form

$$S_a(i, j) = S_{a0} e^{-\Delta Z/Z_0 - \Delta L/L_0},$$

(3.10)

where $S_{a0}$ is the variance of $\epsilon_{\text{DSD}}$, $\Delta Z$ is the reflectivity difference (in dBZ), $Z_0$ is the reflectivity scale, $\Delta L$ is the distance between pixels $i$ and $j$ (in km), and $L_0$ is the length scale. Based on the aforementioned datasets (a more detailed analysis is presented in Appendix A), a length scale of 10 km and reflectivity scale of 3 dBZ is used for $\epsilon_{\text{DSD}}$, and, lacking sufficient observations for independent determinations, also assumed for $\epsilon_{\text{ICE}}$ and $\epsilon_{\text{CLW}}$. Including these covariances allows for nearby pixels to influence each other if, for example, both have similar reflectivity profiles, but only one has a reliable PIA estimate.

There is less observational evidence for constraining $\epsilon_{\text{ICE}}$ than $\epsilon_{\text{DSD}}$, but a slightly larger value (50%) is sufficient to match nearly all 85 GHz brightness temperatures with reasonable mass continuity within the column. It is likely that some snow/ice may fall below the PR detection threshold and still slightly depress 85 GHz brightness temperatures, which may lead to a low bias in retrievals of $\epsilon_{\text{ICE}}$. This problem is effectively minimized by increasing $S_y$ at 85 GHz, which also reflects the additional uncertainties in modeling the microwave scattering properties of ice particles.

The value chosen to represent the variance of $\epsilon_{\text{CLW}}$ is especially important, because rain water and cloud water produce similar radiometric signatures, making it easy (with respect to minimizing $\chi^2$) to adjust one at the expense of the other. However, if the rain water content is known, then the variance in $\epsilon_{\text{CLW}}$ can be set indirectly. This approach is used in section 4.2.

The observation covariance ($S_y$) matrices contain the measurement and modeling errors. In addition to the previously described PIA uncertainty, $S_y$ represents the expected error in the brightness temperatures. This is considered to come from three sources: error in non-retrieved parameters, instrument noise, and radiative transfer model approximations. The first term is calculated by perturbing the non-retrieved parameters (SST by $\pm 0.7$ K, column water vapor by $\pm 4$ mm, wind by $\pm 1.5$ m s$^{-1}$ follow-
ing Elsaesser and Kummerow (2008)) in each pixel and convolving the perturbations to TMI resolution. Typical values of these errors range from 2-4 K, depending on channel and rain coverage. Instrument noise is much smaller, approximately 0.5 K (Kummerow et al., 1998), and is also added to the error estimate. If the sum of these is less than 3 K, then the variance is increased to 3 K to account for radiative transfer model error (Kummerow, 1993). Higher minimum values of 5 K at 37 GHz, and 20% of the $T_b$ depression from 280 K at 85 GHz, are used to account for errors in ice particle modeling as well.

Some hard limits are also set to prevent the profiling algorithm from retrieving unphysical profiles. A lower limit of either 0.3 or the minimum value necessary to perform the Hitschfield-Bordan adjustment to the surface is set on $\epsilon_{\text{DSD}}$ in reliable PIA pixels, and a lower limit that produces a maximum of 4 dB of attenuation is set in unreliable PIA pixels. This represents the maximum PIA that might be regarded as unreliable by the 2A21 algorithm (Meneghini et al., 2000) over ocean. Meanwhile, the upper limit on $\epsilon_{\text{DSD}}$ is set to 3.0, to prevent unrealistically large raindrops from being retrieved. The limits of $\epsilon_{\text{ICE}}$ are set at 0.2 and 4.0, mainly prevent unphysical mass concentrations. The cloud water limits are set from 1% of the original value to a maximum LWP of 10 kg m$^{-2}$, based upon autoconversion thresholds in a high-aerosol environment (Liu and Daum, 2004).

For computational simplicity and continuity with operational algorithms, a modified plane-parallel Eddington approximation along the TMI slant path is used to calculate the upwelling microwave radiances in this particular study, although the overall framework is constructed so that interchangeability with other radiative transfer schemes is possible. The extinction, bulk scattering, and asymmetry properties of rain, snow, graupel, and melting hydrometeor size distributions are computed using Mie theory and stored in look-up tables. Like the radiative transfer model, these tables can be easily interchanged with others, such as those generated from T-matrix or discrete dipole approximations of the hydrometeors which would more realistically simulate scattering properties at multiple frequencies and are thus particularly needed for GPM.

3.4 Implementation

To be of use to the broader community, this section describes the implementation of the conceptual algorithm outlined previously in this chapter with key computational details. The first stage is a pre-
Table 3.4: TRMM products used in the combined algorithm

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1B11</td>
<td>Calibrated Microwave Brightness Temperatures</td>
</tr>
<tr>
<td>1C21</td>
<td>Measured Reflectivity Profile</td>
</tr>
<tr>
<td>2A21</td>
<td>Surface Cross Section and Estimated PIA</td>
</tr>
<tr>
<td>2A23</td>
<td>Rain Characteristics (type and bright band properties)</td>
</tr>
<tr>
<td>2A25</td>
<td>Rain Profile</td>
</tr>
</tbody>
</table>

This processing routine that reads in the TRMM 1B11, 1C21, 2A21, 2A23, and 2A25 products (Table 3.4). This routine also interpolates the freezing level and SSTs to all PR and TMI pixels, adds sub-threshold echoes as described in section 3.2, and performs the non-raining parameter retrieval. Finally, this routine divides an orbit into segments which is necessary to improve computational time.

The definition of an orbit segment is somewhat arbitrary but needs to be larger than a single 10-GHz FOV, and preferably, contain several such FOVs in order to take advantage of that channel’s sensitivity to heavy rain. Conversely, a segment should not be so large that, when filled with rain, the simultaneous retrieval of two parameters ($\epsilon_{\text{DSD}}$ and $\epsilon_{\text{CLW}}$) results in prohibitive computation time. Using Newton’s method to evaluate the non-linear solution to minimize the cost function (Eq. 3.2) requires a number of computationally intensive steps, which have different scaling relationships with the number of raining pixels $n$.

The calculation of the Jacobian matrix ($K$) requires the substitution of modified perturbed values of $\epsilon_{\text{DSD}}$, $\epsilon_{\text{ICE}}$, and $\epsilon_{\text{CLW}}$ in each PR pixel followed by a convolution to TMI resolution. Several time-reducing steps are taken to minimize the cost of this calculation. First, non-perturbed $T_b$s at PR resolution only need to be computed once and stored in memory. Likewise, the weighting function of each TMI FOV is calculated once for the entire scene and stored in memory. Then, difference between each perturbed PR pixel-level $T_b$ and non-perturbed value is calculated, convolved to TMI resolution, and stored in $K$. The limiting step in this procedure is the radiative transfer module which has been optimized through the use of look-up tables for scattering parameters and reduction of the height resolution from 0.25 km to 1 km above the precipitation. Thus, while the Jacobian takes some time to compute, it scales somewhere between $O(n)$ and $O(n^2)$.
Figure 3.6: Orbit segments covering the central 25 PR pixels overlaid on PR reflectivity for a sample scene. Alternating segments are colored in black and gray, with 19 GHz FOVs (ovals) also shown to give a sense of the geometry of the combined algorithm.

The inversion of the $S_x$ covariance matrix in equation 3.2, meanwhile, takes $O(n^3)$ time steps to compute, and for large scenes becomes the limiting step in the retrieval. As a result of these scaling relationships, a segment size of $49 \times 49$ PR pixels was chosen for comparison with ground validation sites in chapter 4. For the full orbits examined in chapter 5, only the central 25 pixels were analyzed with an along-track dimension of 42 pixels, matching the geometry of the TMI FOVs. An overlap region of 12 pixels is included (Figure 3.6) so that no 19 GHz FOVs are excluded due to insufficient coverage. A post-processing routine takes an average (weighted by information content A-matrix value) of the retrieved parameters in the overlap region as the final result.

Using this implementation, a full orbit takes approximately 40 minutes on a 3 GHz Intel Xeon CPU with 8MB of L2 cache. By running multiple orbits simultaneously on a machine with 4 dual-core CPUs a year of data can be processed in approximately two weeks.
3.5 Sensitivity and Information Content

A particularly interesting outcome of this retrieval is the partitioning of rain and cloud water. This partitioning has always been either an explicit or implicit assumption in the TRMM 2A12 and 2A25 products, thus this retrieval offers additional insight by retrieving it directly. However, it is first useful to evaluate the extent to which these two variables can be determined from the measurements.

We consider three reflectivity profiles which are a composite of stratiform, deep convective, and shallow convective rain types near Kwajalein in 2008 (Figure 3.7). The DSD and cloud water $\epsilon$ parameters were perturbed so as to produce a wide range of rain and cloud LWPs for each reflectivity profile, along with the associated $T_b$s. Given an uncertainty in the observations ($i.e., S_y$), we can then determine their constraint on the physical parameters. For each profile, the difference between the perturbed and default $T_b$s and PIA was normalized by standard deviations of 3 K and 0.7 dB, respectively, and are plotted in Figure 3.8.

The constraint provided by PIA is very poor in these profiles, which is not unexpected as they
Figure 3.8: Contours of the cost function for various constraint for each sample profile. The light dotted line follows the default value of total liquid water path.
are composites of all rainfall, which skews towards light rain (only the deep convective profile barely exceeds 30 dBZ). The constraint provided by the T_b's is much narrower than that provided by the PIA. Although this represents an ideal scenario, i.e., uniform rain within same-size FOVs, there is clearly some additional information present in the microwave radiances. Finally, note that the slope of the region constrained by the T_b's is not parallel to contours of constant total LWP, but instead represents a stronger response to rain water than cloud water, a consequence of the increased extinction efficiency of raindrops relative to a distribution of cloud droplets with the same liquid water content due to Mie effects.

The shape and position of the various constraints in Figure 3.8 indicate that the DSD is strongly constrained by the observations relative to the a priori constraint, while cloud water is not. A more precise measurement of the information content in the observations is to divide the area constrained by S_a by the area constrained by the full pdf defined by observations and S_a. With the assumption of Gaussian statistics, this can be extended to physical parameters by dividing the variance of that physical parameter in the retrieval pdf by the a priori variance. The base-2 logarithm of this ratio can be thought of as the ‘bits’ of information present in the retrieval and is a common information content metric (L’Ecuyer et al., 2006). Using this metric, the information content of the rain LWP, cloud LWP, and IWP retrievals are given for each sample profile in table 3.5. In addition, since the information present in some measurements (e.g., PIA) is strongly dependent on rainfall intensity, we performed this analysis for composite profiles in 5-dBZ bins (Figure 3.9). It is clear that the ability of the observations to resolve rain LWP and IWP increases with increasing rain intensity for all types. However, there is no similar trend for cloud water\(^2\), although for profiles with a higher true ratio of cloud water to rain water, this would not be the case.

A similar exercise is performed to examine the sensitivity of the retrieval to ice water path (IWP) and snow/graupel partitioning. Only the deep convective and stratiform profiles are examined here since no ice is present in the shallow convective profile; however, reflectivities were increased by 10 dBZ for each profile in order to create a significant ice scattering signature. The 85V T_b's are contoured in IWP-graupel fraction space in Figure 3.10, with the lines enclosing the region defined by the default T_b's

---

\(^2\) The values themselves depend upon the definition of S_a, so the fact that they are sometimes negative is meaningless.
Table 3.5: Information content (bits) of various physical parameters in composite profiles.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Deep Convective</th>
<th>Shallow Convective</th>
<th>Stratiform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rain LWP</td>
<td>5.3</td>
<td>3.81</td>
<td>3.81</td>
</tr>
<tr>
<td>Cloud LWP</td>
<td>-2.34</td>
<td>-2.99</td>
<td>-2.95</td>
</tr>
<tr>
<td>IWP</td>
<td>2.32</td>
<td></td>
<td>1.67</td>
</tr>
</tbody>
</table>

± 5 K. The most important feature of these plots is that, while $T_b$ does vary with graupel fraction, a greater range can be achieved by altering the total IWP via $\epsilon_{\text{ICE}}$. In some cases it may be necessary to adjust the graupel fraction to match the coldest observed $T_b$s, although this is not done in the current implementation.
Figure 3.9: Information content for each retrieved variable and rain type (deep convective=solid, shallow convective=dotted, stratiform=dashed) as a function of reflectivity (5-dBZ bins).
Figure 3.10: Contours of the a priori (dashed) and $T_b$ (solid) constraints as a function of graupel fraction and total IWP, overlaid on 85V $T_b$s.
Chapter 4

ALGORITHM VALIDATION

The results of the optimal estimation components of the algorithm are verified in this chapter. First, the cloud/drizzle retrieval over non-raining pixels is compared to coincident VIRS-based cloud LWP retrievals. This is done both to illustrate the method of retrieving a high-resolution field from lower-resolution, overlapping TMI FOVs and to quantify its accuracy against a well-known independent method. Next, the combined retrieval algorithm is applied to TRMM datasets within 150 km of ground radars that are part of the TRMM Ground Validation (GV) network at Melbourne, FL, and Kwajalein, Republic of Marshall Islands (Wolff et al., 2005). These sites were selected because they represent differing precipitation regimes, significant coverage over ocean, and, in addition to the standard 2-km resolution rain map (GV product 2A53), disdrometer measurements and dual-polarimetric rainfall retrievals\(^1\). The dual-pol data from Kwajalein is used to determine the cloud water/rain water partitioning via the uncertainty in \(\varepsilon_{\text{CLW}}\), while Melbourne is used as an independent verification site. Finally, DSD statistics from ground-based disdrometers are compared to the retrievals in both locations.

4.1 Cloud and Drizzle In Non-Raining Pixels

The first retrieval module in the algorithm is used to retrieve the cloud + drizzle LWP outside of the raining pixels. This is done because of the three fields retrieved by the non-raining retrieval, cloud water is most inhomogeneous and most sensitive to partial beam filling effects (Rapp et al., 2009). Because of the size and overlap of the TMI FOVs, it is important to retrieve these fields as accurately as possible so that errors in the non-raining field are a minimal error source in computing the convolved \(T_b\) of an FOV

\(^1\) Kwajalein only
that covers both raining and non-raining PR pixels.

To evaluate the retrieval of cloud water+drizzle in nonraining PR pixels, it is compared to the Elsaesser and Kummerow (2008) microwave retrieval and a VIRS-based retrieval using the method of Nakajima and King (1990) over one day of TRMM orbits. To obtain maximum accuracy of the VIRS retrieval, only rain-free scenes with a solar zenith angle of less than 70° were considered.

The results of the VIRS data were first used to determine the decorrelation length scale of cloud LWP. Values for scenes ranged between 7.9 and 193 km, with most between 10 and 40 km. Since the effect of including this length scale in the a priori covariance matrix is to smooth the field, a value of 10 km that is close to the lower bound yet is enough to effectively smooth the artifacts caused by the space between 85 GHz scan lines is used. The mean ratio of cLWP variance to the mean was 120%. Due to the wide range of this value from scene to scene, however, the retrieval was tested using a priori logarithmic variances representing 50%, 100%, and 300%.

An example scene is illustrated in Figure 4.1. The improvement from the independent-FOV to whole-scene retrieval is clear, even though the same observations are used in each. The bulk statistics confirm and quantify this improvement. Regardless of the assumption regarding a priori variance, the correlation improved from the independent-FOV method (Table 4.1). The best results were obtained with an a priori variance of 100%. The overall bias increases going from the independent FOV to whole-scene method, however, a closer examination of the microwave vs. VIRS cloud LWP pdfs (Figure 4.2) shows why this is the case. Since the overall distribution of the water is skewed towards low values, the positive bias of both TMI-based retrievals dominates here. This bias is barely reduced in the whole-scene method, however, the low bias at higher VIRS LWPs is improved somewhat. Thus, the overall bias increases, although the results of the Nakajima and King (1990) technique become more sensitive to assumptions about the vertical distribution of cloud water at these high LWPs and should not necessarily be considered absolute truth. The inability of the microwave channels to retrieve cloud LWPs much lower than about 0.05 kg m^{-2} may be due to a combination of model biases and sensor calibration (Elsaesser and Kummerow, 2008). Although this error is significant in terms of non-raining cloud water statistics, the effect on the lower-frequency channels which are used to retrieve rain is minimal.

These results highlight the ability of the whole-scene retrieval to eliminate errors from partial
Figure 4.1: Cloud LWP retrievals for a sample scene on 1 Jan 2000. For reference, the visible-wavelength VIRS radiances are also shown.
Table 4.1: Correlation and bias between microwave- and VIRS-based cloud LWP retrievals.

<table>
<thead>
<tr>
<th>Microwave Method</th>
<th>a priori variance</th>
<th>Correlation ($r^2$)</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent FOV</td>
<td>172%</td>
<td>0.468</td>
<td>1.379</td>
</tr>
<tr>
<td>Whole Scene</td>
<td>50%</td>
<td>0.537</td>
<td>1.413</td>
</tr>
<tr>
<td>Whole Scene</td>
<td>100%</td>
<td>0.551</td>
<td>1.410</td>
</tr>
<tr>
<td>Whole Scene</td>
<td>300%</td>
<td>0.504</td>
<td>1.427</td>
</tr>
</tbody>
</table>

Beam filling effects above the PR resolution, albeit at greater computational expense than deconvolution methods. There is still reduced resolution relative to VIRS, owing to its much smaller footprint relative to the 85 GHz channel on TMI and the PR-resolution grid on which the field is retrieved.

4.2 Kwajalein

The Kwajalein Ground Validation site, located on a small atoll in the central Pacific Ocean, is an ideal site to test the combined algorithm because of its oceanic location, where the radiometer has the potential to add the most information to the radar. Although GV rain products are available since 1998, only recently have calibration problems been addressed and dual-polarization capability added (Silberstein et al. (2008), Marks et al. (2009)). With these additional capabilities, a robust dataset of polarimetric rain retrievals has been developed by Wolff (2009; pers. comm.) using the method of Bringi et al. (2004). This dataset is used for two purposes: First, to constrain the free parameters in the retrieval, and second, for direct comparisons with the results of the combined retrieval algorithm.

A free parameter in the combined retrieval is the variance of $\epsilon_{\text{CLW}}$, which determines the cloud water-rain water partitioning. The rain PDFs and CDFs (Figure 4.3) show that a reasonable range of uncertainty in $\epsilon_{\text{CLW}}$ provides estimates that are in line with those of the GV radar, with an optimal uncertainty of 100%. Higher values reduce the cost of changing $\epsilon_{\text{CLW}}$, thus, the rain DSD is modified to a lesser extent; similarly, lower values constrain cloud water more strongly, and the rain DSD is modified more readily. The GV-tuned value results in a 10% increase of rainfall over 2A25, which is in line with the PR-GV bias at Kwajalein reported by Wolff and Fisher (2008). These PDFs also show the general agreement of 2A25 and the PIA-only profiling algorithm, the low rain bias of the default DSD in this region, and general agreement of all methods in heavy rain, where the SRT measurement of PIA is most
To further compare the retrieval results to the GV radar data, profiles of reflectivity and $D_0$ are examined in Figure 4.4. These are grouped by SRT PIA, since profiles where SRT PIA is less than 4 dB are usually considered unreliable and the SRT value is not used to adjust the DSD. The combined retrieval results in a slight low bias in $D_0$ relative to the co-located GV and radar-only retrievals in light rain, but this may be a result of the low bias in reflectivity in these profiles, a possible consequence of the PR detection threshold. In the profiles with reliable PIA, $D_0$ is generally in better agreement with GV, especially relative to the default values. Reflectivity profiles also show better agreement, with the combined algorithm matching GV better than the default DSD and PIA-based methods.

An example case is shown in Figure 4.5. The top panels show a good match of the general reflectivity features despite the degradation of the PR resolution relative to the ground radar. In the lower panels, the $Z$-normalized $D_0$ is shown. The polarimetric radar shows relatively large drops in the
stratiform regions (inferred from the more homogeneous reflectivity field) north and south of the radar. To the east and southeast, there is a line of convection with relatively smaller drops. The combined retrieval captures the contrast between the southern stratiform region and the convection, but does not do as well with the northern stratiform region. There is convection embedded within the northern region which may dominate the radiometric signal, despite being a small fraction of the area. Despite this region having a low bias in $D_0$, the mean rainrate is still less than the GV mean, although it represents a significant improvement from the PIA-only retrieval.
4.3 Melbourne, FL

An independent validation test was performed by comparing retrieval results to those from the standard 2A53 GV radar products over Melbourne, FL for the years 2006-2008. The mean rain rates from each retrieval are plotted in Figure 4.6. It is apparent that there is much month-to-month and year-to-year variability as to which retrieval method best matches the co-located GV totals. The GV \( Z - R \) relationship is based on monthly gauge accumulations, whereas there are only 10-20 overpass events each month, with just a few of these dominating the total rainfall. Thus, the average rain DSD that determines the monthly \( Z - R \) relationship may be quite different than that in the overpasses, especially considering the gauges are all on land whereas the retrievals compared here are all over the
Figure 4.5: An example case from 1647 UTC on 26 October 2008 at 1.5km height. \(D_0\) is normalized by \(Z^{0.11}\) in the lower panels.

Nevertheless, the combined algorithm at the very least does no worse than the PIA-based radar algorithms in making adjustments from the default DSD. This is especially clear during Jan-Apr, when all algorithms reduce rainfall considerably relative to the default, implying larger drops as might be expected in the predominately frontal, stratiform rain that falls this time of year. During the summer and fall, when rainfall comes from a mixture of isolated convection and tropical cyclones, the departure from the default DSD is less clear and probably depends on the dominant source of rain during each month. The total accumulated rainfall from the combined algorithm is only 1.6% higher than GV, while 2A25underestimates the GV total by 5% and the default DSD overestimates it by 14%. Thus, the combined method is able to match the Melbourne rainfall while also being unbiased at Kwajalein, where 2A25underestimates GV significantly.
Figure 4.6: Monthly (top) and yearly (bottom) mean rain rates from different retrieval methods at Melbourne, FL.

### 4.4 Brightness Temperature Statistics

While agreement between the retrieved and observed brightness temperatures does not guarantee that correct DSD parameters are being retrieved, and cannot be considered validation in a strict sense, such internal consistency does indicate that the vertical model described in section 3.2 is adequate to explain the observed $T_b$s. Moreover, the degree to which simulated $T_b$s improve in the combined algorithm relative to a radar-only algorithm (such as 2A25) can also be considered a measure of the effectiveness of the retrieval.

Scatter plots of observed and simulated $T_b$s are shown in Figure 4.7. At the lower-frequency
Figure 4.7: Scatter plots of simulated versus observed brightness temperature for selected TMI channels and four retrieval methods: First column- 2A25; Second column - Default DSD, Third column - PIA only OE, Fourth column - Combined OE. In order to minimize the influence of errors in the non-precipitation parameters, only TMI FOVs with at least 30% rain coverage are included. These data come from the Kwajalein and Melbourne validation regions described in sections 4.2 and 4.3, respectively. Due to major differences in the ice parameterization between 2A25 and the combined algorithm, simulated 85 GHz $T_b$'s for 2A25 should be ignored.

channels it appears that a slight cold bias is evident in the default DSD and PIA-adjusted products (both 2A25 and the PIA-only version of the combined retrieval), particularly at 10 GHz. These biases are improved, but still exist to a slight degree in the combined product. Meanwhile, the fairly large scatter in
Table 4.2: Brightness Temperature RMS error and bias (simulated minus observed) for FOVs with at least 30% rain coverage.

<table>
<thead>
<tr>
<th>Channel</th>
<th>RMS (K)</th>
<th>Bias (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2A25</td>
<td>Default</td>
</tr>
<tr>
<td>10H</td>
<td>10.58</td>
<td>12.91</td>
</tr>
<tr>
<td>19V</td>
<td>8.08</td>
<td>9.30</td>
</tr>
<tr>
<td>37V</td>
<td>7.19</td>
<td>8.02</td>
</tr>
<tr>
<td>37H</td>
<td>13.34</td>
<td>13.85</td>
</tr>
<tr>
<td>85V</td>
<td>18.82</td>
<td>16.36</td>
</tr>
<tr>
<td>85H</td>
<td>20.88</td>
<td>16.46</td>
</tr>
<tr>
<td>PIA (dB)</td>
<td>1.21</td>
<td>1.89</td>
</tr>
</tbody>
</table>

the $T_b$s simulated by the radar products at 37 GHz and 85 GHz is reduced significantly in the combined retrieval.

Quantitative measures of these errors are presented in Table 4.2. The largest errors and biases occur when no adjustments from the default DSD are made. When adjustments are made in heavy rain to match the PIA, errors are reduced slightly, by about 1 K, on average in the $T_b$s and by about 0.6 dB in the PIA. A further reduction in the $T_b$ errors is seen with the combined algorithm but biases and RMS errors are only reduced by about one-third to one-half of the default values, approaching the expected errors defined in the $S_y$ covariance matrix. It is notable that the reduction in $T_b$ errors has occurred without increasing the PIA errors from the radar-only algorithm. The residual RMS errors are a consequence of the OE methodology, which does not give a high value to matching observations better than the $a priori$ error. However, the residual biases remain significant, particularly in the emission channels. Analysis of regional patterns of these biases is presented in Appendix B.

### 4.5 Disdrometer comparisons

As a final reference point, the retrieved DSDs are compared to ground based disdrometer measurements. Because the disdrometer represents a point measurement and the number of TRMM overpasses during rain events would yield an extremely small sample size, it is more meaningful to compare
Figure 4.8: Mean liquid water content $\hat{W}$ versus mean mass diameter $D_m$ from TRMM algorithms and ground instruments at Kwajalein and Melbourne at 20, 30 and 40 dBZ reflectivity. The solid lines represent the theoretical relationship between $\hat{W}$ and $D_m$ at the given reflectivity assuming a gamma distribution with $\mu = 3$.

Despite the use of summary statistics, we did not attempt to co-locate TRMM overpasses with the GV radar and disdrometer. Disdrometer data from Kwajalein are available from 2003-2004, and Melbourne, FL from 2006-2009. Although the former do not overlap the TRMM observations that were processed, the lack of a significant interannual change in DSD at Kwajalein (Kozu et al., 2009) should not prevent a statistical comparison.

Following Rosenfeld and Ulbrich (2003), liquid water content is plotted as a function of drop diameter in Figure 4.8 for reflectivities representing light (20 dBZ), moderate (30 dBZ), and heavy (40 dBZ) rain. Due to errors introduced by calculating $D_0$ from binned disdrometer data, the mass-weighted mean diameter $D_m$ is used instead. For a gamma distribution, assumed in both ground radar and PR retrievals, $D_m = (4 + \mu)/(3.67 + \mu)D_0$. Deviations along the lines of constant reflectivity reflectivity represent changes in the DSD, going from maritime to continental as $D_m$ increases. Deviations perpendicular to these lines represent deviations in shape parameter or from the gamma distribution itself, in
the case of disdrometer data.

There is a relatively tight clustering of the DSDs derived from the TRMM data at low reflectivities that diverges as $Z$ increases. This represents the increase in information (stronger PIA response) at higher rainrates that leads to a change from the default DSD. Curiously, the disdrometer data also show this divergence, despite the lack of any \textit{a priori} assumptions in that dataset. There is also a clear increase in $D_m$ and the decrease in $W$ from Kwajalein to Melbourne, particularly evident in the disdrometer data, and both radar and combined retrievals. There is an apparent offset of the disdrometer data towards larger drop sizes, which was also noted by Kozu et al. (2009) in the Kwajalein dataset, where it was suggested that noisy conditions may have contributed to an undercounting of small drops. Notwithstanding this offset, the change in $D_m$ from Kwajalein to Melbourne is nearly identical between the combined algorithm and disdrometer at all reflectivities. This ability of the combined algorithm to distinguish DSDs is particularly evident in moderate rain where PIA-only retrievals such as 2A25 must rely on default DSD assumptions. Even the polarimetric radar algorithm (Bringi et al., 2004) relies upon an assumed DSD in the lightest rain, although the small contribution of these rain rates to the total should not impact the cloud water constraint that was derived from the Kwajalein GV radar dataset.
Chapter 5

REGIONAL AND GLOBAL PROPERTIES OF THE RAINDROP SIZE DISTRIBUTION INFERRRED FROM THE COMBINED ALGORITHM

In this chapter the results of the combined radar-radiometer algorithm applied to two years of TRMM data are analyzed to expand upon previous studies of global DSD patterns and to explore the relationship between the DSD and environmental, dynamical, and microphysical factors. An introduction towards current issues in DSD research is presented in section 5.1. In section 5.2, a database containing these retrieval results and ancillary data used to describe the environment associated with a given profile is described. Their influence upon the DSD is described in section 5.3. In section 5.4, the relationship between DSD and structures in the radar reflectivity profile is examined and show that this is consistent with ground-based radar observations. In section 5.5, the regional and seasonal patterns of all factors that are associated with the rain DSD are examined and it is shown that these patterns are consistent with the TMI/PR bias patterns in Berg et al. (2006) and the DSD map of Kozu et al. (2009).

5.1 Introduction

The raindrop size distribution (DSD) is a fundamental quantity in radar meteorology and other remote sensing applications and has been the subject of hundreds, if not thousands of studies including direct measurements (e.g., Marshall and Palmer (1948), Waldvogel (1974), Tokay and Short (1996)), remote measurements (e.g., Williams et al. (1995), Bringi et al. (2003)), parameterizations (e.g., Ulbrich (1983), Haddad et al. (1996), Testud et al. (2001)), and numerical simulations (e.g., List et al. (1987), Brown (1989), Hu and Srivastava (1995)). Various moments of the DSD describe physical quantities, such as the liquid water content $W$, rain rate $R$ and median volume diameter $D_0$, as well as quantities important for microwave remote sensing such as radar reflectivity $Z$ and specific attenuation $k$. Relation-
ships between the physical and remotely-sensed quantities are often sought, particularly the reflectivity-rain rate \((Z - R)\) relationship, which is frequently parametrized as the power law \(Z = aR^b\). It has been known almost since the beginning of radar meteorology (Atlas and Chmela, 1957) that a single unique \(Z - R\) relationship does not exist and instead, local relationships were often derived over long periods of time in order to provide radar rainfall estimates that were reasonable on seasonal and yearly scales at a given location (Battan, 1973).

With the advent of multi-parameter radars and their widespread deployment in the near future, the use of specific \(Z - R\) relationships to estimate rainfall is becoming unnecessary as the additional measurements at horizontal and vertical polarization (Bringi and Chandrasekhar, 2001) or multiple frequencies (Keeler et al., 1989) provide additional information about the DSD, increasing the accuracy of instantaneous rain rate estimates. Nevertheless, the variability of reported \(Z - R\) relationships, both between different locations and at the same location at different times, provides some insight into the variability of the microphysical processes that shape the DSD. These processes were summarized by Rosenfeld and Ulbrich (2003), who classified DSDs by dynamics (convective vs. stratiform) and microphysics (continental vs. maritime). Stratiform and continental DSDs are characterized by large \(D_0\) for a given liquid water content, \(W\), whereas convective and maritime DSDs of the same \(W\) have smaller drops (and lower \(Z\)). Although the names “continental” and “maritime” suggest that the proximity to the ocean is the primary driver of cloud microphysics, these designations do not reveal the mechanism(s) behind the differences between the two ends of the continuum. In fact, a number of factors are known to influence the DSD, and need not always dominate in the expected locations. For example, maritime DSDs have been observed over land (e.g., Fujiwara and Yanase (1968), Carey et al. (2001), Bringi et al. (2003)) and continental DSDs have been measured in tropical oceanic locations such as the Florida Keys (Tokay et al., 2003). Therefore, it is useful to briefly review the processes that are known to influence the rain DSD.

The formation of rain is typically classified microphysically as either a warm or cold process. Warm rain processes include the collision and coalescence of cloud droplets to a critical size and the collection of additional cloud droplets during fall. Eventually, the largest drops break up due to hydrodynamic instability. Various models (List et al. (1987), Hu and Srivastava (1995)) have shown the
collision-coalescence and breakup processes to result in an equilibrium shape to the DSD regardless of overall concentration which acts as a scaling factor. This equilibrium may be closely approximated by a gamma distribution with $D_0 = 1.76$ mm and $\mu = 9$, although Prat and Barros (2007) demonstrate that the shape of the equilibrium DSD is highly dependent upon the breakup parameterization kernel. However, this has only been observed in deep tropical convection (Atlas and Ulbrich (2000), Munchak and Tokay (2008)), as most rain that originates in weaker, shallower systems has not had enough fall time to achieve equilibrium. Cold rain formation occurs when rain results from the melting of frozen hydrometeors such as snow, graupel, or hail. These frozen particles, being much larger than the cloud droplets out of which warm rain forms, create correspondingly larger rain drops. As these fall, they too are subject to breakup which will push the DSD towards equilibrium, although the extent to which this occurs depends on the depth of the above-freezing layer.

Cloud dynamics influences the relative importance of warm and cold processes via updraft strength and structure. Convective rain can contain a mixture of warm and cold microphysics; cold microphysics becomes more important with stronger updrafts and cloud tops that reach above the freezing level. Stratiform rain, meanwhile, forms exclusively via cold processes by definition. Besides formation and internal processes, external processes such as evaporation and size sorting can also influence the DSD. Evaporation preferentially acts on small drops, thereby increasing the mean drop size, whereas the influence of size sorting by wind shear and turbulence is more complicated and its overall effect is unknown.

Considering all of the above processes, one would expect DSDs with smaller drops for a given $Z$ in environments where warm rain processes are predominant and with deep, humid above-freezing layers. Meanwhile, larger drops would be expected in drier locations with a preference for deeper convection and/or more stratiform rain. Although these expectations qualitatively match observed DSDs, the relative influence of environmental and dynamical effects is still rather uncertain. In particular, the effects of aerosol loading are not well quantified, with data suggesting both suppression (Rosenfeld, 2000) and enhancement (van den Heever et al., 2006) of rainfall with increasing aerosol burden, depending on the aerosol properties and interaction between cloud microphysics and dynamics (Givati and Rosenfeld, 2005). These are also expected to affect the DSD via changing the relative importance of warm and cold rain formation processes.
Improved understanding of the relative importance of environmental, dynamical, and microphysical effects on the rain DSD can also benefit global satellite-based estimates of rainfall, which still rely on DSD assumptions to varying degrees, depending on the instrument. Microwave radiometer-derived estimates, available on a number of satellite platforms are physically tied to the emission signal (over ocean), which is roughly proportional to column-integrated $W$. The relationship between $W$ and $R$ is not as variable as the $Z - R$ relationship\(^1\), but uncertainties in this relationship can still cause errors of as much as 10% (Wilheit et al., 2007) in $R$. Spaceborne radar-based estimates from the TRMM (Kummerow et al., 1998) precipitation radar (PR) rely on a set of default $Z - R$ relationships (Iguchi et al., 2000) that are modified to match the attenuation inferred by the apparent decrease in the surface reflection in heavy rain (Meneghini et al., 2000). Given the noise inherent in rain-free estimates of the surface cross section, this method is only reliable in rain rates exceeding approximately 10 mm hr\(^{-1}\), and, in lighter rain, the default $Z$-$R$ relationship must be assumed. Rain estimates from CloudSat (Stephens et al., 2002), which uses a higher frequency (94 GHz) that is subject to far greater attenuation than the TRMM PR, use the surface reference technique exclusively, disregarding the reflectivity information (Haynes et al., 2009), although a DSD is still implied in the $k - R$ relationship.

The reliance of each method upon DSD assumptions both introduces an element of uncertainty in the rainfall estimates and hinders the efficacy of the retrieval results to globally measure DSD properties. Indeed, Berg et al. (2006) suggest DSD variability as one possible mechanism for biases between the radar- and radiometer-(TMI) based rainfall estimates from the TRMM satellite. Global maps of DSD derived from 10 years of TRMM PR retrievals were presented by Kozu et al. (2009); however, these were limited to profiles classified as convective rain, since insufficient information is present to retrieve the DSD in weaker stratiform rain. Nevertheless, and perhaps owing to the fact that despite representing a small fraction of rain occurrence at any given location, convective rain accounts for a significant portion of total rainfall, the global patterns of DSD bear some resemblance to the PR-TMI differences. Areas where TMI estimates exceed PR estimates tend to have smaller values of $a$ (corresponding to smaller mean drop sizes at a given reflectivity) and vice-versa. This suggests that either the PR is making an

\(^1\) Recall from chapter 2 that $R$ is approximately proportional to the 3.67\(^{\text{th}}\) moment of the DSD, whereas $Z$ is to the 6\(^{\text{th}}\) and $W$ is to the 3\(^{\text{rd}}\).
adjustment to its default DSD in the right direction but of insufficient magnitude, or that the DSD implied in the TMI retrieval is somehow biased. The latter argument is supported by the fact that, of two DSDs with identical $W$ but different $D_0$, $R$ will be greater for the one with the larger $D_0$ since larger drops fall faster.

### 5.2 Database Construction

Two years of TRMM data were processed with the combined algorithm, one representing the pre-orbit-boost period (August 1999-July 2000) and one representing the post-boost period (January-December 2006). In order to speed computations and avoid biases associated with ground clutter (Shimizu et al., 2009), only the central 25 PR angle bins were processed. Due to difficulties in estimating surface emissivities (a necessary component of the combined algorithm) over land, only over-ocean retrievals were considered in this analysis. These two years provided 75,639,452 precipitation profiles spatially distributed as shown in Figure 5.1.

In order to determine the effect of variables related to the background environment, storm structure, and microphysics on the retrieved DSD, each profile was associated with the variables listed in Table 5.1. Many, but not all, of these variables come from products derived from various instruments on board the TRMM satellite, ensuring coincidence in time and space. Storm echo top and maximum reflectivities near the surface and in the rain, mixed, and ice layers are taken from the attenuation-corrected reflectivity profile provided by the combined algorithm. The freezing height is derived from interpolated estimates of the top of the radar bright band. The strength of the bright band is used to determine the density of the melting particles as described in section 3.2 and Zawadzki et al. (2005). The local variability of rain
rate is simply the standard deviation of near-surface rain rate within 5 PR pixels (the 2A25 rain rate was used here in order to obtain values outside the central 25).

The combined algorithm provides the cloud and rain liquid water path, near-surface rain rate, and $D_0$ in addition to the parameters describing the rain DSD and ice PSD ($\epsilon_{\text{DSD}}$ and $\epsilon_{\text{ICE}}$). The information content in the optimal estimation retrieval is given by the A-matrix statistic (Rodgers, 2000, Eq. 3.5), with higher values indicating an adjustment was made in accordance with the SRT PIA and $T_b$s. To indicate the relative contribution of these observations, Figure 5.2 shows the distribution of information content for retrievals performed using the SRT PIA only (similar to 2A25) along with the full combined algorithm. The PIA-only retrieval only adjusts about 10% of pixels, but these comprise 50% of total rain owing to the fact that the SRT is most reliable in heavy rain. The radiometer $T_b$s do not increase the number of pixels with high information content, due to the relatively lower resolution of the TMI channels, but do increase the number with some information, such that now 80% of pixels, representing 90% of rainfall, have been adjusted from the default DSD to match the TMI $T_b$s. The spatial distribution of different levels of information content is also shown in the lower three panels of Figure 5.3.

Background parameters total precipitable water (TPW) and sea surface temperature (SST) were derived from TMI data using the methods of Elsaesser and Kummerow (2008) and Gentemann et al. (2004), respectively. Note that these represent the nearest value outside of the raining area. The 12 $\mu$m channel on the TRMM VIRS instrument (Kummerow et al., 1998) was used to determine the cloud top temperature. Column relative humidity was calculated by dividing the retrieved TPW by the saturated TPW derived from a temperature profile consistent with the SST and freezing level.

A number of variables related to cloud microphysics are included. The cloud top effective radius ($R_e$) is retrieved from the VIRS data using the method of Nakajima and King (1990). The depth of the column where $R_e$ exceeds 15 $\mu$m is also used as a variable to indicate the presence of warm rain processes as suggested by Rosenfeld and Lensky (1998). Since the visible-infrared retrieval technique only works during the daytime, daily and monthly composites of these variables were constructed and used where coincident data were unavailable. Finally, the SPRINTARS (Takemura et al., 2000) aerosol optical depth (AOD) reanalysis was included as an additional microphysics variable.
Figure 5.2: Distribution of profiles (solid) and rainfall (dashed) by information content for radar-only and combined algorithms.

5.3 Sources of DSD variability

In this section, correlations of DSD variability (represented by $\varepsilon_{\text{DSD}}$ and $D_0$) with the various parameters listed in Table 5.1 are examined individually and in pairs. For this analysis, only profiles with an A-matrix value exceeding 0.01 were selected in order to balance having adequate information content in the retrieval while including profiles representative of weak and isolated rain, which are eliminated when a higher threshold is used.

Density contours with the mean value overlaid are shown in Figures 5.4 and 5.5 for $D_0$ and $\varepsilon_{\text{DSD}}$, respectively. Looking first at $D_0$, it is most strongly correlated with reflectivity at various points throughout the profile. This is not surprising since a power law relationship between $Z$ and $D_0$ has been prescribed; however, the variations about the mean show that significant adjustments have been made in many of the profiles. The next strongest correlations are associated with echo top, melt density, cloud LWP, and rain rate, all of which generally indicate that, to first order, heavier rain tends to contain larger
Figure 5.3: Fraction of profiles in each grid box that exceed the threshold of information content indicated.

drops. There are also significant negative correlations with environmental factors such as freezing level, SST, TPW, and column RH.

The correlations with $\epsilon_{DSD}$, which can be thought of as a reflectivity-normalized $D_0$, show different tendencies. Correlations with environmental parameters all show decreasing $\epsilon_{DSD}$ in more “tropical” environments (higher SST, water vapor, freezing height), in line with the expectation that warm rain processes should be more dominant under these conditions. Similarly, dryer environments (indicated by lower column RH) are associated with larger drops at a given reflectivity, as expected due to evaporation. Correlations with observables related to convective/stratiform separation, that is, melt density and
Table 5.1: List of profile database variables and sources.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Precipitable Water</td>
<td>TMI</td>
</tr>
<tr>
<td>Sea Surface Temperature</td>
<td>TMI</td>
</tr>
<tr>
<td>Column Relative Humidity</td>
<td>TMI+PR</td>
</tr>
<tr>
<td>Cloud Liquid Water Path</td>
<td>TMI+PR</td>
</tr>
<tr>
<td>Rain Liquid Water Path</td>
<td>TMI+PR</td>
</tr>
<tr>
<td>Freezing Level</td>
<td>PR</td>
</tr>
<tr>
<td>Melt Density</td>
<td>PR</td>
</tr>
<tr>
<td>Echo Top Height</td>
<td>PR</td>
</tr>
<tr>
<td>Cloud Top Temperature</td>
<td>VIRS</td>
</tr>
<tr>
<td>$\epsilon_{\text{DSD}}$</td>
<td>TMI+PR</td>
</tr>
<tr>
<td>$A_{\text{DSD}}$</td>
<td>TMI+PR</td>
</tr>
<tr>
<td>$\epsilon_{\text{ICE}}$</td>
<td>TMI+PR</td>
</tr>
<tr>
<td>$A_{\text{ICE}}$</td>
<td>TMI+PR</td>
</tr>
<tr>
<td>$\epsilon_{\text{CLW}}$</td>
<td>TMI+PR</td>
</tr>
<tr>
<td>Rain Rate Variability</td>
<td>PR</td>
</tr>
<tr>
<td>Maximum dBZ in rain layer</td>
<td>PR</td>
</tr>
<tr>
<td>Maximum dBZ in melting layer</td>
<td>PR</td>
</tr>
<tr>
<td>Maximum dBZ in ice layer</td>
<td>PR</td>
</tr>
<tr>
<td>Near-surface dBZ</td>
<td>PR</td>
</tr>
<tr>
<td>Near-surface rain rate</td>
<td>PR+TMI</td>
</tr>
<tr>
<td>Near-surface $D_0$</td>
<td>PR+TMI</td>
</tr>
<tr>
<td>Mean cloud effective radius</td>
<td>VIRS</td>
</tr>
<tr>
<td>Warm Rain Depth</td>
<td>VIRS</td>
</tr>
<tr>
<td>Aerosol Optical Depth</td>
<td>SPRINTARS</td>
</tr>
</tbody>
</table>

rain spatial variability, show the expected behavior, with smaller $\epsilon_{\text{DSD}}$ drops present with weaker bright bands and higher rain rate variability, despite absolute drop size (figure 5.4) increasing with these variables. There are only weak correlations with cloud microphysical parameters (mean $R_e$ of nearby warm clouds, warm rain depth, AOD). A more direct indicator of microphysical processes, perhaps, is the negative correlation with $\epsilon_{\text{ICE}}$, which indicates that profiles with more scattering tend to have larger drops at a given reflectivity, perhaps a result of more dominant cold rain processes. This is also supported by weakly positive correlations of $\epsilon_{\text{DSD}}$ with reflectivity in and above the melting layer, but negative correlations below this level. Finally, it is worth noting that $\epsilon_{\text{DSD}}$ tends to decrease with parameters associated with rainfall intensity (LWP and rain rate). Although this might be a reflection of the fact that the most intense rain is in those profiles where an adjustment towards smaller $D_0$ has been made, it may also be
Figure 5.4: Correlation of near-surface median drop size \( D_0 \) with the variables in Table 5.1. Density contours are shaded at logarithmic intervals with mean values overlaid in red.

Indicative of equilibrium DSDs being achieved in these heavy rain shafts.

In order to test the hypotheses in section 5.1 and further examine relationships between the DSD and variables that are correlated with each other (e.g., TPW and SST), sets of two variables were selected for further analysis. The influence of warm vs. cold rain formation processes on the DSD is shown in figure 5.6 where contours of \( \epsilon_{DSD} \) and \( D_0 \) are shown as a function of echo top and freezing height. Mean values of \( D_0 \) increase with echo top height, both above and below the freezing level. In both warm and cold rain this can be attributed to the increased path through which hydrometeors can grow and collect other particles as they fall. Relative to reflectivity, however, the strongest dependence is on the height of the freezing level, with larger drops favored for those profiles with lower freezing levels, even if the echo top does not extend above that level. Interestingly, there is a decrease in drop size as echo tops reach just above the freezing level. This is actually consistent with the conceptual models of warm and cold raindrop growth, where a drop that begins growing below the freezing level will have twice the path
(upward and downward) to collect additional cloud droplets, and thus tend to be larger, than a drop that originates above the freezing level (downward only), assuming minimal growth via aggregation.

In figure 5.7, the two parameters most frequently used to categorize rain as convective or stratiform, the local standard deviation of rain rate and bright band strength (represented by the melt density) are examined. Here the absolute drop size depends mostly on the melt density, where weaker bright bands (higher melt density) represent graupel and hail, which form larger drops than melted aggregated snowflakes due to their higher water content. Meanwhile, the relative drop size is more strongly associated with the local variability of the rain rate.

The influence of environmental factors TPW and SST, which are used as look-up parameters in the latest version of the radiometer-only rain retrieval algorithm GPROF (Kummerow et al., 2010), is shown in figure 5.8. Here both the absolute and relative drop sizes follow similar patterns, indicating that each point in TPW-SST space has similar distribution of reflectivity profiles. The dominant pattern favors larger drops in low-TPW environments. At a given TPW, there is some preference for drop size
Figure 5.6: Contours of the mean values of $\epsilon_{\text{DSD}}$ (left) and $D_0$ (right) in versus freezing level and echo top height. Contours of number density are overlaid in black at levels of 1, 10, 100, 1000, 10000, and 100000.

to increase with SST which may represent lower relative humidity environments. A similar analysis performed between TPW and column RH (Figure 5.9) confirms this behavior, which is consistent with the effect of evaporation on DSDs. Low column RHs generally represent dry near-surface conditions since the column RH is effectively weighted by saturation vapor pressure, which is largest near the surface.

Finally, the two microphysical factors with the strongest correlations, warm rain depth and $\epsilon_{\text{ICE}}$, are examined in Figure 5.10. Both absolute and relative drop size decreases slightly with increasing warm rain depths, however, $D_0$ increases with $\epsilon_{\text{ICE}}$, which is greater than one when less scattering than the default model provides is observed. This is in contrast to relative drop size, which decreases when an adjustment towards less scattering is made.

In order to more clearly separate the influence of these factors, EOFs all of the variables in Table 5.1 are constructed. In subsets of pre- and post-boost periods as well as different information content
thresholds, the first three modes (Figure 5.11) remained remarkably similar for the different orbit altitudes and levels of information content, both in terms of correlations with each variable and percent of variance explained. Thus, the remainder of this section will focus on these, which also have the most clear physical interpretations and explain 46% of the variability in $\epsilon_{\text{DSD}}$ and 58% of the variability in $D_0$.

The first EOF, explaining 8% of the variance in $\epsilon_{\text{DSD}}$ and 18% of the variance in $D_0$, is most strongly associated with high reflectivities at all levels, high echo tops, cold cloud top temperatures, high rain and cloud LWPs, high spatial variability of rainfall, and weak bright bands (indicated by high melt density). All of these suggest that this mode represents rain intensity and is strongly correlated with the characteristics associated with stratiform rain on the weak end and convective rain on the strong end. For example, less than 10% of profiles with PC1 $<-1$ are classified as convective, but this increases to nearly 60% for values of PC1 exceeding 2 (Figure 5.12). As expected, this mode contains large $D_0$ in an absolute sense, but small relative to the reflectivity.
The second EOF, which explains 13% of the variance in $\epsilon_{\text{DSD}}$ and 38% of the variance in $D_0$, is most strongly associated with the environmental variables - freezing level, column water vapor, SST, and column relative humidity generally increase or decrease in unison. The tropical mode, represented by positive anomalies of these variables, is associated with smaller drops in a relative and absolute sense. This probably reflects the increasing contribution of warm rain processes to the evolution of the DSD in tropical environments, even for profiles that extend above the freezing level.

The next mode combines microphysical properties of the environment (warm rain depth, mean $R_e$, AOD) with storm reflectivity structure and microphysics. Continental-like environments (high AOD, low warm rain depth and mean $R_e$) are associated with larger $\epsilon_{\text{DSD}}$, more ice scattering, colder clouds, and higher reflectivities in and above the freezing level, representing more dominant cold rain processes. This mode also contains the strongest correlation with $\epsilon_{\text{DSD}}$ of the first three EOFs as it represents 25% of its variance in the database (although only 2% of the variance in absolute drop size $D_0$). It should be noted that the next mode associates continental-like DSDs with a maritime environment and only
explains slightly less variability in the dataset, however, the correlation with $\epsilon_{\text{DSD}}$ is much weaker (8% variance explained); thus, there is substantial evidence that not only are microphysically ‘cold’ clouds more likely to occur in an environment with higher aerosol loading, but these clouds are likely to contain larger drops at a given reflectivity than their microphysically warm counterparts.

5.4 Relationships between radar reflectivity structure and the rain DSD

The first and third EOFs in Figure 5.11 suggest that some of the DSD variability is related to the shape of the radar profile. To further investigate this relationship, a database of attenuation-corrected reflectivity profiles partitioned by freezing level, echo top, and stratiform/convective classification provided by the TRMM PR 2A23 product was created. For each freezing level–echo top subset, an EOF analysis was performed. In all cases, the first mode of variability represented the correlated increase/decrease of reflectivity at all levels, explaining 60-80% of the variance, whereas the second mode represented a negative correlation between reflectivities at high levels and those at low levels in the profile, typically
explaining 5-20% of the variance (an example is shown in figure 5.13).

The correlations between the first two reflectivity PCs (for each rain type) and $\epsilon_{\text{DSD}}$, $\epsilon_{\text{ICE}}$, and $\epsilon_{\text{CLW}}$ are shown in figure 5.14. The correlation of the first PC with $\epsilon_{\text{DSD}}$ can be thought of as a bias in the exponent ($b$) of the default $Z - D_0$ power law. If the true value of $b$ were higher than the assumed value, one would expect that $\epsilon_{\text{DSD}}$ would systematically increase with reflectivity in order to compensate for the erroneous slope of the power law relationship. This tendency is noted particularly in the deep convective profiles with echo tops well above the freezing level. It is likely that a substantial amount of rain originates as frozen particles in these storms, and thus they contain larger rain drops near the surface. Conversely, stratiform profiles indicate a lower $b$, particularly as the freezing level increases. Since stratiform rain originates as aggregates above this level, this is consistent with the longer distance drops have to fall and approach the equilibrium DSD via breakup in these environments.

The second PC is almost always negatively correlated with $\epsilon_{\text{DSD}}$, except for those profiles with freezing levels below about 3 km and echo tops below 4 km. In other words, bottom-heavy reflectivity
profiles are more likely to contain smaller drops at a given reflectivity than their top-heavy counterparts. Lower reflectivities above the freezing layer are indicative of less rain originating as ice, which is consistent with smaller drops according to the difference in warm and cold rain formation processes. The opposite tendency in profiles with lower freezing levels and echo tops may be because these represent shallow, post-frontal convection which occurs in a much different thermodynamic environment than the majority of profiles in the tropics.

As an independent verification of these tendencies, polarimetric radar data from the NAME field experiment were analyzed in a similar fashion. In this experiment, the National Center for Atmospheric Research (NCAR) S-Pol radar was situated near La Cruz, north of Mazatlan, Mexico for the 6-week period from early July through mid-late August, 2004. Quality-controlled, Cartesian gridded datasets were generated at 0.02° horizontal and 1 km vertical resolution every 15 minutes (Lang et al., 2010). For this analysis, the subset of profiles with full radar coverage from 0 to 20 km altitude was selected based
on the scan geometry. Convective/stratiform separation was determined by the absence or presence of a reflectivity peak at the 3 km height level. Below this level, $D_0$ was retrieved from the polarimetric variables horizontally-polarized reflectivity $Z_H$, differential reflectivity $Z_{DR}$, and differential phase $K_{DP}$ using the equations provided in the appendix of Bringi et al. (2004). A power law $D_0 = 0.70Z_H^{0.104}$ was derived from this dataset by linear regression analysis, and a quantity $D_0^*$ (analogous to $\epsilon_{\text{DSD}}$) was derived by dividing the retrieved value of $D_0$ at each grid point by the value expected from the power law.

The EOFs of the reflectivity profiles (partitioned only by echo top since freezing level did not vary much over the course of the field experiment) are similar to those derived from the TRMM PR global dataset, with the first mode representing correlated changes in reflectivity throughout the profile and the second mode indicating the degree to which a profile is top- or bottom-heavy. The correlations of each PC with $D_0^*$ (Figure 5.15) do show some resemblance to their counterparts in the TRMM dataset with some minor differences. There is a tendency for both the convective and stratiform PC1 to be positively
correlated with $D_0^*$ for low and high-topped profiles, with negative correlations for those with tops in the mid-levels, although the trends are shifted upwards by a few km from the TRMM data. Meanwhile, PC2 is generally negatively correlated with $D_0^*$, although there are some positive correlations for shallow convection (also present in the TRMM dataset). That these tendencies agree in a general sense indicates that they are likely not an artifact of bias in the combined retrieval method.

Returning to the TRMM data, correlations of the first reflectivity PC with $\epsilon_{\text{ICE}}$ are positive for both rain types at all freezing levels and echo tops. This is probably indicative of a general bias in the assumed power law relating the ice PSD to reflectivity. Due to the simple ice model used, however, the only conclusion that can be drawn is that ice scattering at 85 GHz tends to be less strong than expected as PR reflectivity increases, particularly in stratiform rain. The second PC is only weakly correlated with $\epsilon_{\text{ICE}}$, but a few patterns are apparent. For storms with echo tops just above the freezing level, the opposite behavior to correlations with $\epsilon_{\text{DSD}}$ is observed - that is, bottom heavy profiles have more scattering at
low freezing levels and less at high freezing levels. For storms with echo top well above the freezing level, negative correlations are generally observed which is consistent with the correlations with the first PC, since positive values for the second PC represent negative reflectivity anomalies at high levels in the profile.

The correlations with $\epsilon_{\text{CLW}}$ do not show any clear patterns with freezing height and echo top, but the fact that they are positive everywhere does indicate that higher-reflectivity profiles and bottom-heavy
profiles tend to have more cloud water than given by the default profiles. Thus, it appears that a weak positive relationship exists between rain intensity and cloud water fraction, not just amount.

The strong correlations, particularly of $\epsilon_{\text{DSD}}$ and $\epsilon_{\text{ICE}}$, with EOFs related to the reflectivity structure suggest that at least some of the variability in these variables can be associated with the reflectivity profile. A potential application of this information is a Bayesian profile matching method to set the default value of these variables in situations where additional constraints (e.g., SRT PIA or radiometer $T_b$s) are unavailable or unreliable, as is often the case over land. This is similar to the concept suggested by L’Ecuyer et al. (2004) and is explored further in Appendix C.

### 5.5 Regional and Seasonal Distribution of DSD variability

In the preceding section the primary dynamical, environmental, and microphysical factors that are related to the rain DSD were identified. In this section, the global patterns of these variables are given
Figure 5.16: One-degree gridded means (unweighted and weighted by rain rate) of $\epsilon_{\text{DSD}}$ (top two panels) and $D_0$ (in mm; bottom two panels). Note that the color scale for $\epsilon_{\text{DSD}}$ is centered on the mean value instead of 1 in order to highlight regional differences.

and interpreted in context of the TRMM TMI/PR bias map of Berg et al. (2006) and the PR-derived DSD map of Kozu et al. (2009).

The main feature of the global distribution of $\epsilon_{\text{DSD}}$ (Figure 5.16) is the trend towards larger values
at high latitudes. This is most likely a combination of the prevalence of stratiform rain and the extratropical environment (Figure 5.18) that are present particularly in the winter season (Figure 5.17) at these latitudes. There is also some seasonality present off the west coast of Africa, with a tendency towards larger drops in northern hemisphere winter and spring. Another feature apparent in both maps is the tendency towards larger drops near the so-called “maritime continent” spanning between Australia and southeast Asia. The primary distinguishing feature in this region is the predominance of the cold microphysical mode (PC3). The region surrounding Central America and the northern Indian Ocean also share this feature. In these regions/seasons, it has been suggested (Rosenfeld and Lensky, 1998) higher aerosol loading decreases the efficiency of warm rain processes, leaving more cloud water to form precipitation above the melting layer, consistent with the presence of larger raindrops at the surface.

Maps of the mean value of the reflectivity PCs (Figure 5.19) also shed some insight on the source of the DSD patterns and TMI/PR biases. The second convective PC displays the clearest regional patterns which are strikingly similar to the bias patterns between version 6 of the TMI and PR rainfall products. The positive mode of PC2, which represents bottom-heavy convection, is generally associated with regions where TMI-based algorithms estimate more rainfall than their PR counterparts (and vice-versa). The DSD in this mode is associated with more liquid water (and higher rain rates) for a given $Z$ than the default PR; since only a small fraction of profiles have rain heavy enough to create a PIA signal strong enough to merit an adjustment from this default, PR rain rates may be biased low against the true rain rate in these regions. Additionally, for reasons discussed in section 5.1, TMI rainrates may also be biased high if an incorrect DSD is assumed in the conversion of liquid water content to rain rate, thus, the true rain rate may lie somewhere between the PR and TMI estimates.
Figure 5.17: One-degree gridded means of $\epsilon_{DSD}$ by season.
Figure 5.18: One-degree gridded maps of the mean values of the three leading PCs identified in section 5.3.
Figure 5.19: One-degree gridded means of the reflectivity PCs identified in section 5.4.
This chapter examines two issues related to the global mean rainfall and its role in the energy budget. Section 6.1 compares the mean rainfall rate over the tropics with other algorithms, including uncertainty assessments. These values are inserted into a simple global energy budget to check for consistency with the other terms. Section 6.2 investigates the issue of rainfall trends from a remote sensing perspective. The properties of rainfall derived from the combined algorithm in chapter 5 are used in a heuristic experiment to determine if they might mask or exaggerate trends in rainfall that come about to to increases in global mean water vapor.

## 6.1 The Global Oceanic Tropical Rainfall Rate and Uncertainty

The global annual area-weighted mean precipitation rate from the Global Precipitation Climatology Project (GPCP) version 2.1 (Adler et al., 2003), containing data from 1979 to 2008, is 2.67 mm/day. Of this, 63% falls between 35°N and 35°S, the region seen by the central swath of the TRMM PR. In this region, the mean rainfall rate from GPCP is 2.93 mm/day. Within these latitude bounds, approximately 70% of the surface is ocean and there, the mean rainfall rate is a nearly identical 2.94/day. Therefore tropical oceanic rainfall comprises 44% of the global total according to GPCP, which is largely based upon passive microwave retrievals over the ocean. In order to facilitate more direct comparisons with the combined algorithm, zonal means of GPCP data that cover the oceans within the latitude bounds of TRMM during the months analyzed for the combined algorithm are compared in Figure 6.1. For this space and time subset, the GPCP mean is 2.87 mm/day. This compares with a mean values of 3.06 mm/day from the combined algorithm, 2.66 mm/day from 2A25, 2.51 mm/day from the radar-only OE
algorithm, and 2.02 mm/day from the radar algorithm without SRT PIA adjustment from the default DSD. All algorithms give similar zonal means poleward of about 20°, but large differences are present in the tropics. In the northern hemisphere, the combined algorithm is higher than the PR-based and GPCP estimates by about 15%. In the southern hemisphere, the combined algorithm agrees with GPCP but is higher than the PR-based algorithms by a similar amount.

There are a number of ways to derive an uncertainty value for these means. Perhaps the most robust way is to modify the assumptions in each algorithm within a reasonable range of values. This was done for the radar algorithm in section 3.2 and for the combined algorithm in section 4.2. The default DSD and sensitivity to PIA represent the two main sources of uncertainty in the radar algorithm. Adjusting the latter changes the mean rainfall rate by about 5-10% (Figure 3.3). Meanwhile, since 55% of rainfall is not adjusted by the PIA (Figure 5.2), the choice of default Z-R relationship has a significant impact on the global mean. Replacing the convective $Z - R$ relationship with the stratiform one reduces retrieved rainfall by about 7% globally, even though many convective pixels are unchanged since they are constrained by the PIA. Combining these error sources, an uncertainty of 10-20% might be considered.
reasonable for radar products such as 2A25, and might be even higher when non-uniform beam filling effects are taken into account (Iguchi et al., 2009) and detection issues are considered (Berg et al., 2006).

Uncertainties in the combined algorithm are largely tied to the cloud water/rain water partitioning, discussed in chapter 4. By using GV to constrain this partitioning, the uncertainty is reduced although additional GV sites might provide a more robust estimate of this uncertainty. Because most pixels are adjusted by the radiometer, this algorithm is less sensitive to the default DSD than a radar-only algorithm, as changing the convective $Z \rightarrow R$ relationship to the stratiform one only reduces the retrieved mean rain rate by about 3%. Considering these error sources, a rough uncertainty estimate in the combined algorithm is on the order of 10-15%.

Adler et al. (2009) suggest that differences between algorithms might be representative of the uncertainty in the global rainfall rate. Although they only took the standard deviation of TRMM TMI (2A12), PR (2A25), and combined (2B31) products, a similar calculation can be done with the algorithms considered in Figure 6.1. The default radar retrieval is excluded because it is not constrained by any other observations. For the remaining algorithms, the mean tropical oceanic rainfall rate is 2.75 mm/day with a standard deviation of 0.23 mm/day, or 8.4%.

Turning toward the role of rainfall in the global energy budget, it is first useful to examine the other terms to determine if these suggest a similar value for the global mean rainfall rate that more direct estimates provide. The most recent energy budget analysis by Trenberth et al. (2009) provides a good review of each component and its uncertainty. The atmospheric components, of which latent heat (rainfall) is part, are listed in Table 6.1. Uncertainties not explicitly given by Trenberth et al. (2009) are the standard deviation of estimates listed in tables therein or those from which they were derived. Latent heating is calculated as a residual and its uncertainty is derived assuming a Gaussian distribution of the other components. The mean value of 80.7 W m$^{-1}$ corresponds to a global mean rainfall rate of 2.79 mm/day$^1$, which is slightly higher than the GPCP value but reasonable if the adjustments made to tropical rainfall by the combined algorithm are correct and light rainfall not well detected by PR or TMI, but observed by CloudSat (Haynes and Stephens, 2007) is added. The uncertainty from the energy budget analysis is about 17%, about twice the standard deviation from physical retrieval algorithms over

---

$^1$ assuming a rainfall-weighted mean temperature of 15°C and 10% of precipitation falling as snow
Table 6.1: Components of the atmospheric energy budget and uncertainties from Trenberth et al. (2009)

<table>
<thead>
<tr>
<th>Component</th>
<th>Global Mean (W m(^{-1}))</th>
<th>Uncertainty (W m(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorbed Solar</td>
<td>+78.2</td>
<td>5.9</td>
</tr>
<tr>
<td>Sensible Heat</td>
<td>+17</td>
<td>2.0</td>
</tr>
<tr>
<td>Absorbed Longwave</td>
<td>+356</td>
<td>2.5</td>
</tr>
<tr>
<td>Emitted Longwave (to space)</td>
<td>-199</td>
<td>8.1</td>
</tr>
<tr>
<td>Emitted Longwave (to surface)</td>
<td>-333</td>
<td>9.1</td>
</tr>
<tr>
<td>Latent Heat</td>
<td>-80.7</td>
<td>14</td>
</tr>
</tbody>
</table>

tropical oceans\(^2\).

6.2 Detection of Trends in Global Mean Rainfall

Increased concentrations of greenhouse gases are thought to have a direct effect on the global water cycle by altering many of the terms in Table 6.1 (Allen and Ingram, 2002). One response that is seen in both models (Held and Soden, 2006) and observations (Trenberth et al., 2005) is an increase in total precipitable water vapor (TPW) that scales with temperature according to the Clausius-Clapeyron relation such that relative humidity remains constant as surface temperatures increase. Because there is a strong relationship between TPW and PR/TMI algorithm biases (Berg et al., 2006) and some of these may be related to relationships between water vapor and the rain DSD (chapter 5), it is worthwhile to examine whether these biases could affect detection of rainfall trends from radar and radiometer algorithms.

The distribution of TPW and rain properties in the database described in chapter 5 is shown in Figure 6.2. These properties are selected since passive and active retrievals are highly sensitive to them and most algorithms assume some relationship between them and the rain rate. In this simple sensitivity test, a \( Z \sim R \) power law relationship, meant to represent a simple radar algorithm, and \( LWP-R \) power law relationship, meant to represent a simple radiometer algorithm, are derived at each TPW bin. The coefficients of these power laws are plotted in Figure 6.3.

To examine the bias that might occur with increasing TPW, the TPW pdf is shifted towards higher

\(^2\) Neither the uncertainty in rainfall from various algorithms or energy budget components can be considered truly robust estimates, since neither algorithms (Kummerow et al., 2010) nor energy budget individual component estimates are totally independent.
Figure 6.2: Various rain quantities relevant to remote sensing as a function of TPW. Scaling coefficients are given in the legend.

Figure 6.3: Parameters \(a\) and \(b\) in \(R = aZ^b\) and \(R = aLWP^b\) as a function of TPW.
values to mimic a 7% increase, roughly in line with 1°C of surface warming. Rain amounts are also shifted, but do not change so this experiment represents the null result, i.e., no change in rainfall. The mean reflectivity and LWP in each bin is then re-calculated using the previously derived, non-shifted power laws on the shifted rain rates. The resulting changes in Z or LWP averaged across all TPW bins can then be used to infer the potential bias in an algorithm that does not assume any relationships of rain properties with TPW.

Using this method, the mean reflectivity decreases by 0.07 dBZ and the mean LWP increases by 0.07 kg m\(^{-2}\) even though the mean rain rate has not changed. Essentially, these changes reflect the properties of rain in high-TPW regimes: lower reflectivity for a given \(R\) due to smaller \(D_0\) and increased LWP for a given \(R\) due to increased cloud water fraction and freezing level (Figure 6.2). Without accounting for these changes, the rain rate from the average \(Z - R\) relationship decreases by 1.1% and the rain rate from the average LWP-\(R\) relationship increases by 4.6%. These represent the magnitude of biases that might be expected with TPW trends in radar and radiometer algorithms that do not account for the differing properties of rain in different TPW regimes. Interestingly, subtracting the 4.6% radiometer bias from the 7% figure reported by Wentz et al. (2007) gives an amount that is in line with the 1-3% expected by Allen and Ingram (2002) and Stephens and Ellis (2008).

Lau and Wu (2006) report another type of trend in rainfall that is associated with a changing in the distribution of rain by intensity. They found an increase in light and heavy rainfall at the expense of moderate rain rates in GPCP and gauge-only datasets over land. To evaluate the possible impact of this trend on remote sensing algorithms, the biases of 2A25 and both the CRM- and PR-based GPROF algorithms (GPROF2004 and GPROF2008, respectively) relative to the combined algorithm rainfall are shown in Figure 6.4. GPROF2008 is biased very high compared to the combined algorithm at light rain rates, and so increases in rainfall here would disproportionately increase the overall rainfall. However, some of this might be offset by negative biases in heavy rainfall, depending on the exact magnitude of the trends at each intensity. A similar but less pronounced error pattern is seen in 2A25, whereas the CRM-based GPROF2004 best matches the combined algorithm at most rain intensities and thus its overall bias compared to the combined algorithm would not change with a change in the rain pdf.
Figure 6.4: Algorithm biases relative to the combined algorithm as a function of mean rain rate in a 1-degree grid square.
Chapter 7

CONCLUSIONS

This dissertation has described several aspects of rainfall remote sensing from the design of a combined radar-radiometer algorithm for the TRMM satellite to the findings and applications of the data produced by this algorithm. The main findings, in context of the questions posed in chapter 1 are summarized in section 7.1. Additionally, some avenues for future work are outlined in section 7.2. Finally, concluding remarks are given in section 7.3.

7.1 Main Findings

Although radar- and radiometer-based satellite measurements of rainfall have been available over the global tropics for over a decade, key uncertainties remain in some regions. Instrumental strengths and shortcomings as well as algorithm assumptions are thought to play a role in creating the regional biases evident in long-term radar and radiometer based products from the TRMM satellite. In an effort to explain these biases as well as prepare for GPM, where combined radar-radiometer profiles will be used as the Bayesian database for constellation radiometers, a new method has been devised to use radiometer measurements to retrieve hydrometeor profiles from radar reflectivity profiles.

Here, each of the questions posed in chapter 1 is revisited. Although some of these questions were answered more definitively than others, all were addressed in this dissertation.

**What techniques are required to combine radar reflectivity profiles and multi-resolution, overlapping passive microwave radiometric measurements in an internally consistent geophysical product?** The key component of the combined algorithm, and the primary difference from existing methods, is a radar profiling algorithm with three variable parameters representing the ice PSD, rain
DSD, and cloud LWP in each radar pixel. A variational optimal estimation inversion is used to adjust the profiling algorithm parameters to best match the observed microwave radiances and SRT PIA over a scene containing hundreds to thousands of PR pixels. The overall framework is modular, allowing for easy inclusion of different microwave scattering tables and radiative transfer models as well as any ancillary data regarding non-retrieved background parameters.

Can a combined algorithm compare favorably to single-instrument algorithms, in terms of bias, compared to well-calibrated ground-validation (GV) products? Validation of the algorithm was presented in three parts. First, the retrieval of cloud LWP outside the rain was demonstrated to show an improved correlation with VIRS-based retrievals relative to methods that consider each TMI FOV independently. This is an important verification of the whole-scene retrieval as a solution to one of the greatest problems faced when combining radar and radiometer measurements, the mismatched FOVs and how to deal with the corresponding partial beam-filling effects.

TRMM PR and ground-based radar datasets were used to set the uncertainty in the \textit{a priori} DSD and cloud water assumptions. These uncertainties were fit to best match 2A25 and polarimetric radar rainfall retrievals at Kwajalein respectively. These same values were then used in retrievals over Melbourne, FL, where rainfall totals were within 2% of the GV value, well within the range of uncertainty expected given sampling error and a significant improvement from the default DSD assumption in the winter and early spring months. That the combined algorithm bias relative to GV was within 2% at both Kwajalein and Melbourne is not a guarantee that this accuracy exists elsewhere, but does represent an improve from the stand-alone PR and TMI products that have biases exceeding 5% at one or both of these sites.

Can the combined algorithm reliably measure two independent parameters of the raindrop size distribution (DSD)? If so, are these parameters related to properties of the clouds and/or the environment? The addition of independent information in the form of the SRT PIA and microwave $T_b$s to the reflectivity profile allows the retrieval of an independent parameter $\epsilon_{DSD}$, which is the reflectivity-normalized median drop size $D_0$. The ability to retrieve this parameter accurately was confirmed by comparing disdrometer-observed differences in the DSD between Melbourne and Kwajalein and finding that they were consistent with the differences retrieved by the combined algorithm.
Several reasons for these DSD differences have been hypothesized, with many studies (summarized by (Rosenfeld and Ulbrich, 2003)) pointing to cloud dynamics (convective vs. stratiform) and microphysics (continental vs. maritime) as primary sources of variability. These and other factors were analyzed extensively in chapter 5 where it was found that:

- More intense rainfall is associated with larger drops in an absolute sense, but smaller relative to reflectivity. These properties are also associated with weaker bright bands and horizontal inhomogeneity of the rain field which are characteristics of the stronger updrafts associated with convection.

- Extratropical environments tend to have larger drops than tropical environments, all other factors being equal. The effect of evaporation and time for drop breakup processes to occur are thought to be the leading influence in this context.

- Microphysically maritime clouds have smaller drops than their continental counterparts, as expected.

- The exponent of the $Z - D_0$ power law tends to increase with echo top height in convection, indicating the increasing contribution of cold rain formation.

- The exponent of the $Z - D_0$ power law tends to decrease with increasing bottom-heaviness of the reflectivity profile, indicating the increasing contribution of warm rain processes. This is consistent with dual-pol radar DSD retrievals from the NAME field campaign.

Together, these environment and cloud properties explain nearly half of the variability in median drop size $D_0$ at a given reflectivity. The remaining variability might be related to factors unobservable by the TRMM instruments, such as updraft strength and horizontal displacement due to wind shear, inadequate resolution of the low-frequency microwave footprints used to adjust the DSD, or temporal variability within a given set of environmental, microphysical, and dynamical factors.

Relationships between the rain DSD and the two dominant modes of variability in the vertical profiles of reflectivity observed by PR have also been identified. The first mode, which represents the unidirectional increase/decrease of reflectivity throughout the profile, suggests that the exponent in the
$D_0 - Z$ power law is biased high in stratiform rain, particularly in the tropics, and that this exponent increases with echo top in convective rain. Meanwhile, positive values of the second mode, which represents profiles with weaker echoes above the melting layer and stronger echoes below it, are correlated with smaller drops at a given reflectivity for both rain types, which is consistent with the stronger influence of warm rain processes in profiles that exhibit this characteristic.

**What causes the observed regional bias patterns between the TRMM radar and radiometer algorithms (and GV)? Could these biases potentially mask or exaggerate long-term trends in global precipitation?** The regional patterns of the rain DSD for all rain types are generally similar to those presented by Kozu et al. (2009) for convective rain, although absolute values of the $Z - R$ coefficients differ due to the inclusion of stratiform rain in this study. These regional patterns of DSD can be largely explained by patterns in the dynamical, environmental, and microphysical factors that shape DSD. Much of the bias between PR and TMI rain estimates appears to be related to these DSD assumptions via two pathways:

- Insufficient adjustments to the default DSD by the PR 2A25 algorithm, especially in light and moderate rain where surface reference estimates of the path-integrated attenuation do not exceed the noise level, and

- Incorrect assumption of DSD and/or vertical distribution of rain water in the database of profiles used by the GPROF algorithm for TMI, which affects the liquid water content-rain rate conversion.

Globally, the area-weighted mean rain rate from the combined rainfall product exceeds version 6 of the 2A25 products by 15% for the two years analyzed (Figure 6.1). Note, however, that the patterns of rainfall adjustment are nearly identical in going from the default DSD to 2A25 and 2A25 to the combined algorithm. The increase of rainfall in the combined algorithm therefore results from two sources:

- The combined algorithm, unlike the PIA-based 2A25, is not limited to pixels with heavy rain, and

- The majority of rainfall occurs in the regions where DSD adjustments increase rainfall.
A simple sensitivity test was conducted to determine whether trends in TPW, generally considered a robust response of the hydrological cycle to greenhouse gas forcing (Held and Soden, 2006), might result in retrieval biases. Without any change in actual rainfall, mean global reflectivity decreases and mean total LWP increases assuming that mean rain properties at a given value of TPW remain constant. This could result in an underestimate by radar algorithms and an overestimate by radiometer algorithms of rainfall trends associated with the increase in TPW.

**What is the mean rainfall rate over the tropics and its uncertainty? Is this consistent with estimates derived from the measurements of the other components of the energy budget?** The mean tropical oceanic rainfall rate from the combined algorithm was found to be 3.06 mm/day with an uncertainty of about 8%. This value slightly exceeds the GPCP estimate but is not inconsistent with estimates of the global mean value obtained from the residual of other components of the energy budget when their respective uncertainties are considered. Based on energy budget considerations and validation of the combined algorithm, it seems likely that 2A25 estimates are biased low against the actual mean rainfall rate. However, the tropical oceans receive only about half of the global total rainfall, and the other half, which occurs over land and at high latitudes, is not as well constrained by current remote sensing techniques as the values over the tropical ocean. Thus, the uncertainty in the global total from measurements is not much less than the uncertainty that comes from knowledge of other terms in the energy budget.

### 7.2 Future Work

Potential areas of algorithm refinement include sensitivity analyses to different radiative transfer models and hydrometeor scattering properties, including non-spherical raindrops and more complex representations of ice. More accurate estimates of the global mean rainfall will require additional tuning of the cloud water adjustment and/or DSD assumptions using polarimetric radar data from a variety of rainfall climate regimes. To continue preparation for GPM, a dual-frequency profiling algorithm will need to be developed as well as an extension of the retrieval method over land and ice surfaces.

Much work remains to be done to verify the relationships between DSD the parameters analyzed in chapter 5, and in particular to identify biases in the combined radar-radiometer algorithm that may create
spurious relationships between the DSD adjustment and unrelated factors. Nevertheless, the relationships we have found are consistent with what is known about the processes that shape the rain DSD and may be used to create time-varying Z-R relationships for ground-based radars or to enhance over-land TRMM PR retrievals, where radiometer-enhanced retrievals are complicated by the unknown factors related to surface emissivity and radar-only retrievals must rely on the surface reference estimate of attenuation, which is noisier over land than water. However, it should be emphasized that caution must be used in extending these relationships over land, as some regimes (e.g., orographic precipitation) may be unsampled over the ocean. When the GPM core satellite is launched in 2013, it will carry a dual-frequency radar, reducing much of the ambiguity in DSD retrievals over land and ocean. At that time it will be worthwhile to revisit the relationships noted in this work.

7.3 Concluding Remarks

This dissertation represents the culmination of four years of work distilled into a single document. Not included are the numerous dead ends and otherwise unfruitful avenues that were pursued. Likewise, the constraints of time did not allow a thorough examination of every topic that appeared to be inviting along the way. Fortunately or unfortunately, depending on the perspective of the researcher, the nature of science is such that more questions are raised than answered in almost every study that has been undertaken. It is hoped that this dissertation has answered at least a few such questions, and prompted at least as many to be answered in the future by whomever is willing.


Appendix A

COVARIANCE STRUCTURE OF THE RAIN DSD

An important element of the optimal estimation inversion is the a priori covariance matrix $S_a$. When retrieving the parameter $\epsilon_{\text{DSD}}$ in multiple pixels within a scene as described in chapter 3, knowledge of the covariance structure of this parameter provides an additional useful constraint. Although DSD parameters similar to $\epsilon_{\text{DSD}}$ have been defined in previous algorithms (e.g., Iguchi et al. (2000), Grecu et al. (2004)), studies of the spatial covariance of the DSD tend to focus on first-order parameters such as rain rate and reflectivity (e.g., Lee et al. (2009), Tokay and Bashor (2010), Tapiador et al. (2010)) instead of reflectivity-normalized quantities such as $\epsilon_{\text{DSD}}$. Thus, an important element of algorithm development was determining these covariances using observational data. The datasets and analysis method are described in sections A.1 and A.2

A.1 Datasets

In order to satisfy the requirements for the covariance structure, simultaneous DSD measurements or estimates over a region at least as large as a 10 GHz TMI FOV (approximately $40 \times 60$ km) were desirable. Although no direct DSD measurements from disdrometers are currently available over such a large region (an experiment of this scale is planned as part of GPM ground validation), polarimetric radar retrievals are able to provide reasonably accurate estimates of $Z$ and $D_0$, which are required to calculate $\epsilon_{\text{DSD}}$. The dataset developed by Matrosov et al. (2002) contains retrievals of rain rate, liquid water content and $D_0$ (Figure A.1) from dual-polarized X-band radar located on Wallops Island, VA. The higher frequency of this radar allows for a better determination of drop sizes in light rainfall than S-band radars. Ten rainfall cases were available for study and are listed in Table A.1
Figure A.1: Reflectivity, rain rate, $D_0$, and $W$ for the 11 April 2001 event at Wallops Island.
Table A.1: Rainfall events in Z-band polarimetric dataset from Wallops Island, VA (Matrosov et al., 2002). For each event linear regression was used to derive a $Z - D_0$ power law. Mean conditional rain rate is also given.

<table>
<thead>
<tr>
<th>Starting Date</th>
<th>Time (UTC)</th>
<th>$a$ (mm) in $D_0 = aZ^b$</th>
<th>$b$ in $D_0 = aZ^b$</th>
<th>$&lt;R&gt;$ (mm hr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 Feb 2001</td>
<td>1720-2017</td>
<td>0.39</td>
<td>0.136</td>
<td>1.17</td>
</tr>
<tr>
<td>4 Mar 2001</td>
<td>2316-0140</td>
<td>0.37</td>
<td>0.115</td>
<td>0.75</td>
</tr>
<tr>
<td>13 Mar 2001</td>
<td>0409-2036</td>
<td>0.27</td>
<td>0.146</td>
<td>1.10</td>
</tr>
<tr>
<td>15 Mar 2001</td>
<td>1900-2138</td>
<td>0.29</td>
<td>0.168</td>
<td>1.64</td>
</tr>
<tr>
<td>21 Mar 2001</td>
<td>1217-1445</td>
<td>0.32</td>
<td>0.156</td>
<td>0.62</td>
</tr>
<tr>
<td>30 Mar 2001</td>
<td>0908-1135</td>
<td>0.30</td>
<td>0.155</td>
<td>0.34</td>
</tr>
<tr>
<td>1 Apr 2001</td>
<td>2100-2331</td>
<td>0.50</td>
<td>0.076</td>
<td>2.83</td>
</tr>
<tr>
<td>11 Apr 2001</td>
<td>0400-1645</td>
<td>0.28</td>
<td>0.177</td>
<td>1.35</td>
</tr>
<tr>
<td>16 Apr 2001</td>
<td>0010-0135</td>
<td>0.28</td>
<td>0.183</td>
<td>0.93</td>
</tr>
<tr>
<td>17 Apr 2001</td>
<td>0730-0910</td>
<td>0.62</td>
<td>0.042</td>
<td>0.80</td>
</tr>
</tbody>
</table>

In addition to the dual-polarimetric retrievals, a dataset of DSD profiles from the Tropical Warm Pool International Cloud Experiment (TWP-ICE; May et al. (2008)) were also available for analysis. The profiler retrieval method converts 920 MHz Doppler spectra of fall speeds to the DSD with a correction for clear-air turbulence provided by an additional measurement at a different frequency (Schafer et al., 2002). Thus, no $a$ priori assumption about the DSD shape is required and full spectra can be theoretically retrieved. Williams and Gage (2009) used a methodology that determined the best-fit gamma DSD to the data, and from this were able to calculate rain rate and $D_0$ (Figure A.2). These data, although limited to a few rain events (Table A.2), represent some of the most robust measurements of the vertical profile of DSD in deep tropical rain and can therefore be used to test $a$ priori assumptions about the vertical structure of $\epsilon_{DSD}$.

Table A.2: Rainfall events analyzed by a 920-MHz profiler in Darwin, Australia during TWP-ICE. For each event linear regression was used to derive a $Z - D_0$ power law. Mean conditional rain rate is also given.

<table>
<thead>
<tr>
<th>Starting Date</th>
<th>Time (UTC)</th>
<th>$a$ (mm) in $D_0 = aZ^b$</th>
<th>$b$ in $D_0 = aZ^b$</th>
<th>$&lt;R&gt;$ (mm hr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19 Jan 2006</td>
<td>2300-0600</td>
<td>0.70</td>
<td>0.098</td>
<td>8.81</td>
</tr>
<tr>
<td>22 Jan 2006</td>
<td>1000-1700</td>
<td>0.93</td>
<td>0.074</td>
<td>1.54</td>
</tr>
<tr>
<td>23 Jan 2006</td>
<td>1000-2359</td>
<td>0.85</td>
<td>0.075</td>
<td>6.55</td>
</tr>
</tbody>
</table>
A.2 Analysis

The X-band polarimetric data were first averaged to a 1 km grid to reduce noise and speed computations. For each day, linear regression was used to calculate the $Z - D_0$ power law coefficients. Next, $D_0^*$ (equivalent to $\epsilon_{\text{DSD}}$) was calculated at each grid cell by dividing the retrieved $D_0$ value by the value predicted by the power law and $Z$. The resulting grid of $D_0^*$ was then analyzed for covariances using the following procedure: First, pairs of grid cells within a radar scan were grouped by distance and reflectivity difference. These variables were first considered separately, then together. The covariance of $D_0^*$ of all pairs in each group was then calculated. Next, an average covariance at each distance and/or reflectivity difference is calculated for each day, weighted by the number of pairs that went into each covariance. These weighted mean covariances were observed to follow an inverse exponential decrease with distance and/or reflectivity difference:

$$C(\Delta s) = C_0 e^{-\Delta s/L_0},$$  \hspace{1cm} (A.1)
Figure A.3: Covariance structure of $D_0$ as a function of distance and reflectivity difference.

$$C(\Delta Z) = C_0 z e^{-\Delta Z/Z_0}, \quad (A.2)$$

and

$$C(\Delta s, \Delta Z) = C_{0sz} e^{-\Delta Z/Z_1-\Delta s/L_1}, \quad (A.3)$$

When all events are averaged together, these patterns become quite clear (Figure A.3). The best-fit length and reflectivity scales for the individual variables are 12.6 km and 2.6 dBZ. For the combined function (Eq. A.3), these scales are 12.4 km and 8.7 dBZ.

The profiler data lend themselves to a similar analysis with one important difference: they represent precipitation propagating over a stationary point. Since this precipitation may evolve in time, any time scales derived from this dataset may represent temporal covariances as well. Presumably, these effects would average out over many cases but with such a small sample size, results should be treated with suspicion. Nevertheless, a similar analysis was performed on the 920 MHz profiler DSDs retrieved from Darwin during TWP-ICE. The vertical profiles offer the opportunity to perform an additional analysis to determine the mean vertical profile of $D_0$ and its vertical covariance structure (Figure A.4).
Figure A.4: Mean and two leading EOFs of $D_0^*$ from the Darwin profiler data.

Since the vertical variations in $Z$, $D_0$, and $D_0^*$ are small compared to their horizontal variations, an average of each profile was taken and used to compute the time scale for each event. The average value among all events was an e-folding time of 15 minutes, corresponding to 7.2 km assuming a propagation speed of 8 m s$^{-1}$. 
Appendix  B

RESIDUAL ERRORS

This appendix contains a quantitative description and maps of the residual brightness temperatures errors, expressed as the difference between the observed $T_b$ and simulated $T_b$. The data come from the 2 years of TRMM retrievals described in chapter 5. The purpose of this appendix is to highlight the patterns in these residual errors in order to identify areas where the combined algorithm could be improved. Some summary statistics are provided in section B.1 and maps of biases are presented in section B.2

B.1 Summary Statistics

The mean residual $T_b$, root-mean-square error and bias for the vertically polarized channels are plotted in Figure B.1. The emission channels all generally have negative errors which increase in magnitude as rain rate and rain fraction within the FOV increase, although saturation effects reduce these errors at higher rain rates/fractions in the 19 and especially 37 GHz channels. Most of the RMS error is a result of the bias, as opposed to random error, because the magnitude of the rms error is only slightly greater than that of the bias. Meanwhile, the 85 GHz rms error increases with rain rate and rain fraction, but the bias decreases with rain fraction suggesting that errors are more random. The non-zero biases at low rain fractions in all channels suggests an inability of the non-raining retrieval to match all $T_b$s simultaneously; Elsaesser and Kummerow (2008) provided evidence that this may be an indication of calibration error in addition to forward model bias.

Several researchers (e.g., Petty (2001), Grecu and Anagnostou (2002)) have noted that the 9 TMI brightness temperatures are not independent and can be reduced to, at most, 5 principle components
Figure B.1: Brightness temperature RMS (solid) and bias (dashed) as a function of rain rate and rain fraction in the TMI FOV for the vertically-polarized channels.

(PCS) in raining systems. An EOF analysis of the residual errors (Figure B.2) shows that the first two PCs explain 89% of the variability in the eight channels used in this retrieval. The first mode of variability is associated with a bias of the same sign in all channels, with the greatest magnitude in the 37 GHz channels. The second mode is associated with biases of opposite signs in the emission and scattering channels.

**B.2 Residual Error Maps**

The two leading EOFs of $T_b$ error show that the bias in all channels can be simplified to the bias in the emission channels and the bias in the scattering channels. Thus, a quadrant analysis can be performed examining the percentage of time when these two sets of channels have warm or cold biases. These quadrants are shown in Figure B.3. The combination of emission and scattering channels biased warm is the most common pattern, particularly in the subsidence regions which lack deep convection. That these occur most frequently in the light rain regimes and are consistent with the low-rain rate and rain fraction errors in Figure B.1 suggests that errors in radiative transfer related to non-rain parameters or calibration error are the cause of this particular error pattern.
The convergence zones have the highest occurrence of the cold bias in the emission channels with a warm bias in the scattering channels. This suggests that insufficient adjustments to the rain DSD and/or cloud water have been made here, even though rainfall increases have been made in these regions. Simultaneous cold bias in all channels occur most frequently in the extratropical regions, potentially indicating incorrect temperature profiles, a distinct possibility with the stronger temperature gradients in these regions. The combination of a warm bias in the emission channels with a cold bias in the scattering channels occurs rarely everywhere but slightly more frequently in the subsidence regions.
Figure B.3: Fractional distribution of $T_b$ error by quadrant.
Appendix C

A BAYESIAN RADAR PROFILING ALGORITHM

A potential application of the correlations between reflectivity structure and the values of $\epsilon_{\text{DSD}}$, $\epsilon_{\text{ICE}}$, and $\epsilon_{\text{CLW}}$ noted in section 5.4 is a Bayesian profile-matching algorithm. This method has several advantages over the combined retrieval in that it is computationally faster and can be used over land. The disadvantage, of course, is that no radiometer or PIA information is explicitly included, and if the correlations of the retrieved parameters with reflectivity structure is weak, then little information has been added over the default DSD, ice, and cloud water assumptions. Additionally, since some types of precipitation, such as orographic events, will be undersampled or entirely missing from the ocean database, inaccurate values might be assigned in these precipitation types. This appendix will briefly describe a hybrid Bayesian method that uses the database of combined retrievals to set a priori values for $\epsilon_{\text{DSD}}$, $\epsilon_{\text{ICE}}$, and $\epsilon_{\text{CLW}}$ but still uses the SRT PIA to adjust the final value of $\epsilon_{\text{DSD}}$ if necessary. The algorithm formulation including a description of the database is given in section C.1. An analysis of one month of results, including comparisons to the full combined retrieval over ocean and comparisons with 2A25 over land, is given in section C.2.

C.1 Algorithm

This method utilizes a database of measured (1C21) reflectivity profiles and their associated values of $\epsilon_{\text{DSD}}$, $\epsilon_{\text{ICE}}$, and $\epsilon_{\text{CLW}}$ retrieved from the combined algorithm for the two years retrieved for the analysis in chapter 5 (1999-2000 and 2006). This database is broken down by echo top and freezing level in 250m bins for three reasons. First, the strength of the bright band is strongly related to the DSD as shown in chapter 5 and should be interpreted correctly. Second, echo top is also correlated with the
Table C.1: Effect of sample size on retrieved values of $\epsilon_{DSD}$ and rain rate for a sample orbit. Root-mean-square (RMS) and maximum differences along with overall bias relative to the full database are given.

<table>
<thead>
<tr>
<th>Number of Profiles</th>
<th>100</th>
<th>1000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS($\epsilon_{DSD}$)</td>
<td>0.77</td>
<td>0.36</td>
<td>0.15</td>
</tr>
<tr>
<td>Max($\epsilon_{DSD}$)</td>
<td>0.85</td>
<td>0.66</td>
<td>0.66</td>
</tr>
<tr>
<td>RMS(RR) [mm hr$^{-1}$]</td>
<td>3.87</td>
<td>2.41</td>
<td>2.27</td>
</tr>
<tr>
<td>RR Bias</td>
<td>1.01</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

DSD and by only comparing profiles with the same echo top, the RMS error between the observed and database profiles can be calculated more directly without assigning some arbitrary penalty for missing echos in one profile. Finally, these subsets form smaller databases which improves computation time.

To obtain the \textit{a priori} values for $\epsilon_{DSD}$, $\epsilon_{ICE}$, and $\epsilon_{CLW}$ for a sample profile from this database, each profile in the database is given a weight based upon the following formula:

\[
W_i = \sum_{k=1}^{N} e^{-(Z_m(i,k) - Z_m(k))^2/(\sigma_Z^2)},
\]

where $N$ is the number of PR range gates with an echo, $(Z_m(i,k))$ represents the measured reflectivity in the $k$th height level for the $i$th database profile, $Z_m(k)$ is the measured reflectivity at the $k$th height level for the sample profile, and $\sigma_Z$ is set to 1 dBZ following Masunaga and Kummerow (2005). The weighted mean is then given by:

\[
\epsilon = \frac{\sum_{n=1}^{M} W_i \epsilon_i}{\sum_{n=1}^{M} W_i},
\]

where $M$ is the number of profiles in the database.

For a given orbit, computation time scales with the number of profiles in the orbit times the number of profiles in the database. Even after subdividing by echo top and freezing height, there are several hundred thousand profiles in some of these bins and computation time becomes much slower than the full combined retrieval. In order to speed up the database matching component, reduction of the database size via random sampling is necessary. The effect of different sample sizes on the \textit{a priori} values of $\epsilon_{DSD}$, $\epsilon_{ICE}$, and $\epsilon_{CLW}$ for a test orbit is given in Table C.1. A database size of 1000 profiles was chosen as a compromise to maximize speed and minimize differences from the full database.
C.2 Results

One month not in the database (January 2001) was selected to compare results of the Bayesian-PR hybrid algorithm and the combined algorithm. Gridded mean values of $\epsilon_{\text{DSD}}$, $\epsilon_{\text{ICE}}$, and $\epsilon_{\text{CLW}}$ and their differences from the full combined algorithm for the central 25 PR rays over ocean are shown in Figure C.1. Squared correlation coefficients of these parameters with their counterparts from the combined algorithm are 0.19, 0.31, and 0.02, respectively. Therefore, a small but not insignificant amount of the DSD is directly related to the reflectivity profile. A greater amount of variation in the ice scattering properties is apparently contained in the reflectivity profile shape, which may be a result of preferred crystal morphologies in different reflectivity structures. The spatial patterns illustrate that biases relative to the combined algorithm are generally random\(^1\) for $\epsilon_{\text{DSD}}$ and $\epsilon_{\text{ICE}}$, but exhibit a strong positive bias in the subsidence regions for $\epsilon_{\text{CLW}}$. This tendency is a direct consequence of the low correlation between the combined and Bayesian retrieval for this parameter. Lacking any information from the reflectivity profiles, the mean value is essentially applied which is biased high in these regions.

Finally, gridded rain rates from the hybrid retrieval are compared to the default DSD with no adjustment, the PIA-only retrieval without Bayesian modification of the \textit{a priori} DSD, and 2A25 for the full PR swath over land and ocean in Figure C.2. As with the combined algorithm, the hybrid method increases rain rates over the tropical oceans and decreases them in the winter hemisphere mid-latitudes relative to 2A25. Over land, both positive and negative differences can be found without any clear preference. The next panel largely confirms the mostly random nature of the $\epsilon_{\text{DSD}}$ adjustments relative to the combined algorithm as these are present in the rain differences as well. Further comparisons to radar-only algorithms without any adjustment and without the Bayesian matching show generally similar trends indicating, as in the combined retrieval, that the inclusion of information from TMI (in this case implicitly from the radar profile database) makes adjustments in the same direction as the PIA but extending to those pixels without a reliable SRT PIA estimate.

\(^1\) Some of this randomness may be related to database sampling issues.
Figure C.1: Gridded mean values of $\epsilon_{\text{DSD}}$, $\epsilon_{\text{ICE}}$, and $\epsilon_{\text{CLW}}$ from the hybrid Bayesian+PIA (PRB) retrieval. Differences from the combined algorithm are also shown.
Figure C.2: Gridded mean rainrates from the hybrid Bayesian+PIA retrieval. Differences from other algorithms are also shown.