DISSERTATION

PENALIZED UNIMODAL SPLINE DENSITY ESTIMATE WITH APPLICATION TO

\( M \)-ESTIMATION

Submitted by

Xin Chen

Department of Statistics

In partial fulfillment of the requirements

For the Degree of Doctor of Philosophy

Colorado State University

Fort Collins, Colorado

Fall 2020

Doctoral Committee:

Advisors: Mary C. Meyer

Haonan Wang

Piotr Kokoszka

Wen Zhou

Hong Miao
This dissertation establishes a novel type of robust estimation, Auto-Adaptive M-estimation (AAME), based on a new density estimation.

The new robust estimation, AAME, is highly data-driven, without the need of priori of the error distribution. It presents improved performance against fat-tailed or highly-contaminated errors over existing M-estimators, by down-weighting influential outliers automatically. It is shown to be root-n consistent, and has an asymptotically normal sampling distribution which provides asymptotic confidence intervals and the basis of robust prediction intervals.

The new density estimation is a penalized unimodal spline density estimation which is established as a basis for AAME. It is constrained to be unimodal, symmetrical, and integrate to 1, and it is penalized to have stabilized derivatives and against over-fitting, overall satisfying the requirements of being applied in AAME. The new density estimation is shown to be consistent, and its optimal asymptotic convergence rate can be obtained when the penalty is asymptotically bounded.

We also extend our AAME to linear models with heavy-tailed and dependent errors. The dependency of errors is modeled by an autoregressive process, and parameters are estimated jointly.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Influential Outliers

It has long been observed that the quality of a regression estimator, assuming normality on the errors, can be massively affected by the introduction of outliers. Possible problems include but are not limited to: firstly, because the variance of the estimates is artificially inflated, outliers can be masked. In many situations, including some areas of earth sciences and medical statistics, true outliers are actually of interest (to recognize abnormal cases). Secondly, least-squares estimation will be inefficient, because the least-squares estimation are sensitive and tends to be dragged towards the outliers. In other words, its standard error will be large, so that would require a larger sample size.

This dissertation establishes a novel robust regression method, to deal with errors that are containing outliers and hence not following a normal distribution. Particularly, the new method has good performance against errors that are potentially (i) contaminated and (ii) heavy-tailed. Contaminated and heavy-tailed errors are discussed widely in different fields and disciplines. Below is an informal definition of them.

Errors with an \( \epsilon \)-contamination distribution

A frequent cause of errors with outliers is defined as a mixture of two distributions, which may be two distinct sub-populations, indicating the ‘expected’ noises versus ‘unusual’ or ‘contaminated’ error. This is modeled by a mixture model. [Huber, 1964] proposed the \( \epsilon \)-contamination model, and see [Du et al., 2018] and [Chen et al., 2016] for more recent discussions. In particular, a contaminated normal distribution in which the majority of observations are from a specified normal distribution, but a small proportion are from a normal distribution with much higher variance.
That is, errors have probability $1 - \epsilon$ of coming from a normal distribution with variance $\sigma$, and probability $\epsilon$ of coming from a normal distribution with variance $c\sigma^2$ for some $c > 1$:

$$e_i \sim (1 - \epsilon)N(0, \sigma^2) + \epsilon N(0, c\sigma^2).$$

**Errors with a heavy-tailed distribution**

Another frequent case of errors with outliers is described by a heavy-tailed distribution. The distribution of a random variable $X$ with distribution function $F$ is said to have a heavy (right) tail if the moment generating function of $X$, $M_X(t)$, is infinite for all $t > 0$. That means

$$\int_{-\infty}^{\infty} e^{tx} dF(x) = \infty,$$

for all $t > 0$. An implication of this is that

$$\lim_{x \to \infty} e^{tx} \mathbb{P}(X > x) = \infty,$$

for all $t > 0$. In other words, its tail probability $\mathbb{P}(X > x)$ decays more slowly than those of any exponential distribution. See [Foss et al., 2011]. Heavy left tails are defined in a similar way. Common heavy-tailed distributions include but are not limited to: the Pareto distribution; the Log-normal distribution; the Weibull distribution with shape parameter greater than 0 but less than 1; the Fréchet distribution; the Cauchy distribution; and the t-distribution.

**Fat-tailed distributions**

An important class of heavy-tailed distributions are those with power law behavior, which is said to be fat-tailed. That is, if the tail probability of a random variable $X$ can be expressed as

$$\mathbb{P}(X > x) \sim x^{-\alpha},$$
as \( x \to \infty \). Then the distribution is said to have a fat-tail if the positive exponent \( \alpha > 0 \) is small. Here \( \alpha \) is called the tail index which indicates the thickness of the tail probability. See [Haas and Pigorsch, 2009] for more formal definitions and [Cooke et al., 2014] for examples.

From a mathematical and statistical perspective, tail index is the most fascinating aspect of fat-tailed distributions. According to the tail index, a fat-tailed distribution may have its mean, variance, and other measures that describe the shape of the distribution undefined. For instance, if \( \alpha \leq 2 \), the variance, the skewness, and all higher moments of the tail are mathematically undefined, and hence larger than that in any normal or exponential distribution.

A good example of fat-tailed distributions could be the Pareto distribution, as its tail probability is clearly following the power law. A random variable \( X \) is said to have a Pareto distribution with shape parameter \( \alpha > 0 \) and scale parameter \( x_m > 0 \) if \( X \) takes values in the interval \([x_m, \infty)\) with cumulative distribution

\[
\mathbb{P}(X \leq x) = 1 - \left( \frac{x_m}{x} \right)^{\alpha}.
\]

It is clear that \( X \) is fat-tailed with index \( \alpha \). Moreover, the moment of \( X \) is

\[
E[X^t] = \begin{cases} 
\frac{\alpha x_m^t}{\alpha-t} & \text{for } t < \alpha \\
\infty & \text{for } t \geq \alpha,
\end{cases}
\]

which indicates that \( X \) has a finite mean only if \( \alpha > 1 \), and a finite variance only if \( \alpha > 2 \). Another well-known example of fat-tailed distributions could be the Cauchy distribution, which is with its mean and all higher moments undefined.

A remark here is that fat-tailed distributions are always heavy-tailed. Some heavy-tailed distributions, however, have a tail which goes to zero slower than an exponential function (meaning they are heavy-tailed), but faster than a power (meaning they are not fat-tailed). An example is the log-normal distribution.
1.1.2 Robust and Adaptive Regression Methods

Robust regression methods have long been of interest in statistical practice. The normal or Gaussian distribution is often not a good representation of the error density, and the error density family is usually unknown. When there is evidence that the convenient assumption of normal errors is incorrect, we would better use "robust" methods where knowledge of the error density family is not required. [Huber, 1964] proposed a solution intermediate to least-squares and median regression, and more generally, proposed $M$-estimation of regression functions.

Consider observations $(x_i, Y_i)$, and the model

$$Y_i = \mu(x_i) + \varepsilon_i,$$  \hspace{1cm} (1.1)

where $\mu$ is an unknown regression function and $\varepsilon_i, i = 1, \cdots, n$ are i.i.d. from a probability distribution $f$. Classical robust $M$-estimation of the regression function $\mu(x)$ is attained by choosing a function $\rho$ and then finding $\mu$ to minimize

$$\sum_{i=1}^{n} \rho(Y_i - \mu(x_i)),$$  \hspace{1cm} (1.2)

over the parameter space of $\mu$. $M$-estimations are described in more details in later sections.

This dissertation proposes a new method for robust regression. We assume only that the error density $f$ in model (1.1) is smooth, unimodal, and symmetric. For the proposed method, the error density function $f$ is estimated using a constrained least-squares penalized spline density estimator, which is then used for determining the shape of the $\rho$ function, to down-weight influential outliers automatically, to be used for further inferences, and possibly also for robust model selection criterion. It is shown that this new method is related to Huber’s $M$-estimation, while more adaptive to the data, without the need of priori of error distribution (besides above mild condition). So we call this the Auto-Adaptive $M$-Estimator (AAME).
Nonparametric statistics

Note that throughout this dissertation, in the model (1.1), the regression model $\mu(x_i)$ will be considered in a parametric manner, while the error density model $f$ will be considered in a non-parametric manner.

The term "nonparametric statistics" generally refers a statistical method in which models or distributions can not be determined by a small number of parameters. That is to say, it assumes a scenario that we know very little information regarding the form of models or distributions, so that we have to make the prescribed form of models or distributions to be relatively more flexible.

In the form of distribution, the meaning of nonparametric covers techniques that do not rely on data belonging to any particular parametric family of probability distributions, and is therefore not subject to violation of distribution assumptions. As such it is the opposite of parametric statistics.

In the functional form of regression, the meaning of nonparametric covers techniques that do not assume that the structure of a model is fixed. Typically, the model grows in size to accommodate the complexity of the data. These techniques include, among others: kernel regression, regression trees, and regression splines, which are agnostic about the functional form between the outcome and the covariates, and is therefore not subject to misspecification error.

Above is an informal definition of nonparametric statistics. See [Stuart et al., 1999] for more discussions. Because nonparametric techniques do not presume strong assumptions toward models or distributions, hence they generally tend to have lower bias; while tend to have higher variance, due to being highly flexible.

1.1.3 Adapting to the Data

If we know the error density $f$, or have its estimation $\hat{f}$, we will at least have the following benefits. We can down-weight influential outliers accordingly, we can compute robust prediction interval, and we can do convenient bootstrap inferences for more complicated regression models. Let us see these benefits in details, one-by-one.
Down-weighting influential outliers accordingly

We estimate the error density, then define $\rho = \hat{f}(0) - \hat{f}$, as the $\rho$ function in model (1.2) (traditionally we have $\rho(0) = 0$). This then coincides with an $M$-estimation. Many of the nice properties of $M$-estimation can be inherited. Intuitively this is similar to a trimmed mean regression, with the trim points $k$ chosen by the data and “smoothed out” from the right place. Figure 1.1 shows the defined $\rho$ function, as solid curve. Dashed curve shows the heavy-tailed error density function $f$ which has a $t(2)$ distribution. Vertical bars indicate random errors generated by the error density function $f$. An $M$-estimation with such a $\rho$ function, can down-weight influential outliers automatically, so that it requires no priori of error distribution, yet has good performance against both the $\epsilon$-contamination type of influential outliers, and very heavy-tailed (fat-tailed) error distributions with a low tail-index and corresponding infinite moments.

Computing robust prediction interval

A prediction interval is an estimate of an interval in which a future observation will fall, with a certain probability, given what has already been observed. Prediction intervals are often used in regression analysis.

In ordinary regression problems, we assume the error term $\varepsilon$ follows a normal distribution, then quantify the combined uncertainty in (1.1) by the additive property of normal distribution. However, when the true error density is unknown, constructing a prediction interval will become problematic. Existing robust regression methods did not provide a satisfying solution, which are discussed in the following section.

Note that generally for a distribution, using only the variance (and mean zero) to describe its distribution and make a confidence interval is not adequate. While with the density estimation $\hat{f}$, we will be able to quantify the entire uncertainty which comes from both the sampling error and the future random observation. This is an important advantage that our method has over the others.
Figure 1.1: Visualized idea of down-weighting influential outliers automatically. The dashed curve shows the heavy-tailed error density function $f$ which is $t(2)$ distribution. Vertical bars indicate random errors generated by error density function $f$. The solid curve shows the imputed $\rho$ function.
Bootstrap inference for more complicated regression models

When the sample size is small, for example, smaller than $n = 30$, the asymptotic sampling distribution of $\hat{\mu}$ may not be approximated by a normal distribution very well. In this case, we would better consider a bootstrapping confidence interval.

Bootstrapping is any statistical test or metric that uses resampling to randomly sample with replacement, and then estimates the properties of an estimator (such as its variance or percentiles). See [Efron, 1992] for more details. Bootstrap works efficiently when the asymptotic sampling distribution fails due to small sample size, or the sampling distribution being hard to be derived.

We’ve seen three major ways of doing this: case resampling, parametric bootstrap, and re-sampling residuals. However, for other applications, we may also need to consider other types of bootstrapping, like block bootstrap for times series. Among these, parametric bootstrap assumes that we know the form of both of the correct functional form of regression, and the error density. It has advantages particularly with small sample sizes, and can be easily conducted even when the functional form of regression or the correlation structure is complicated, while remains valid. With an error density estimation $\hat{f}$, we may still do a convenient parametric bootstrapping even when the true error density is actually unknown.

1.1.4 Penalization: Overfitting versus Underfitting in Density Estimations

From [Claeskens et al., 2008], over-fitting is "the production of an analysis that corresponds too closely or exactly to a particular set of data, and may therefore fail to fit additional data or predict future observations reliably". An overfitted model is a statistical model that contains more parameters than can be justified by the data. The essence of overfitting is to have unknowingly extracted some of the residual variation (i.e. the noise) as if that variation represented underlying model structure.

Under-fitting occurs when a statistical model cannot adequately capture the underlying structure of the data. An under-fitted model is a model where some parameters or terms that would appear in a correctly specified model are missing. Under-fitting would occur, for example, when
fitting a linear model to non-linear data. Such a model will tend to have poor predictive performance.

The problems of over-fitting and under-fitting can be further breakdown into a well-known trade-off between bias and variance. Suppose we are using \( \hat{f}(x) \) to estimate a target \( f(x) \). Omitting the irreducible noise, our mean squared error (MSE) is:

\[
MSE = E \left[ \left( f(x) - \hat{f}(x) \right)^2 \right] \\
= E \left[ f(x) - \hat{f}(x) \right]^2 + Var \left[ f(x) - \hat{f}(x) \right] \\
= \left[ Bias \hat{f}(x) \right]^2 + Var \left[ f(x) - \hat{f}(x) \right].
\] (1.3)

Generally, a model being too simple will lead to high bias but low variance, while a model being too complex will lead to low bias but high variance. Figure 1.2 shows an example of under-fitting versus over-fitting, and how they are relate to the bias-variance trade-off. In Figure 1.2(a), the data points are generated by a quadratic polynomial model. The dashed line shows an under-fitted estimation with a linear model, the solid line shows an over-fitted estimation with a polynomial model (order 15). In Figure 1.2(b), the higher the order of polynomial, the lower the bias, while the higher the variance.

To overcome the above problem, many methods are proposed. The most popular and efficient way is to use a penalized estimation (as known as shrinkage or regularity method), such as the very well-known Lasso regression (\( L_1 \) penalized) and Ridge regression (\( L_2 \) penalized).

In our applications of AAME robust regression, the error density will be estimated by a constrained least-squares penalized spline density estimator. See the discussions in later sections for more reasons and considerations of using such density estimation.

Note that traditionally in spline density estimations, placing knots has already long been of interest. In our applications of robust regressions, the problem becomes more challenging: we do not assume the error density belongs to any family of distribution, and the spline density estimation must be flexible enough, to capture any possible shape of the true density function. Too few knots will not give sufficient flexibility (under-fitting) to the density estimate, which is especially needed
Figure 1.2: Visualized bias-variance trade-off. Left plot: the data points are generated by a quadratic polynomial model. The dashed line shows an under-fitted estimation with a linear model, the solid line shows an over-fitted estimation with a polynomial model (order 15). Right plot: the higher the order of polynomial, the lower the bias, while the higher the variance.

for heavy-tailed data. While too many knots will give too much flexibility (over-fitting), in contrast. Specially, we will see later that for our AAME, we will want to avoid the first two derivatives of the spline density estimation being wildly changing. We therefore, would need a special penalization method, to achieve our requirement.

The penalized density estimator $\hat{f}_\lambda$ minimizes the penalized $L_2$ loss

$$L_\lambda(\hat{f}_\lambda) = \int_{-\infty}^{\infty} [\hat{f}_\lambda(x) - f_n(x)]^2 dx + \lambda P(\hat{f}_\lambda),$$

where $f_n(x)$ is the observed empirical distribution of data. The first component of $L_\lambda(\hat{f}_\lambda)$ measures the fit (divergence) of density estimation, while the second term measures the complexity of the density estimation, with $\lambda \geq 0$ as the penalty constant. See later sections and chapters for more details of this penalization.

On the other hand, for every penalized estimation, the amount of penalty, $\lambda$, always plays a crucial role. We therefore would also need an appropriate process to help to select a good penalty.
1.2 Existing Methods and Results

1.2.1 Robust Statistics and $M$-estimation

Parametric alternatives

An approach to robust estimation of regression models is to replace the normal distribution with a heavy-tailed distribution, such as a t-distribution with 4–6 degrees of freedom. Parametric alternatives have the advantage that likelihood theory provides an immediate approach to inference. However, an obvious and crucial problem is that such parametric models still assume an underlying error distribution, which is often not true.

Nonparametric alternatives

The simplest method of estimating parameters in a regression model that are less sensitive to outliers than the least-squares estimates, is to use least absolute deviations (LAD). However, LAD is actually the MLE for the double-exponential distribution, so essentially it is assuming an error distribution. Even then, gross outliers can still have a considerable impact on the model, motivating research into even more robust approaches.

Least trimmed squares (LTS), see [Ruppert and Carroll, 1980], is a viable alternative. A so-called trimming constant $h$ has to satisfy $n/2 < h \leq n$. This constant determines the breakdown point of the LTS estimator since that $n - h$ observations with the most outlying values will not affect the estimator. However, choosing the trimming constant becomes a challenge.

$M$-estimations

In 1964, Huber introduced $M$-estimation for robust estimation, in [Huber, 1964]. The M in $M$-estimation stands for "maximum likelihood type". That paper has almost 1500 citations, over 600 of which are in statistics journals, and new versions of robust regression are proposed regularly. One of the weakness of $M$-estimation is the lack of consideration on the data distribution and not a function of the overall data because only using the median as the weighted value. [Rousseeuw and Yohai, 1984] proposed S-estimation, which is based on residual scale of M estimation, and this
method uses the residual standard deviation to overcome the weaknesses of median. [Yohai, 1987] proposed MM-estimation, which uses S-estimation as a warming-up stage, and MM-estimation aims to obtain estimates that have a high breakdown value and more efficient. [Susanti et al., 2014] has a summary of detailed implements of M, S, and MM-estimations. Each of them actually tries to sort of adapt to the data. Here is how:

Huber’s $M$-estimation: it contains an estimation of the scale parameter $\sigma$, and $\hat{\mu}$ is the solution minimizing

$$
\sum_{i=1}^{n} \rho \left( \frac{Y_i - \mu(x_i)}{\sigma} \right),
$$

where the scale $\sigma$ is estimated by

$$
\hat{\sigma} = \frac{\text{median}|e_i - \text{median}(e_i)|}{0.6745},
$$

with $e_i$ the residuals from a warming-up estimation, and the constant 0.6745 ensures $\hat{\sigma}$ unbiased if the error density is normal. Also,

$$
\rho(r) = \begin{cases} 
\frac{1}{2}r^2 & \text{if } |r| \leq k \\
kr - \frac{1}{2}k^2 & \text{if } |r| > k 
\end{cases},
$$

where $k$ is a tuning constant ensures Huber’s $M$-estimation has minimax efficiency within a given class of error distributions, and usually $k = 1.345$.

S-estimation: follows the major idea of $M$-estimation, but with a different form of estimated scale

$$
\hat{\sigma}_s = \sqrt{\frac{1}{nK} \sum_{i=1}^{n} w_i e_i^2},
$$

where $K = 0.199$,

$$
w_i = \frac{\rho(e_i/\hat{\sigma}^2)}{e_i/\hat{\sigma}^2},
$$
\( \hat{\sigma}^2 \) is iterative and with initial estimate

\[
\hat{\sigma} = \frac{\text{median}|e_i - \text{median}(e_i)|}{0.6745}.
\]

MM-estimation: follows the major idea of \( M \)-estimation and S-estimation, but with a different form of estimated scale, \( \hat{\sigma}_{MM} \), which is the standard deviation obtained from the residuals of S-Estimation.

[Hampel et al., 2011b] proposed a smoothed redescending \( M \)-estimator which was shown to improve the original in a variety of cases. Redescending \( M \)-estimators are \( M \)-estimators which have \( \rho' \) functions that are (on the right-hand-side of real number line) non-decreasing near the origin, but decreasing toward 0 far from the origin. Their \( \rho' \) functions can be chosen to redescend smoothly to zero, so that they usually satisfy \( \rho'(r) = 0 \) for all \( x \) with \( |r| > k \), where \( r \) is referred to be as the minimum rejection point. Due to these properties, these kinds of estimators are efficient because they completely reject influential outliers, and do not completely ignore moderately large outliers. However, choosing the shape of redescending \( \rho' \) functions, and choosing the minimum rejection point \( k \) become another challenge.

From above summary, we can see that major and popular existing methods try to achieve a good performance within a pre-specified range of error distributions, by using “magic numbers” determined by given distributions. [Holland and Welsch, 1977] summarized how these were determined.

None of the existing methods involves estimating the unimodal error density, partly because an efficient method for this estimation has only recently become available in [Meyer, 2012]. Contrasting this method with \( M \)-estimation, we see that the problem of choosing a \( \rho \) function is solved, because this is effectively accomplished through the density estimation. In this way, the user does not have to specify "how heavy" the error density tails might be. Another advantage is that the estimated density can be used for inference about the regression function.
1.2.2 More about $M$-estimators

The first two derivatives and inferences

In the framework of $M$-estimations, inferences about the regression function would be based on asymptotic variance of the sampling distribution. [Huber, 1964] derived an expression for the asymptotic variance of $\hat{\mu}$:

$$V(\hat{\mu}) \approx \frac{\int_{-\infty}^{\infty} \rho'(y)^2 f(y)dy}{n \left[ \int_{-\infty}^{\infty} \rho''(y) f(y)dy \right]^2}.$$  

Implementation of this expression requires knowledge or estimation of the density $f$. Our new method, with a density estimation $\hat{f}$, provides a reliable solution against influential outliers.

On the other hand, intuitively, we can see that the the first two derivatives of $\rho$ will affect the efficiency of inferences. If $\rho'$ are $\rho''$ are jumping wildly, a large amount of variation will be induced to the estimated variance $\hat{V}$. Recall that we will be using the estimated density function $\hat{f}$ in the $\rho$ function, and existing proper methods to get $\hat{f}$ present unstable first two derivatives. We hence establish a novel penalized density estimation particularly to address the problems of derivatives. Chapter 3 discusses more details about the penalization.

Prediction interval

[Fisher and Horn, 1994] proposed robust prediction intervals in a regression setting. However, it is in a parametric prediction interval, assuming t-distribution in error term. [Frey, 2013] proposed nonparametric prediction intervals. However, it is an alternative form of order statistics, thus only works for median (one-sample) model, not works for robust linear regression model. [Lei and Wasserman, 2014] proposed a conformal prediction based nonparametric prediction interval. However, it is naturally a (local smoothing) nonparametric regression, which does not mesh well with the most-often used linear models.

To the best of our knowledge, there is no very satisfying solution to do nonparametric robust linear model prediction interval. While ours is straightforward, with uncertainty of new observations $Y_{new}$ fully modeled in a nonparametric manner.
Consistency of \( M \)-estimators

Many papers discussed consistency of \( M \)-estimators with a convex discrepancy functions, including [Huber, 1964], [Huber, 1973], [Yohai, 1974], [Welsh, 1989], [Bai et al., 1992], [Niemiro, 1992], and [Wu, 2007].

Non-convex discrepancy functions, corresponding to redescending \( M \)-estimations, however, are recognized to have good properties against influential outliers. For the one-parameter case, suppose \( Y_1, \ldots, Y_n \) are independent random variables; interest is in estimating \( \theta_0 \). Define

\[
M_n(\theta; Y) = \sum_{i=1}^{n} \rho(Y_i - \theta),
\]

as the empirical criterion, where \( Y = (Y_1, \ldots, Y_n) \top \). Define

\[
M(\theta) = \int_{-\infty}^{\infty} \rho(y - \theta)f(y)dy
\]

as the expected criterion. [van der Vaart, 1998], section 5.7, proves convergence of \( \hat{\theta} \) under the assumption that

\[
\sup_\theta |M_n(\theta; Y) - M(\theta)| \xrightarrow{P} 0.
\]

[Zhang, 2017] gives a review of the asymptotics of \( M \) estimation based on empirical process, and establishes conditions of \( M_n(\theta; y) \), for consistency. However, conditions either based on \( M_n(\theta; y) \) or \( M(\theta) \) require a fully determined error density \( f \) to verify, as example cases illustrated in [Zhang, 2017]. This actually contradicts the very spirit of robustness.

In Chapter 2, we present a straight-forward proof of consistency of the redescending \( M \)-estimator, requiring only mild conditions on the shape of the distribution, and the shape of \( \rho \) function, based on ideas using Glivenko-Cantelli type argument.
1.2.3 Nonparametric Density Estimation

The general expression for Nonparametric Density Estimations (NPDE) is

\[ p(x) = \frac{k}{NV}, \]

where \( N \) is the total number of observations, \( V \) is the volume of a region which \( x \) belongs to, and \( k \) is the number of observations in the same region of \( x \). When applying this result to practical density estimation problems, three basic approaches can be adopted.

Histogram: the simplest form of NPDE. It is with regions to be fixed at equal intervals (bins). One of its biggest problems is discontinuities at the region boundaries.

Kernel Density Estimation (KDE): basically resembles the histogram, with the exception that the bin locations are determined by the data points. Define

\[ k = \sum_{i=1}^{N} K \left( \frac{x - x_i}{h} \right), \]

and plug in back to get

\[ p(x) = \frac{1}{Nh} \sum_{i=1}^{N} K \left( \frac{x - x_i}{h} \right), \]

where \( h \) is the bandwidth. Use regions with soft edges (smooth kernel, such as gaussian kernel) to avoid discontinuities.

K Nearest Neighbor (KNN): choose a fixed value of \( k \) and determine the corresponding volume \( V \) from the data. One of its biggest problems is that it does not integrate to one, violating the important assumption of density functions.

Through the previous discussions, and more results in Chapter 2, we would need a nonparametric density estimation which must to be unimodal, symmetric, integral to one, and ideally smooth with stabilized first two derivatives. To satisfy these features, we therefore establish a penalized unimodal spline density estimation. See [Meyer, 2012] for a review of nonparametric constrained density estimations.
1.3 Organization

This dissertation establishes a novel method of robust estimation, which is highly adaptive to the data, so that without the need of priori of error distribution. We propose a penalized unimodal spline density estimation, as a necessary prerequisite of the new method of robust estimation.

In Chapter 2, we present mild conditions to ensure consistency of $M$-estimations, in terms of density functions $f$ and the $\rho$ function in an $M$-estimator. The proof of consistency is based on ideas using Glivenko-Cantelli type argument. Different from existing results, the conditions regarding $f$ and $\rho$ are clear, and do not require the error density to be fully determined or presumed, which conform to the spirit of robustness. The presented conditions also provide a guidance for us to figure out the necessary properties of the new density estimation that will be used in the new method of robust estimation.

In Chapter 3, we first propose the penalized spline density estimation, and show the sufficient conditions to maintain its convergence rate. A cross-validation method is also proposed to select a good penalty constant for the new density estimation. We then apply the new density estimation to establish the new method of robust estimation for one-sample model, with its asymptotic properties derived. The new method of robust estimation is extended to linear regression problem, with a straightforward solution of robust prediction interval. An example of one-sample problem, and an example of simple linear regression are given in this chapter, and we end up this chapter with a simulation study which indicates a good performance of our new method of robust estimation.

In Chapter 4, we further extend our new method of robust estimation to the scenarios of heavy-tailed and dependent errors. The dependency of errors are modeled by AR(1) and more general AR(p) autoregressive models. A two-steps procedure with a warming-up step is proposed, for the sake of finding a good starting point in optimization algorithms. An example of application is presented to demonstrate the usage of the new method, with a data set from earth sciences. A simulation study is presented in this chapter as well.

The detailed algorithm of the penalized unimodal spline density, and the proof of consistency of the new density estimation can be found in the Appendix.
Chapter 2

Consistency of Redescending $M$-estimators

2.1 Introduction

[Huber, 1964] proposed $M$-estimation, a broad family of robust estimators. For the one-parameter case, suppose $Y_1, \ldots, Y_n$ are independent random variables with a common distribution $f$, which is assumed to be symmetric about $\theta_0$; interest is in estimating $\theta_0$. Given a discrepancy function $\rho$ that is symmetric about zero, the $M$-estimator $\hat{\theta}$ is the value of $\theta$ that minimizes the expression

$$M_n(\theta; Y) = \sum_{i=1}^{n} \rho(Y_i - \theta),$$

where $Y = (Y_1, \ldots, Y_n)$. If $\rho$ is a convex function, then $M_n$ is convex and has a unique minimum that can be found with standard gradient-based methods. If $\rho$ is not convex, the $M_n$ function may have many local minima, and finding the global minimum requires a more careful algorithm and a good starting point.

[Huber, 1964] proved consistency with a convex discrepancy function, and for non-convex cases wrote “apparently one has to impose not only local but global conditions on $\rho$ for consistency.” [Huber, 1973], [Yohai, 1974], and [Welsh, 1989] provided asymptotics for the case where the number of parameters increases with $n$. [Bai et al., 1992] and [Niemiro, 1992] further developed the asymptotic theory, establishing a necessary set of conditions for consistency and considering the non-smooth discrepancy functions such as for least-absolute-deviations estimators. [Wu, 2007] studied asymptotic properties of $M$-estimates of regression parameters in linear models in which errors are dependent. For all of these papers, consistency is established under a convex discrepancy function.

Non-convex loss functions, however, are recognized to have good properties for more extreme distributions. An $M$-estimator is “redescending” if the discrepancy function flattens out so that $\psi(y) = \rho'(y)$ decreases to zero as $y$ increases. [Hampel et al., 2011b] discussed the efficiency of
redescending $M$-estimators for very heavy-tailed data. They describe three popular choices of $\rho$ functions, shown in Figure 2.1 along with the well-known convex Huber function.

![Figure 2.1: The shape of $\rho$ functions and $\psi = \rho'$ functions, for Huber's and redescending $M$-estimators](image)

Define

$$M(\theta) = \int_{-\infty}^{\infty} \rho(y - \theta) f(y) dy;$$

then for any fixed $\theta$, $M_n(\theta; Y) \xrightarrow{a.s.} M(\theta)$ by the strong law of large numbers. As pointed out in [van der Vaart, 1998], section 5.7, what is needed is functional convergence. They prove convergence of $\hat{\theta}$ under the assumption that $\sup_\theta |M_n(\theta; Y) - M(\theta)| \xrightarrow{p} 0$. [Berlinet et al., 2000] presented conditions that are necessary as well as sufficient, for consistency of $M$ estimators in a wide range of conditions, drawing on sophisticated results of general asymptotic theory. [Zhang, 2017] gives a review of the asymptotics of $M$ estimation based on empirical process.

In this chapter, we present a straight-forward proof of consistency of the redescending $M$-estimator, requiring only the law of large numbers, based on ideas using Glivenko-Cantelli type argument.
2.2 Main Results

We impose the following conditions on the redescending \( \rho \) function and on the underlying density \( f \).

A1. \( \rho : \mathbb{R} \to [0, \infty) \) is a continuous function increasing on \((0, \infty)\) and \( \rho(-y) = \rho(y) \);

A2. \( \rho \) is strictly increasing on \((0, C)\), for some \( C > 0 \);

A3. \( f(y) \) is strictly decreasing on \((\theta_0, \infty)\) and symmetric about \( \theta_0 \);

A4. there is a \( \rho_{\text{max}} \) so that for any \( \epsilon > 0 \), we can find \( D_\epsilon \), such that \( 0 \leq \rho_{\text{max}} - \rho(y) < \epsilon \) for all \( y > D_\epsilon \).

Lemma 1. Under conditions A1-A2, \( M(\theta) \) is strictly decreasing on \((-\infty, \theta_0)\) and strictly increasing on \((\theta_0, \infty)\).

Proof. Without loss of generality suppose \( \theta_0 = 0 \). By symmetry of \( \rho \) and \( f \), it follows that \( M \) is an even function. Choose any \( 0 < \theta_1 < \theta_2 \); then

\[
M(\theta_2) - M(\theta_1) = \int_{-\infty}^{\infty} \left[ \rho(y - \theta_2) - \rho(y - \theta_1) \right] f(y) dy
\]

\[
= \int_{-\infty}^{(\theta_1 + \theta_2)/2} \left[ \rho(y - \theta_2) - \rho(y - \theta_1) \right] f(y) dy
\]

\[
+ \int_{(\theta_1 + \theta_2)/2}^{\infty} \left[ \rho(y - \theta_2) - \rho(y - \theta_1) \right] f(y) dy.
\]

We exploit the fact that \( \rho(y - \theta_2) - \rho(y - \theta_1) \) is an odd function about \( (\theta_1 + \theta_2)/2 \), by a change of variable \( z = \theta_1 + \theta_2 - y \) in the first integral. With this change of variable, the above becomes

\[
- \int_{(\theta_1 + \theta_2)/2}^{\infty} \left[ \rho(\theta_2 - z) - \rho(\theta_1 - z) \right] f(\theta_1 + \theta_2 - z) dz
\]

\[
+ \int_{(\theta_1 + \theta_2)/2}^{\infty} \left[ \rho(y - \theta_2) - \rho(y - \theta_1) \right] f(y) dy
\]

\[
= \int_{(\theta_1 + \theta_2)/2}^{\infty} \left[ \rho(y - \theta_2) - \rho(y - \theta_1) \right] \left[ f(y) - f(y - (\theta_1 + \theta_2)) \right] dy,
\]
by symmetry of $\rho$ and $f$. This integral is positive because we have that

$$\rho(y - \theta_2) < \rho(y - \theta_1) \text{ and }$$

$$f(y) < f\left(y - (\theta_1 + \theta_2)\right), \text{ when } y > \frac{\theta_1 + \theta_2}{2}. $$

Next we show that $M_n$ converges uniformly to $M$ under the assumptions.

**Lemma 2.** Under conditions $A1 - A4$, sup $\sup_{\theta \in \mathbb{R}} \left| M_n(\theta) - M(\theta) \right| \overset{a.s.}{\rightarrow} 0.$

**Proof.** Our goal is to show that for any $\epsilon > 0$, there is a finite $N$ such that for all $n > N$, $|M_n(\theta) - M(\theta)| < \epsilon$ holds almost surely for any $\theta \in \mathbb{R}$. We will be first defining a collection of bracket functions which is free of $\theta$ and “brackets” $\rho(y - \theta)$, piecewise. We then will be showing that for any $\epsilon > 0$, we can find bracket functions with “gaps” all under $\epsilon$. For any given collection of finite numbers of bracket functions, there is a finite $N$ such that for all $n > N$, each of the bracket functions deviates from its mean within $\epsilon$ almost surely. Finally, the deviation of $M_n(\theta)$ from its mean will be bounded almost surely, for any $\theta \in \mathbb{R}$.

We first see how can we define the bracket functions. Let us keep in mind that by the strong law of large numbers, $M_n(\theta)$ converges almost surely to $M(\theta)$ for any fixed $\theta$ or any finite collection of $\theta$ values. If we choose $-\infty < \theta_1 < \theta_2 < \cdots < \theta_{k-1} < \theta_k < \infty$, we may define a sequence of “bracket functions” as follows,

$$\ell_0(y) = \begin{cases} 
0 & \text{for } y \in (-\infty, \theta_1] \\
\rho(y - \theta_1) & \text{for } y \in (\theta_1, \infty); 
\end{cases}$$

$$u_0(y) = \rho_{\text{max}}, \text{ for } y \in (-\infty, \infty);$$
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\[
\ell_k(y) = \begin{cases} 
\rho(y - \theta_k) & \text{for } y \in (-\infty, \theta_k) \\
0 & \text{for } y \in [\theta_k, \infty); 
\end{cases}
\]

\[
u_k(y) = \rho_{\text{max}}, \text{ for } y \in (-\infty, \infty);\]

and for \(j = 1, 2, \ldots, k - 1,\)

\[
\ell_j(y) = \begin{cases} 
\rho(y - \theta_j) & \text{for } y \in (-\infty, \theta_j) \\
0 & \text{for } y \in [\theta_j, \theta_{j+1}] \\
\rho(y - \theta_{j+1}) & \text{for } y \in (\theta_{j+1}, \infty); 
\end{cases}
\]

\[
u_j(y) = \begin{cases} 
\rho(y - \theta_{j+1}) & \text{for } y \in \left(-\infty, \frac{\theta_j + \theta_{j+1}}{2}\right) \\
\rho(y - \theta_j) & \text{for } y \in \left(\frac{\theta_j + \theta_{j+1}}{2}, \infty\right). 
\end{cases}
\]

Note that if we choose \(\theta \in [\theta_j, \theta_{j+1}],\) for some \(j = 1, 2, \ldots, k - 1,\) then \(\ell_j(y) \leq \rho(y - \theta) \leq u_j(y).\)

In addition, for any \(\theta < \theta_j,\) we have \(\ell_0(y) \leq \rho(y - \theta) \leq u_0(y)\) and finally, for any \(\theta > \theta_k\) we have \(\ell_k(y) \leq \rho(y - \theta) \leq u_k(y).\) Thus, for any \(\theta \in \mathbb{R},\) we can find \(j \in \{0, \ldots, k\}\) such that \(\rho(y - \theta)\) is bracketed by \(\ell_j(y)\) and \(u_j(y).\)

Now we discuss that for a given \(\epsilon > 0,\) how can we determine \(k\) and a collection of bracket functions with “gaps” all bounded. For any \(\epsilon > 0,\) by continuity and boundedness of \(\rho,\) we can find \(\delta > 0\) such that \(|\rho(y + \delta) - \rho(y)| \leq \epsilon\) for all \(y \in \mathbb{R}.\) Therefore if \(\theta_{j+1} - \theta_j < \delta\) for \(j = 1, \ldots, k - 1,\) we have

\[
\int_{-\infty}^{\infty} \left[u_j(y) - \ell_j(y)\right] f(y) dy < \epsilon.
\]
Let $f_p$ be the $p$th quantile of $f$, that is, $\int_{-\infty}^{f_p} f(y)dy = p$. Choose $\theta_1 = f_{\epsilon/(2\rho_{\max})} - D_{\epsilon/2}$; then

$$\int_{-\infty}^{\infty} \left[ u_0(y) - \ell_0(y) \right] f(y)dy = \int_{-\infty}^{f_{\epsilon/(2\rho_{\max})}} \left[ u_0(y) - \ell_0(y) \right] f(y)dy + \int_{f_{\epsilon/(2\rho_{\max})}}^{\infty} \left[ u_0(y) - \ell_0(y) \right] f(y)dy \leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.$$

We can choose $k$ to be the integer larger than $-2\theta_1/\delta$ (note that $\theta_1$ is negative), then $\theta_k > -\theta_1$, and by symmetry, $\int_{-\infty}^{\infty} [u_k(y) - \ell_k(y)] f(y)dy \leq \epsilon$.

Then we see that there is a finite $N$ such that each of the bracket functions deviates from its mean within $\epsilon$ almost surely. For any $\epsilon > 0$, $k$ is finite, and by the strong law of large numbers, when $y_1, \ldots, y_n \sim f$,

$$\sup_{j=0,\ldots,k} \left[ \frac{1}{n} \sum_{i=1}^{n} \ell_j(y_i) - \int_{-\infty}^{\infty} \ell_j(y) f(y)dy \right] \overset{a.s.}{\longrightarrow} 0.$$

and

$$\sup_{j=0,\ldots,k} \left[ \frac{1}{n} \sum_{i=1}^{n} u_j(y_i) - \int_{-\infty}^{\infty} u_j(y) f(y)dy \right] \overset{a.s.}{\longrightarrow} 0.$$

We finally show the lemma. For any $\theta \in \mathbb{R}$, let $j(\theta) = 1$ if $\theta \leq \theta_1$, let $j(\theta) = k$ if $\theta > \theta_k$, otherwise $j(\theta)$ is such that $\theta_j < \theta \leq \theta_{j+1}$. Then we have

$$M_n(\theta) - M(\theta) \leq \frac{1}{n} \sum_{i=1}^{n} u_{j(\theta)}(y_i) - \int_{\infty}^{\infty} \ell_{j(\theta)}(y) f(y)dy \leq \left| \frac{1}{n} \sum_{i=1}^{n} u_{j(\theta)}(y_i) - \int_{\infty}^{\infty} u_{j(\theta)}(y) f(y)dy \right| + \epsilon,$$
and

\[ M_n(\theta) - M(\theta) \geq \frac{1}{n} \sum_{i=1}^{n} \ell_{j(i)}(y_i) - \int_{-\infty}^{\infty} u_{j(i)}(y) f(y) dy \]

\[ \geq -\left| \frac{1}{n} \sum_{i=1}^{n} \ell_{j(i)}(y_i) - \int_{-\infty}^{\infty} \ell_{j(i)}(y) f(y) dy \right| - \epsilon \]

So for any \( \epsilon > 0 \), there is a finite \( N \) such that for all \( n > N \),

\[ |M_n(\theta) - M(\theta)| \leq \epsilon + \epsilon \]

holds for any \( \theta \in \mathbb{R} \). Then because \( \epsilon \) may be arbitrarily small (using \( \epsilon/2 \) to define the bracket functions and \( N \)), we have

\[ \sup_{\theta \in \mathbb{R}} |M_n(\theta) - M(\theta)| \xrightarrow{a.s.} 0. \] (2.1)

\[ \Diamond \]

**Theorem 1.** Suppose \( \hat{\theta}_n \) minimizes \( M_n(\theta) = \frac{1}{n} \sum_{i=1}^{n} \rho(Y_i - \theta) \), where \( Y_i \) are iid from \( f \). Under conditions A1 – A4, \( \hat{\theta}_n \xrightarrow{P} \theta_0 \).

**Proof.** Again assume without loss of generality that \( \theta_0 = 0 \), and choose some \( \epsilon > 0 \). When \( |\hat{\theta}| > \epsilon \), it must be that \( \inf_{|\theta| > \epsilon} M_n(\theta) < M_n(0) \). Let \( M(\epsilon) = \eta \); by Lemma 1, \( \eta > 0 \) and \( M(\theta) - M(0) > \eta \)
whenever \( \theta > \epsilon \). Then we have

\[
P(|\hat{\theta}| > \epsilon) \leq P \left( \inf_{|\theta| > \epsilon} M_n(\theta) < M_n(0) \right)
= P \left( \inf_{|\theta| > \epsilon} M_n(\theta) - M(\epsilon) + M(0) - M(0) - M_n(0) < 0 \right)
\leq P \left( \inf_{|\theta| > \epsilon} M_n(\theta) - M(\epsilon) + M(0) - \psi(0) < -\eta \right)
\leq P \left( \inf_{|\theta| > \epsilon} M_n(\theta) - M(\epsilon) < -\frac{\eta}{2} \right) + P \left( M(0) - M_n(0) < -\frac{\eta}{2} \right)
\leq P \left( \sup_{|\theta| > \epsilon} |M_n(\theta) - M(\theta)| > \frac{\eta}{2} \right) + P \left( |M(0) - M_n(0)| > \frac{\eta}{2} \right).
\]

The first term goes to zero by Lemma 2, and the second goes to zero by the law of large numbers. Because \( \epsilon \) is arbitrarily small, this completes the proof of consistency.

\[\text{2.3 Numerical Studies}\]

Simulation studies show that the redescending estimators have smaller MSE than the convex-\( \rho \) estimators, when the errors are heavy-tailed or very contaminated. Specifically, we compare the MSEs for the mean, median, and Huber, with Tukey’s and Welsh’s redescending \( M \)-estimations, for various types of error distributions. The discrepancy functions of the estimators are described in Table 2.1, along with default tuning parameters designed to give 95\% asymptotic efficiency at the normal distribution; see [Holland and Welsch, 1977] for details.

The \( R \) function \( \text{rlm} \) will compute \( M \) estimators for the above discrepancy functions, scaling the data by its standard deviation to create a scale-invariant estimator. We simulate data sets from several error densities:

1. The standard normal distribution: \( N(0, 1) \);

2. The t-distribution with two degree of freedom: \( t(2) \);
Table 2.1: Discrepancy functions and default tuning parameters.

<table>
<thead>
<tr>
<th>Name</th>
<th>$\rho(r)$</th>
<th>Default $k$</th>
</tr>
</thead>
</table>
| Huber | \[
\begin{cases}
\frac{1}{2}r^2 & \text{if } |r| \leq k \\
kr - \frac{1}{2}k^2 & \text{if } |r| > k
\end{cases}
\] | $k = 1.345$ |
| Tukey | \[
\begin{cases}
1 - [1 - (r/k)^2]^3 & \text{if } |r| \leq k \\
1 & \text{if } |r| > k
\end{cases}
\] | $k = 4.685$ |
| Welsh | $1 - e^{-(r/k)^2}$ | $k = 2.985$ |

3. The Pareto distribution with shape parameter 2 and scale parameter 5, randomly multiplied by $-1$ or $+1$, for symmetry: Pareto$(2,5)$;

4. Various contaminated normal distributions: 20$\%$N$(100)$ indicates a mixture of normals with 80$\%$ N$(0,1)$ and 20$\%$N$(0,100)$

5. $t$-contaminated normal: 20$\%$t$(2,5)$ indicates a mixture with 80$\%$ standard normal and 20$\%$ t$(2)$ multiplied by 5.

Table 2.2 contains the square root of the mean squared error for five estimators of the mean, with three examples of convex $\rho$ functions, and two redescending estimators. For the latter, we use the default $k$ as well as the “oracle” $k$ value, which is found through preliminary simulations at many values of $k$ for each error density. This is the optimal $k$ if the error density is known.

The redescending $M$-estimators outperform the convex $M$-estimators when the errors are heavy-tailed or very contaminated, and are comparable when the errors are normal. The plots in Figures 2.2 and 2.3 show how the mean squared error changes with $k$, for two example error densities. Although the default $k$ performs well with normal errors, if the errors are known to be heavy-tailed or contaminated, a somewhat smaller tuning parameter might considerably reduce the estimation error.
Table 2.2: Square root of mean squared errors for estimators, computed from 10000 simulated data sets, for each of two sample sizes and nine true distributions. The “oracle” $k$ value is optimal for the error density.

<table>
<thead>
<tr>
<th>Error Density</th>
<th>n</th>
<th>Mean</th>
<th>Median</th>
<th>Huber</th>
<th>Tukey</th>
<th>Welsh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std norm</td>
<td>100</td>
<td>.099</td>
<td>.124</td>
<td>.102</td>
<td>.102</td>
<td>.102</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.045</td>
<td>.056</td>
<td>.046</td>
<td>.046</td>
<td>.046</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>100</td>
<td>2.000</td>
<td>.705</td>
<td>.703</td>
<td>.684</td>
<td>.667</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.922</td>
<td>.319</td>
<td>.316</td>
<td>.307</td>
<td>.299</td>
</tr>
<tr>
<td>Pareto(2, 5)</td>
<td>100</td>
<td>3.362</td>
<td>.282</td>
<td>.398</td>
<td>.367</td>
<td>.364</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.879</td>
<td>.118</td>
<td>.176</td>
<td>.162</td>
<td>.161</td>
</tr>
<tr>
<td>$20%N(100)$</td>
<td>100</td>
<td>.455</td>
<td>.151</td>
<td>.146</td>
<td>.124</td>
<td>.125</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.201</td>
<td>.068</td>
<td>.065</td>
<td>.055</td>
<td>.056</td>
</tr>
<tr>
<td>$50%N(100)$</td>
<td>100</td>
<td>.715</td>
<td>.232</td>
<td>.389</td>
<td>.337</td>
<td>.336</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.319</td>
<td>.102</td>
<td>.156</td>
<td>.131</td>
<td>.132</td>
</tr>
<tr>
<td>$80%N(100)$</td>
<td>100</td>
<td>.895</td>
<td>.481</td>
<td>.858</td>
<td>.860</td>
<td>.845</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.406</td>
<td>.205</td>
<td>.389</td>
<td>.388</td>
<td>.382</td>
</tr>
<tr>
<td>$20%t(2, 5)$</td>
<td>100</td>
<td>.838</td>
<td>.148</td>
<td>.139</td>
<td>.125</td>
<td>.126</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.370</td>
<td>.067</td>
<td>.063</td>
<td>.057</td>
<td>.057</td>
</tr>
<tr>
<td>$50%t(2, 5)$</td>
<td>100</td>
<td>1.488</td>
<td>.212</td>
<td>.278</td>
<td>.244</td>
<td>.242</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.677</td>
<td>.096</td>
<td>.120</td>
<td>.106</td>
<td>.106</td>
</tr>
<tr>
<td>$80%t(2, 5)$</td>
<td>100</td>
<td>1.826</td>
<td>.374</td>
<td>.541</td>
<td>.515</td>
<td>.509</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.845</td>
<td>.165</td>
<td>.242</td>
<td>.229</td>
<td>.227</td>
</tr>
</tbody>
</table>
Figure 2.2: Performance of Redescending $M$-estimations against Pareto(2,5) error.

Figure 2.3: Performance of Redescending $M$-estimations against 50%$N(1, 100)$ error.
2.4 Discussion

This chapter establishes consistency of redescending $M$-estimators, with a novel proof based on an idea of Glivenko-Cantelli classes, and mild conditions in terms of the error density $f$ and the loss function $\rho$.

To show the consistency, we first show a lemma that under given mild conditions, the expected criterion function is unimodal and symmetrical, which means that it has a well-defined minimum. We then show another lemma that the empirical criterion function has uniform convergence to the expected criterion function, by defining a set of bracket functions. We finally show the consistency of redescending $M$-estimators, with the two established lemmas.

Particularly, our proof has mild and explicit conditions. It basically requires the error density $f$ and the loss function $\rho$ to be unimodal and symmetrical, but the error density does not need to be fully determined or following any specific known distribution. This satisfies the very spirit of robust statistics. Moreover, according to the presented conditions, in the next chapter, we establish a penalized unimodal spline density estimation, to satisfy the requirements of our Auto-Adaptive $M$-estimation (AAME).

On the other hand, the simulation study in Section 2.3 indicates that redescending $M$-estimators outperform those $M$-estimators with a convex loss function $\rho$. However, redescending $M$-estimations traditionally use tuning parameters not adaptive enough to the data. Their performance can be further improved by using a data-driven tuning parameter.
Chapter 3

Penalized Unimodal Spline Density Estimate with Application to $M$-Estimation

3.1 Introduction

Suppose we observe $(x_i, Y_i), i = 1, \ldots, n$, and assume $Y_i = \mu(x_i) + \varepsilon_i$, where $\varepsilon_i$ are iid symmetric mean-zero errors. In the presence of outliers or other evidence that the convenient assumption of normal errors is incorrect, practitioners turn to robust methods where knowledge of the error density family is not required. Classical robust $M$-estimation of the regression function $\mu(x)$ is accomplished by choosing a function $\rho$ and then finding $\mu$ to minimize $\sum_{i=1}^{n} \rho(Y_i - \mu(x_i))$ over some parameter or function space. This was first proposed by [Huber, 1964], with further asymptotic results in [Huber, 1973]. [Yohai, 1987] proposed an iterative method for an $MM$ estimator, where the $\rho$ function is adjusted based on the residuals from an initial $M$ estimator. [Hall and Jones, 1990] proposed a robust non-parametric regression estimator combining kernel regression of the regression function with the Huber $\rho$ function. The robust estimator of [Agostinelli and Markatou, 1998] uses weighted regression to down-weight outliers and high leverage points. [Gervini and Yohai, 2002] used the empirical distribution function to obtain a weight function for a robust weighted regression. [Bondell and Stefanski, 2013] proposed an empirical-likelihood framework that down-weights outlying observations by measuring the divergence between the empirical likelihood and the normal error distribution.

In this chapter we lay the foundations of a novel robust regression method, where the error density is estimated with constrained penalized splines. We start with the one-sample problem

$$Y_i = \mu + \varepsilon_i, \; i = 1, \ldots, n,$$  \hspace{1cm} (3.1)
where the $\varepsilon_i$ are independent, symmetric mean-zero random variables with common density $f_0$. The $M$-estimator uses a function $\rho$ and sample values $Y = (Y_1, \ldots, Y_n)$, determine $\hat{\mu} \in \mathbb{R}$ to minimize

$$M_n(\mu; Y) = \sum_{i=1}^{n} \rho(Y_i - \mu).$$

(3.2)

If the error density family is known, the $\rho$ function may be chosen accordingly. The quadratic function $\rho(y) = y^2$ is optimal for normal errors, and leads to least-squares estimation where the sample mean is the minimizer. Similarly, if the errors are exponential, the best choice is $\rho(y) = |y|$, and the sample median is the minimizer. The function $\rho(y) = y^2$ when $|y| \leq k$ and $\rho(y) = 2k|y| - k^2$ for $t > k$ was suggested by [Huber, 1964] and shown to have nice properties when the errors can be described as contaminated normal. These $\rho$ functions are shown in Figure 3.1. Especially, the tuning parameter $k$ plays a crucial role for the performance of Huber estimator. A few papers established successful methods to make $k$ be adaptive to the tail-thickness of error densities, and have been widely used. For example, see [Wang et al., 2018] and [Sun et al., 2019].

![Figure 3.1: Some example $\rho$ functions for Huber’s $M$ estimation](image)

The function $\rho(y) = y^2$ for $|y| \leq k$ and $\rho(y) = k^2$ for $|y| > k$ leads to the “trimmed mean,” which completely discounts outliers beyond the trim-point $k$. [Huber, 1964] wrote that although the trimmed mean has nice properties, it “is rather sensitive to the behavior of $F$ at $\pm k$ ... one might avoid it by smoothing $\rho$ at $k$.” This is accomplished by Tukey’s biweight $\rho$ function, shown in Figure 3.1 along with the trimmed mean $\rho$ function. [Hampel et al., 2011a] argued that “redescending” $\rho$ functions, where the derivative approaches zero for large $y$, are effective for heavy-tailed or contaminated errors.
For convex $\rho$ functions, it is straight-forward to show that the minimizer $\hat{\mu}$ of $M_n$ is unique and consistent for $\mu$. An expression for the asymptotic variance of $\hat{\mu}$ can be derived, leading to

$$V(\hat{\mu}) \approx \frac{\int_{-\infty}^{\infty} \rho'(y)^2 f_0(y) dy}{n \left[ \int_{-\infty}^{\infty} \rho''(y) f_0(y) dy \right]^2}. \quad (3.3)$$

Implementation of this expression requires knowledge or estimation of the density $f_0$.

For the proposed method, $f$ is $f_0$ truncated to a “large” support $[-S, S]$, and the density $\hat{f}$ is estimated using a constrained least-squares penalized spline density estimator, which is then used for inference. When the objective function for the least-squares density estimator is minimized over the density and the regression function simultaneously, the estimate of the regression function is then equivalent to an $M$-estimator, with its $\rho$ function defined as the density estimate “flipped upside down.” For computational and theoretical reasons, we estimate the density function using the median as the initial estimator of $\mu$, and use the negative of the density estimate as the $\rho$ function. In practice this $\rho$ function is similar to that for the “smoothed” trimmed mean suggested by Huber and Tukey, with a data-driven choice of trim points. We call this the Auto-Adaptive $M$-Estimator (AAME). If the estimated density is $\hat{f}$, we may estimate the variance of $\hat{\mu}$ as

$$\hat{V}(\hat{\mu}) = \frac{\int_{-\infty}^{\infty} \hat{f}'(y)^2 \hat{f}(y) dy}{n \left[ \int_{-\infty}^{\infty} \hat{f}''(y) \hat{f}(y) dy \right]^2}. \quad (3.3)$$

In the next section, we develop the constrained penalized spline density estimator and derive a rate of convergence. In Section 3.3, the density estimation method is applied to the one-sample problem, and we derive root-$n$ convergence of $\hat{\mu}$ and propose a confidence interval for $\mu$. In Section 3.4, AAME is applied to regression problems, confidence intervals for regression coefficients are presented, and we establish a solution of robust prediction interval. Simulations in Section 3.5 show that AAME out-performs other robust estimators when the true error density results in many large “outliers.” We also apply this method to some macroeconomic time series data for one-
sample model in Section 3.3; and to a healthcare study for simple linear regression model in Section 3.4.

3.2 Spline Estimation of a Unimodal Density

3.2.1 Least-Squares Spline Density Estimation

Suppose we have a random sample \( Y_1, \ldots, Y_n \) from a density \( f_0 \) that is known to be smooth, unimodal, and symmetric about zero. Define \( g_0 \) to be the density of \( X = |Y| \); we will estimate a smooth decreasing density from \( X_1, \ldots, X_n \), the absolute values of the random sample, and convert it to a symmetric unimodal density. We use the quadratic loss function proposed by [Groeneboom et al., 2001]. For a candidate decreasing density \( g \) and observations \( X_1, \ldots, X_n \), define

\[
\mathcal{L}(g) = \int_0^\infty g^2(x) \, dx - 2 \sum_{i=1}^n g(X_i).
\]

This loss function was used for the (unpenalized) spline density estimates of [Meyer, 2012]; that method is summarized here.

For a quadratic spline basis, there exist necessary and sufficient linear inequality constraints for monotonicity. We consider a support \([0, S]\) and distinct knots \( 0 = t_1 < t_2 < \cdots < t_{J-1} < t_J = S \) (the choices of \( S \), \( J \), and specific knot placement will be discussed in Section 3.3.1. Because the density is a priori unimodal, we increase the spacing of the knots away from the origin; in this way the knots are closer together where there are more observations. The spline basis functions given these knots are as follows. For \( j = 1, \ldots, J-2 \),

\[
\delta_j(x) = \begin{cases} 
1 & 0 \leq x < t_j \\
1 - \frac{(x-t_j)^2}{(t_{j+2}-t_j)(t_{j+1}-t_j)} & t_j \leq x < t_{j+1} \\
\frac{(t_{j+2}-x)^2}{(t_{j+2}-t_j)(t_{j+2}-t_{j+1})} & t_{j+1} \leq x < t_{j+2} \\
0 & x \geq t_{j+2}
\end{cases}
\]
with two additional basis functions

\[
\delta_{J-1}(x) = \begin{cases} 
1 & 0 \leq x < t_{J-1} \\
1 - \frac{(x-t_{J-1})^2}{(t_J-t_{J-1})^2} & t_{J-1} \leq x < t_J 
\end{cases}
\]

and \( \delta_J(x) \equiv 1 \). These basis functions for \( J = 9 \) are shown in Figure 3.2, where the knots are shown with tick marks.

![Figure 3.2: Spline basis functions for decreasing density estimation on \([0, S]\).](image)

Consider the class \( \mathcal{G} \) of densities of the form \( g(x) = \sum_{j=1}^{J} b_j \delta_j(x) \), where \( b_j \geq 0 \) for \( j = 1, \ldots, J \); we estimate \( f \) by minimizing \( \mathcal{L}(g) \) over this class. Define the \( n \times J \) matrix \( \Delta \) as \( \Delta_{ij} = \delta_j(x_i) \), and further let \( H_{j\ell} = \int_0^\infty \delta_j(x) \delta_\ell(x) \, dx \), and \( z = \Delta^\top 1/n \) where the entries of \( 1 \in \mathbb{R}^n \) are all equal to 1. The last row of \( H \) contains the integrals of the basis functions, so that if \( h_J \) is the last row, the area under the function \( g(x) = \sum_{j=1}^{J} b_j \delta_j(x) \) is \( h_J^\top b \). Minimizing \( \mathcal{L}(g) \) over the class of decreasing densities is equivalent to minimizing the quadratic loss

\[
Q_0(b) = b^\top H b - 2z^\top b \tag{3.4}
\]

subject to \( b \geq 0 \) and \( h_J^\top b = 1 \).

To convert this into a standard quadratic programming problem, find \( b_0 \) such that \( h_J^\top b_0 = 1 \), and define \( \alpha = b - b_0 \). Then the minimization problem is equivalent to: minimize \( \alpha^\top H \alpha - 2(z - \)
\( Hb_0 \) subject to \( \alpha \geq -b_0 \) and \( h_j^\top \alpha = 0 \). Find a \( J \times J - 1 \) matrix \( W \) such that the columns span the linear space orthogonal to \( h_j \), so that \( h_j^\top \alpha = 0 \) if and only if \( \alpha = W\beta \) for some \( \beta \in \mathbb{R}^{J-1} \).

The new equivalent problem is: minimize \( \beta^\top W^\top HW \beta - 2( z - Hb_0 )^\top W \beta \), subject to \( W \beta \geq -b_0 \), and the solution \( \hat{\beta} \) is found using the function \texttt{solve.QP} in the \texttt{R} package \texttt{quadprog}. The necessary and sufficient condition for \( \hat{\beta} \) being the solution is \( (Q\hat{\beta} - c)^\top (\hat{\beta} - \beta) \leq 0 \), for all \( \beta \) such that \( W \beta \geq -b_0 \) ([Silvapulle and Sen, 2005], Chapter 3).

Transforming back, \( \hat{b} = W\hat{\beta} + b_0 \), and the necessary and sufficient condition becomes

\[
( H\hat{b} - z )^\top ( \hat{b} - b ) \leq 0, \text{ for all } b \geq 0 \text{ with } h_j^\top b = 1. \tag{3.5}
\]

### 3.2.2 The Penalized Least-Squares Spline Density Estimator

The second derivative of the spline density estimate will be piecewise constant, with breaks at the knots. Looking forward to our robust regression application, we note that the expression for the asymptotic variance of \( \hat{\mu} \) contains the second derivative of the \( \rho \) function, which is determined by the density estimate. Over-fitting, or specifying “too many” knots should be avoided as this can result in a wildly varying second derivative function. Too few knots will not give sufficient flexibility to the density estimate, which is especially needed for heavy-tailed data. The solution is a penalized least-squares density estimator: we penalize the consecutive differences of the second derivative function. This stabilizes the estimated density function and its first two derivatives, and allows many knots to be specified without over-fitting.

For a candidate density \( g \), let \( \theta_j = g''(x) \) for \( x \in (t_j, t_{j+1}) \), \( j = 1, \ldots, J - 1 \); the penalized density estimator \( \hat{g}_\lambda \) minimizes the penalized quadratic loss over \( g \in G \)

\[
L_\lambda(g) = \int_0^S g^2(x)dx - 2 \sum_{i=1}^n g(X_i) + \lambda \sum_{j=1}^{J-1} (\theta_{j+1} - \theta_j)^2, \tag{3.6}
\]
where $\lambda \geq 0$ is the penalty parameter. To write the penalized loss in vector notation, we note that the second derivative on each knot interval is

$$
\theta_j = \begin{cases} 
\delta''_1(x)b_1 & \text{for } x \in (t_1, t_2), j = 1 \\
\delta''_j(x)b_i + \delta''_{j+1}(x)b_{j+1} & \text{for } x \in (t_j, t_{j+1}), j = 2, \ldots, J - 1 
\end{cases}.
$$

Because the second derivative of each basis function is piece-wise constant, we have

$$
\theta_j = \begin{cases} 
\frac{-2b_1}{d_1(d_1+d_2)} & \text{for } j = 1 \\
\frac{-2b_j}{d_{j-2}(d_{j-2}+d_{j-1})} + \frac{2b_{j-1}}{d_{j-1}(d_{j-1}+d_j)} & \text{for } j = 2, \ldots, J - 2, \\
\frac{-2b_{j-1}}{d_{j-1}^2} + \frac{2b_{j-2}}{d_{j-2}(d_{j-2}+d_{j-1})} & \text{for } j = J - 1.
\end{cases}
$$

where $d_j = t_{j+1} - t_j$ for $j = 1, \ldots, J - 1$. The difference in second derivative between two adjacent intervals is

$$
\theta_{j+1} - \theta_j = \begin{cases} 
\frac{2b_1}{d_1d_2} - \frac{2b_2}{d_2(d_2+d_3)} & \text{for } j = 1 \\
\frac{-2b_j}{d_{j-2}(d_{j-2}+d_{j-1})} + \frac{2b_{j-1}}{d_{j-1}(d_{j-1}+d_j)} - \frac{2b_{j+1}}{d_{j+1}(d_{j+1}+d_{j+2})} & \text{for } j = 2, \ldots, J - 3, \\
\frac{-2b_{j-3}}{d_{j-3}(d_{j-3}+d_{j-2})} + \frac{2b_{j-2}}{d_{j-2}(d_{j-2}+d_{j-1})} - \frac{2b_{j-1}}{d_{j-1}^2} & \text{for } j = J - 2.
\end{cases}
$$

Define the $J - 2 \times J$ penalty matrix as

$$
D = \begin{pmatrix}
\frac{1}{d_1d_2} & -\frac{1}{d_2(d_2+d_3)} & 0 & \cdots & 0 \\
-\frac{1}{d_2(d_1+d_2)} & \frac{1}{d_2d_3} & -\frac{1}{d_3(d_3+d_4)} & 0 & \cdots & 0 \\
0 & -\frac{1}{d_3(d_2+d_3)} & \frac{1}{d_3d_4} & -\frac{1}{d_4(d_4+d_5)} & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -\frac{1}{d_{j-2}(d_{j-3}+d_{j-2})} & \frac{1}{d_{j-2}d_{j-1}} & -\frac{1}{d_{j-1}^2} & 0
\end{pmatrix}.
$$
Figure 3.3: Comparing the penalized and unpenalized density estimates for a sample of size $n = 120$ from a mixture of normal densities. The knots are shown by the heavy tick marks and the absolute values of the sample are shown with the lighter tick marks.

so the quadratic loss (3.4), penalized for changes in second derivative, becomes

$$Q_\lambda(b) = b^\top (H + \lambda D^\top D)b - 2z^\top b,$$

(3.7)

We find $\hat{b}_\lambda$ to minimize $Q_\lambda(b)$ using quadratic programming. The algorithm is the same as outlined in the previous section, with $H + \lambda D^\top D$ in place of $H$. Then $\hat{g}_\lambda = \sum_{j=1}^{J} \hat{b}_{\lambda,j} \delta_j$.

One of the effects of the penalty on the density estimate is shown in Figure 3.3. The absolute values of a sample from a mixture of normal densities are shown as small gray tick marks. Density estimates with and without penalty are shown as the black curves. While the density estimates are not that different, their first and second derivatives vary more smoothly with the penalty chosen by cross-validation as described in the next section.

Furthermore, with this penalty, the performance of the density estimation could be maintained against over-fitting. Figure 3.4 shows a comparison of accuracy of unimodel spline density estimations, between penalized and unpenalized situations. In that figure, the empirical risks, by averaging the losses of 500 replicates are presented, across increasing different numbers of knots, with distribution $f = t(2)$ and sample size $n = 100$. Hence we know that in practice we may
feel free to place a lot of knots, then the penalized estimation can still help us to get a good result, automatically, if we select the penalty $\lambda$ by cross-validation. In contrast, if we use the unpenalized estimation without knowing the infeasible optimal number of knots, its performance gets worse dramatically. Note that even using the infeasible optimal number of knots, the unpenalized estimation still can not outperform the penalized estimation.

![Graph showing empirical risk comparison between penalized and unpenalized estimations.](image)

**Figure 3.4:** Comparison of empirical risk of unimodal spline density estimations, between penalized and unpenalized estimations, with density $f = t(2)$, sample size $n = 100$, and 500 replicates. The lower curve shows the empirical risk of penalized estimation, while the upper curve shows the empirical risk of unpenalized estimation, along with increasing numbers of knots.

### 3.2.3 Consistency

We obtain a convergence rate for the penalized spline density estimator $\hat{g}_\lambda$, starting with assumptions similar to those in [Meyer, 2012].
(A1) The support of the true density $g_0$ is $[0, S]$ for some $S \in (0, \infty)$.

(A2) The true density $g_0$ is twice continuously differentiable and there is a $0 < B < \infty$ such that $-B \leq g'_0(x) \leq 0$ on $(0, S)$.

(A3) Knots are defined in $[0, S]$ according to a scheme that has “bounded mesh ratio,” i.e., the ratio of the largest inter-knots intervals to the smallest is bounded for diverging $n$.

(A4) The number of knots is of order $n^{1/7}$.

For functions on $[0, S]$, define the norm $\|g\|^2 = \int_0^S g(x)^2 dx$. The proof of the following is given in the Appendix.

**Theorem 2.** Under (A1)-(A4), if the penalty parameter $\lambda$ is $O(n^{-12/7})$, then $\|\hat{g}_\lambda - g_0\| = O_p(n^{-3/7})$.

Theorem 2 tells us that a bounded rate upon the penalty can ensure the consistency of the penalized unimodal spline density estimation. Particularly, at $\lambda = O_p(n^{-12/7})$, the penalized unimodal spline density estimation $\hat{g}_\lambda$ will have the same convergence rate with the unpenalized unimodal spline density estimation $\hat{g}$.

If the theoretical rate is obtained, we should have a log-log relationship showing that

$$log\|\hat{g}_\lambda - \hat{g}\| = log(C) - \frac{3}{7}log(n) + \varepsilon,$$

with the slope being the target convergence rate, $-\frac{3}{7}$. A numerical study verified this fact, which is conducted by regressing the term $log\|\hat{g}_\lambda - \hat{g}\|$ over $log(n)$, with simulated 1000 pairs of norm $\|\hat{g}_\lambda - \hat{g}\|$ across different sample sizes $n \in [50, 10000]$, and distribution standard normal. Table 3.1 shows the simulated slopes (empirical convergence rate) with penalty $\lambda$ bounded at different rates. The result indicates that $\lambda = O_p(n^{-1})$ is too slow; $\lambda = O_p(n^{-12/7})$ is right above the necessary rate; and $\lambda = O_p(n^{-2})$ is too fast (more than enough). Figure 3.5 shows the simulated pairs of $(log(n), log\|\hat{g}_\lambda - \hat{g}\|)$ and slope (empirical convergence rate) with penalty $\lambda$ bounded at
rate $\lambda = O_p(n^{-12/7})$, and indicating that the trend of convergence is at an adequate and appropriate rate.

![Graph](image)

**Figure 3.5:** Simulated pairs of $(\log(n), \log\|\hat{g}_\lambda - \bar{g}\|)$ and slope (empirical convergence rate) with penalty $\lambda$ bounded at rate $\lambda = O_p(n^{-12/7})$. Regressing the term $\log\|\hat{g}_\lambda - \bar{g}\|$ over $\log(n)$, with simulated 1000 pairs of norm $\|\hat{g}_\lambda - \bar{g}\|$ across different sample sizes $n \in [50, 10000]$, and distribution standard normal.

**Table 3.1:** Simulated slopes (empirical convergence rate) with penalty $\lambda$ bounded at different rates. Regressing the term $\log\|\hat{g}_\lambda - \bar{g}\|$ over $\log(n)$, with simulated 1000 pairs of norm $\|\hat{g}_\lambda - \bar{g}\|$ across different sample sizes $n \in [50, 10000]$, and distribution standard normal.

<table>
<thead>
<tr>
<th>Penalty</th>
<th>$\lambda = O_p(n^{-1})$</th>
<th>$\lambda = O_p(n^{-12/7})$</th>
<th>$\lambda = O_p(n^{-2})$</th>
<th>Theoretical target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope (rate)</td>
<td>-0.368</td>
<td>-0.462</td>
<td>-0.576</td>
<td>-0.429 (-3/7)</td>
</tr>
</tbody>
</table>
Now consider a sequence \( Y_n = (Y_{n1}, \ldots, Y_{nn}) \), where \( Y_{ni} = \mu + \varepsilon_{ni} \) and \( \varepsilon_{ni} \) are independent draws from a density \( f_0 \) with mode zero, let \( X_{ni} = |Y_{ni} - \mu| \), and suppose the density \( g_0 \) for \( X_{ni} \) satisfies (A1)-(A4). Let \( \hat{g}_\lambda = \sum_{j=1}^J \hat{b}_{\lambda,j} \delta_j \) be the penalized unimodal spline estimator of \( g_0 \) using the known mode. Let \( \mu_n \) be a sequence such that \( \mu_n - \mu = O(n^{-3/7}) \), and let \( \hat{g}_{\lambda,\mu} = \sum_{j=1}^J \hat{b}_{\lambda,\mu,j} \delta_j \) be the estimator of \( g_0 \) where \( \hat{b}_{\lambda,\mu} \) minimizes

\[
\mathbf{b}^\top (H + \lambda \mathbf{D}^\top \mathbf{D}) \mathbf{b} - 2 \mathbf{z}_1^\top \mathbf{b}
\]

subject to \( \mathbf{b} \geq 0 \) and \( \mathbf{h}_j^\top \mathbf{b} = 1 \), where \( \mathbf{z}_1 = \frac{1}{n} \sum_{i=1}^n \delta_j(|Y_{ni} - \mu_n|) \), \( j = 1, \ldots, J \); this gives the penalized unimodal least-squares estimator, with mode \( \mu_n \).

**Theorem 3.** Then \( \| \hat{g}_{\lambda,\mu} - \hat{g}_\lambda \| = O_p(n^{-3/7}) \), when there is a \( S_1 > 0 \) such that \( f(x) \) is concave for \( x \in (-S_1 - \mu, S_1 - \mu) \).

**Proof:** Without loss of generality, let \( \mu = 0 \). Define \( W_{ni} = |Y_{ni} - \mu_n| \). We can see that density \( g_X \) is density \( f_Y \) folded at 0. Also, density \( g_W \) is density \( f_Y \) shifted to left hand side by \( \mu_n \) then folded at 0. If \( \mu_n > 0 \), by the symmetry of \( f_Y \), we have

\[
g_X(t) = 2f_Y(t),
\]

\[
g_W(t) = f_Y(t + \mu_n) + f_Y(t - \mu_n),
\]

for \( t \in [0, S + \mu_n] \). Then we have

41
\[ \|g_W - g_X\|^2 = \int_0^{S+\mu_n} [g_W(t) - g_X(t)]^2 dt \]
\[ = \int_0^{S+\mu_n} [2f_Y(t) - f_Y(t + \mu_n) - f_Y(t - \mu_n)]^2 dt \]
\[ \leq \int_0^{S+\mu_n} [f_Y(t) - f_Y(t + \mu_n)]^2 dt + \int_0^{S+\mu_n} [f_Y(t) - f_Y(t - \mu_n)]^2 dt. \]
\[ = 2 \int_0^{S+\mu_n} \left[ \mu_n f'_Y(t) + \frac{1}{2} \mu_n^2 f''_Y(t) + \cdots \right]^2 dt, \text{ by making Taylor expansions.} \]
\[ = 2\mu_n^2 \int_0^{S+\mu_n} \left[ f'_Y(t) + \frac{1}{2} \mu_n f''_Y(t) + \cdots \right]^2 dt \]
\[ = O(\mu_n^2), \]

which is \(O(n^{-6/7})\).

Note that \(g'_W(t) = f'_Y(t + \mu_n) + f'_Y(t - \mu_n)\). We can see that \(g'_W(0) = 0\) and \(g'_W(t)\) is non-positive for \(t \geq \mu_n\), by the properties of \(f_Y\). Then, since \(f_Y\) is concave within \(S_1\), we have that \(g'_W(t)\) is non-positive for \(t \in [0, S_1]\). Put these together, we have that there is a \(N > 0\) such that \(g'_W(t)\) is non-positive for \(t \in [0, S + \mu_n]\), with all \(n > N\).

A similar argument holds for \(\mu_n < 0\). Note that we have \(\|\hat{g}_{\lambda,\mu} - g_W\| = O_p(n^{-3/7})\), and \(\|\hat{g}_{\lambda} - g_X\| = O_p(n^{-3/7})\), by Theorem 2. Finally, by the triangle rule, we have \(\|\hat{g}_{\lambda,\mu} - \hat{g}_{\lambda}\| = O_p(n^{-3/7})\).

For applications in robust regression, the assumption of finite known support is not desirable. If the true support is infinite and the support \([0, S_n]\) of the estimator is to include the maximum of the sample, then \(S_n\) is stochastically increasing with \(n\). It is argued in [Meyer, 2012] that for \(S_n\) growing at the rate of \(\log(n)\), for example, the convergence rate will be \(O_p(n^{-3/7}\log(n)^{3/2})\). For the robust regression problem, however, we would like to consider densities where the maximum is growing at a much faster rate. Choosing \(S_n\) to include the maximum of the sample might result in the support growing at a faster rate than the number of knots, which does not support consistency.
Instead, we choose a “large” \( S \) and define \( g_0 \) as the true density, truncated to \([0, S]\). Similarly, the density \( f \) is defined as \( f_0 \) truncated to \([-S, S]\). The value for \( S \) can be based on the context of the problem, or chosen based on a high percentile of the data, which will converge to the corresponding percentile of the true density as the sample size grows. In the application of Section 3.3, our data-driven choice of support \( S_n \) is taken to be 1.5 times the 98th percentile of the sample \( \{X_{ni}\} \). If we define \( S \) to be the 98th percentile of the distribution with density \( g \), then \( S_n = S + O_p(n^{-1/2}) \).

### 3.2.4 Choosing the Penalty Parameter

If we just need a penalty to have the second-derivatives of \( \hat{g}_\lambda \) not jumping too wildly, or just to make \( \hat{g}_\lambda \) smoother, we may use an arbitrarily small penalty constant, such as \( \lambda = 0.01 \). It does work in practice. However, if we hope to optimize the accuracy of \( \hat{g}_\lambda \) as well, we need to select a good penalty \( \lambda \) to help minimizing the risk of estimation with \( \hat{g}_\lambda \), which is defined as the expected \( L_2 \) loss, where the expectation is for everything:

\[
R(\hat{g}_\lambda) = E \int_0^S [g(t) - \hat{g}_\lambda(t)]^2 dt = E \int_0^S \hat{g}_\lambda^2(t) dt - 2E \int_0^S \hat{g}_\lambda(t) g(t) dt + \text{constant}.
\]

Note that here the second term, \( 2E \int_0^S \hat{g}_\lambda(t) g(t) dt \) contains an unknown distribution \( g \). Therefore, we need to estimate it. To do so, we need to find \( \hat{R}(\hat{g}_\lambda) \), a consistent estimator of \( R(\hat{g}_\lambda) \). One possible estimator is

\[
\hat{R}(\hat{g}_\lambda) = \int_0^S \hat{g}_\lambda^2(t) dt - \frac{2}{n} \sum_{i=1}^n \hat{g}_{\lambda,(-i)}(x_i), \tag{3.8}
\]

where \( \hat{g}_{\lambda,(-i)} \) is the leave-one-out density estimate; i.e., the estimated density for the sample without \( x_i \). In practice, we specify a suitable range of penalty values, and compute the estimates \( \hat{g}_\lambda \), then we compute \( \hat{R}(\hat{g}_\lambda) \) for each.

We have below proposition of consistency, which is proved in Appendix A.2.

**Proposition 1.** If \( E[f^2(x_i)] < \infty \), then \( \hat{R}(\hat{g}_\lambda) \xrightarrow{p} R(\hat{g}_\lambda) \), as \( n \to \infty \).
Therefore, a selected tuning constant $\lambda$ which minimizes the estimated risk $\hat{R}(\hat{g}_\lambda)$ will asymptotically minimizes the true risk $R(\hat{g}_\lambda)$. Thus we make our selected $\lambda$ to be

$$\lambda_{CV} = \arg \min_\lambda \hat{R}(\hat{g}_\lambda),$$

which is a consistent selection of penalty constant, based on a consistent leave-one-out cross-validation (loocv). See [Scott and Terrell, 1987] as a reference for more discussions about the consistency of cross-validation in density estimations.

When the sample size $n$ is large, the leave-one-out cross-validation procedure may be computationally intensive. Instead, $v$-fold cross-validation may be used to estimate the risk and give us a selected penalty $\lambda$. See [Celisse, 2014] for a reference of doing $v$-fold cross-validation in density estimations. The original data set is divided to $v$ groups, say $v = 10$, which is a generally acceptable number of folds. Then the expression

$$\hat{R}_v(\hat{g}_\lambda) = \int_0^S \hat{g}_\lambda^2(t) dt - \frac{2}{n} \sum_{i=1}^v \sum_{j \in n_i} \hat{g}_{\lambda,(-n_i)}(x_j),$$

(3.9)

is minimized, where $\hat{g}_{\lambda,(-n_i)}$ is estimated without the observations in the $i$th fold of data. The proof for consistency of this $v$-fold cross-validated risk estimation will be similar to that of Proposition 1. Numerical studies indicate that either the leave-one-out cross-validation based on (3.8) or the $v$-fold cross-validation based on (3.9) works well in practice. See Figure 3.6 (a) for the side-by-side comparison between the true risk and the estimated risk based on (3.8), averaged by 500 replicates respectively, with density $f = t(2)$ and sample size $n = 100$. See Figure 3.7 (a) for the side-by-side comparison between the true risk and the estimated risk based on (3.9), averaged by 500 replicates respectively, with density $f = t(2)$ and a larger sample size $n = 200$. The plot (a) in each figure shows that the estimated risks match the true risks, therefore providing a good basis of choosing the penalty $\lambda$.

On the other hand, if we have lots of sample data sets $x$’s, we might be able to get a quite accurate estimation on the true risk. However in practice, only one data set $x$ is available, so here
Figure 3.6: Leave-one-out cross-validation, with $f = t(2)$, $n = 100$ and $reps = 500$. Plot (a) compares the true risks and estimated risks, and the dashed vertical line represents the penalty $\lambda$ minimizing the true risk. Plot (b) shows the frequency of penalty $\lambda$ that minimizes the empirical true risk. Plot (c) compares the frequencies of cross-validated $\lambda$ selected as the global minimzer, to the oracle $\lambda$ selected by the infeasible true risks. Plot (d) compares the frequencies of cross-validated $\lambda$ selected as the largest local minimzer, to the oracle $\lambda$ selected by the infeasible true risks.
Figure 3.7: V-fold cross-validation, with $f = t(2)$, $n = 200$ and $reps = 1000$. Plot (a) compares the true risks and estimated risks, and the dashed vertical line represents the penalty $\lambda$ minimizing the true risk. Plot (b) shows the frequency of penalty $\lambda$ that minimizes the empirical true risk. Plot (c) compares the frequencies of cross-validated $\lambda$ selected as the global minimizer, to the oracle $\lambda$ selected by the infeasible true risks. Plot (d) compares the frequencies of cross-validated $\lambda$ selected as the largest local minimizer, to the oracle $\lambda$ selected by the infeasible true risks.
we are actually making an estimation on risk, with sample size just one vector. This contains a very large amount of sampling variation. Due to this fact, it happens in some rare cases that the estimations of risk jump a lot, and might be minimized by a bad penalty $\lambda$ (actually often being too small). Figure 3.8 shows a comparison between two instances of cross-validated risks, with density $f = t(2)$ and sample size $n = 100$. We can see that in the first instance, the cross-validation provides a good selection on $\lambda$, while the second instance does not. Though bad situations like the second one is not very often, but when it happens, the selected penalty $\lambda$ would be too small to overcome the over-fitting, which is not preferred.

![Figure 3.8](image_url)

**Figure 3.8:** The true risk and two instances of cross-validated risk, with density $f = t(2)$ and sample size $n = 100$. The dashed line shows the optimal oracle of penalty $\lambda$ selected by the infeasible true risk.

As suggested by [Wand and Jones, 1995] (page 64), choosing the largest local minimizer for $\lambda$, instead of the global minimizer, may be helpful in solving the problem of variation in cross-validation for density estimations. Numerical studies indicate that the largest local minimizer, as a selection of $\lambda$, performs more reliable than the global minimizer.

Figure 3.6 (c) compares the frequencies of leave-one-out cross-validated $\lambda$ selected as the global minimizer, to the oracle $\lambda$ selected by the infeasible true risks. Figure 3.6 (d) compares
the frequencies of cross-validated \( \lambda \) selected as the largest local minimizer, to the oracle \( \lambda \) selected by the infeasible true risks. By making the side-by-side comparison of performance between these two figures, we can see that the \( \lambda \) (largest local minimizer) works more reliable, while the \( \lambda \) (largest local minimizer) has a thick left-tail. That is to say, too many small penalty \( \lambda \) are selected during the leave-one-out cross-validation, as the global minimizer. Note that Figure 3.7 (c) and Figure 3.7 (d) also indicate the similar problem of global minimizer, in v-fold cross-validation.

Lastly, numerical studies indicate that the cross-validation described in this subsection works in maintaining the performance of our unimodal spline density estimation, against the over-fitting problem induced by too many knots. Figure 3.9 shows the true risks of unimodal spline density estimation across increasing number of knots, either being penalized or unpenalized, with density \( f = t(2) \) and sample size \( n = 100 \). We can see that the penalized estimation with cross-validated \( \lambda \) (the largest local minimizer) outperformed unpenalized estimation, while chasing the infeasible optimal estimation based on oracle penalty \( \lambda \).

### 3.2.5 Algorithm and Details of Implementation

We find \( \hat{b}_\lambda \) to minimize \( Q_\lambda(b) \) using quadratic programming. The algorithm is the same as outlined in Section 3.2.1, with \( H + \lambda D^T D \) in place of \( H \). Then \( \hat{g}_\lambda = \sum_{j=1}^{J} \hat{b}_{\lambda,j} \delta_j \). An example of pseudo algorithm implement is provided in the Appendix A.3 (supplementary material).

### 3.3 The One-Sample Problem

In this section, we consider the one sample problem with a mean parameter:

\[
Y_i = \mu + \varepsilon_i, \quad i = 1, \ldots, n,
\]  

(3.10)

where \( \mu \) is the unknown mean parameter to be estimated, the \( \varepsilon_i \) are independent, symmetric mean-zero random variables with common density \( f \).
Figure 3.9: True risks of unimodal spline density estimation across increasing number of knots, with density $f = t(2)$ and sample size $n = 100$. The lower curve shows the true risk of penalized estimation, with oracle $\lambda$ selected by infeasible true risks. The middle curve shows the true risk of penalized estimation, with cross-validated $\lambda$ selected by estimated risks. The upper curve shows the true risk of unpenalized estimation.
The robust $M$-estimator uses a function $\rho$ and sample values $Y = (Y_1, \ldots, Y_n)$, determine $\hat{\mu} \in \mathbb{R}$ to minimize

$$M_n(\mu; Y) = \sum_{i=1}^{n} \rho(Y_i - \mu).$$

(3.11)

If the error density family is known, the $\rho$ function in (3.11) may be chosen accordingly. Here we let the data itself to determine the shape of $\rho$ function. Therefore, we call this Auto-Adaptive $M$-Estimator (AAME).

### 3.3.1 Algorithm and Details of Implementation

Using the sample median $\mu_0$, we first determine the support $[0, S]$ by setting $S$ to be $1.5$ times the 98th percentile of the values of $x = |y - \mu_0|$. To place the knots, we use $J = 10n^{1/7}$, with a fixed mesh ratio $r$ (in the simulations in Section 3.5, $r = 10$). The knots are placed in $[0, S]$ with geometrically increasing intervals, as

$$t_j = S^{2^{(J-1)/(J-2)} - 1},$$

for $j = 1, \ldots, J$. This placement ensures that the knot intervals are increasing with constant increment ratio, that is, $t_{j+2} - t_{j+1} = p(t_{j+1} - t_j)$, $j = 1, \ldots, J - 2$, where $p = r^{1/(J-1)}$.

For the penalty parameter, the density is estimated for a range of penalty values, and $\lambda$ is chosen using 10-fold cross-validation. The range of penalty parameters was determined through extensive simulations with a variety of densities at a fixed scale $s_0$. The maximum penalty is $e^{10n^{-12/7}}$, and 30 values spaced on a log scale are determined, with the smallest value close to zero. To ensure that the range is invariant to the scale of the observations, we determine the scale $s$ of the observations, and multiply the range of penalty values by $(s/s_0)^5$. To see why, consider a density $g_0(x)$, and $g(x) = g_0(x/s)/s$, so that a sample from $g_0$, multiplied by $s$, would result in a sample from $g$. Then $[g''(x)]^2 = g_0''(x/s)^2/s^6$. A change of scale from $s_0$ to $s$ affects the first two terms of (3.6) by factor of $s_0/s$, while the third term changes by a factor of $(s_0/s)^6$. 
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Given the chosen knots and \( \lambda \), the density estimate \( \hat{f} \) is obtained, and we define \( \rho = \hat{f}(0) - \hat{f} \) (traditionally we have \( \rho(0) = 0 \)). Then \( \hat{\mu} \) is the minimizer of (3.11). User-friendly code is available at [Chen, 2020].

### 3.3.2 Asymptotic Properties

We first fix a continuous \( \rho \) that is symmetric around zero, and determine conditions for consistency of an estimator of \( \mu \). We define \( \hat{\mu} \) as the minimizer of \( M_n(\mu; Y) \), which is a zero of \( M'_n(\mu; Y) \). If the \( \rho \) function is convex, then \( M_n \) inherits this convexity, and \( M'_n \) has at most one zero; [Huber, 1964] proves consistency of \( \hat{\mu} \) in this case.

In our case, however, our \( \rho(y) \) function will “flatten out” as \( |y| \) gets large, so there is no hope for guaranteeing a single zero of \( M'_n \), even when \( n \) is very large. Assume that \( f_0 \) is symmetric around zero and increasing on \((-\infty, 0)\), while \( \rho \) is symmetric around zero, decreasing on \((-\infty, 0)\). Define

\[
M(\mu) = \int_{-\infty}^{\infty} \rho(y - \mu) f_0(y) dy;
\]

it is easy to see that \( M' \) is continuous with \( M'(0) = 0 \) by symmetry of \( f \) and \( \rho \). Further, \( M' \) is positive on \((-\infty, 0)\) and negative on \((0, \infty)\), also by symmetry: for \( \mu > 0 \),

\[
\int_{-\infty}^{0} \rho'(y - \mu) f_0(y) dy = -\int_{2\mu}^{\infty} \rho'(y - \mu) f_0(y - 2\mu) dy,
\]

so that

\[
M'(\mu) = \int_{0}^{2\mu} \rho'(y - \mu) f_0(y) dy + \int_{2\mu}^{\infty} \rho'(y - \mu) [f_0(y) - f_0(y - 2\mu)] dy.
\]

For \( \mu > 0 \), both terms are negative, and a similar argument holds for \( \mu < 0 \).

For a fixed \( \epsilon > 0 \), \( M'_n(\epsilon; Y) \xrightarrow{a.s.} M'(\epsilon) < 0 \) and \( M'_n(-\epsilon; Y) \xrightarrow{a.s.} M'(-\epsilon) > 0 \) almost surely by the law of large numbers, but we need to show that there are not many zeros in any \((-\epsilon, \epsilon)\).

Under reasonable conditions on \( \rho \) and \( f \), we can hope for a single zero of \( M'_n \) “in the middle” of the observations; that is, we can find a \( \xi > 0 \) so that \( M_n \) is convex on \((-\xi, \xi)\), almost surely as \( n \) increases. If we then define \( \hat{\mu} \) to be the zero of \( M'_n \) that is closest to the sample median, we will
have consistency of $\hat{\mu}$. In practice, this works well: for a wide range of simulated data sets and real data sets (see Section 3.5), as we typically find an isolated global minimum near the true value, with some local minima to either side.

To implement these ideas, we make the following assumptions about $\rho$ and $f$, that are easily implemented in our algorithm.

(A5) The function $\rho(y)$ is a quadratic spline function, that is symmetric about zero and $-\rho$ is unimodal. For some $c_0 > t_2$, the second derivative of $\rho$ is at least $c_1 > 0$ on $(-c_0, c_0)$.

(A6) $f_0(y)$ is a unimodal density, symmetric about zero with $f_0''(y) < -c_1$ on $(-c_0, c_0)$.

**Theorem 4.** Under (A1) - (A6), there exists a $\xi > 0$ not depending on $n$, so that

$$\inf_{\mu \in (-\xi, \xi)} M_n''(\mu; Y) > 0, \text{ a.s. as } n \to \infty.$$ 

**Proof:** For simplicity of exposition, we give the proof for equally spaced knots. We can write

$$M_n''(\mu; Y) = \frac{1}{n} \sum_{i=1}^{n} \rho''(Y_i - \mu) = \frac{1}{n} \sum_{j=1}^{J-1} a_j N_j(\mu),$$

where for $j = 1, \ldots, J - 1$, $a_j = \rho''(y)$ for $y \in (t_j, t_{j+1})$, and $N_j(\mu)$ is the number of $Y_i$ such that $Y_i - \mu \in I_j$, and finally $I_j = (-t_{j+1}, -t_j] \cup (t_j, t_{j+1}]$, for $j = 1, \ldots, J - 1$. Also,

$$M''(\mu) = \int_{-\infty}^{\infty} \rho''(y - \mu) f_0(y) dy = \int_{0}^{\infty} \rho''(y) [f_0(y - \mu) + f_0(y + \mu)] dy = \sum_{j=1}^{J-1} a_j q_j(\mu),$$

where

$$q_j(\mu) = \int_{t_j}^{t_{j+1}} [f_0(y - \mu) + f_0(y + \mu)] dy.$$
For each \( \mu, (N_1(\mu), \ldots, N_{J-1}(\mu)) \) is a multinomial random vector with mean vector \((q_1(\mu), \ldots, q_{J-1}(\mu))\). Because \( \rho \) is increasing on the positive reals, for equally spaced knots we have

\[
\sum_{j=1}^{k} a_j \geq 0 \text{ for all } k = 1, \ldots, J - 1.
\]

Let \( \ell \) be the largest index where \( t_{\ell} \) is less than \( c_0/2 \), and recall that \( a_j > c_1 \) for \( j = 1, \ldots, \ell \). For \( \mu \in (-c_0/2, c_0/2) \), \( f_0(y - \mu) + f_0(y + \mu) \) is symmetric about zero, decreasing for \( y > 0 \), and concave on \((-c_0/2, c_0/2)\) with second derivative less than \(-2c_1\) on this range, by (A6). Therefore for \( j = 1, \ldots, \ell - 1 \) we have

\[
q_j(\mu) - q_{j+1}(\mu) > 2jc_1d^3,
\]

where \( d \) is the distance between consecutive knots. For \( \mu \in (-c_0/2, c_0/2) \),

\[
M''(\mu) = \sum_{j=1}^{J-1} a_jq_j(\mu)
\]

\[
= a_1(q_1(\mu) - q_2(\mu)) + (a_1 + a_2)(q_2(\mu) - q_3(\mu)) + (a_1 + a_2 + a_3)(q_3(\mu) - q_2(\mu)) + \cdots
\]

\[
+ (a_1 + \cdots + a_{J-2})(q_{J-2}(\mu) - q_{J-1}(\mu)) + (a_1 + \cdots + a_{J-1})q_{J-1}(\mu).
\]

Each term in the above expression is positive, and for \( j \leq \ell \), the \( j \)th term \((a_1 + \cdots + a_j)(q_j(\mu) - q_{j+1}(\mu)) \geq 2j^2c_1^2d^3\), so for \( \mu \in (-c_0/2, c_0/2) \),

\[
M''(\mu) > \sum_{j=1}^{\ell} a_jq_j(\mu) \geq \sum_{j=1}^{\ell} 2j^2c_1^2d^3 = \ell(\ell + 1)(2\ell + 1)c_1^2d^3/3 \geq c_0^3c_1^2/24,
\]

by definition of \( \ell \) and \( d \). Let \( n_c \) be the number of times that \( \rho'' \) changes sign on the positive reals, and let \( \bar{f}_c = f_0(c_0) \), and set

\[
\xi = \min \left( \frac{c_0^3c_1^2}{96n_c\bar{f}_c}, \frac{d}{2} \right).
\]

Define \( \tilde{t}_j, j = 1, \ldots, J - 1 \), so that \( \tilde{t}_j = t_j \) if \( a_{j-1} \) and \( a_j \) have the same sign, \( \tilde{t}_j = t_j - \xi \) if \( a_j \geq 0 \) and \( a_{j+1} < 0 \), and finally \( \tilde{t}_j = t_j + \xi \) if \( a_j < 0 \) and \( a_{j+1} \geq 0 \). The placement of these alternative knots is illustrated in Figure 3.10, where it is seen that the effect is to widen the intervals over
which $\rho''$ is negative. For $j = 1, \ldots, J - 1$, define
\[
\tilde{q}_j = 2 \int_{\tilde{t}_j}^{\tilde{t}_{j+1}} f_0(y) dy
\]
and note that for $j$ such that $a_j < 0$, $0 \leq \tilde{q}_j - q_j(\mu) < 2\tilde{f}_c \xi$ when $\mu \in (-\xi, \xi)$. Let $\tilde{N}_j$ be the number of $Y_i$ such that $Y_i \in \tilde{I}_j$, with $\tilde{I}_j = (-\tilde{t}_{j+1}, \tilde{t}_j] \cup (\tilde{t}_j, \tilde{t}_{j+1}]$. Then $(\tilde{N}_1, \ldots, \tilde{N}_{J-1})$ is a multinomial random vector that does not depend on $\mu$, and
\[
\inf_{\mu \in (-\xi, \xi)} M''_n(\mu; Y) \geq \frac{1}{n} \sum_{j=1}^{J-1} a_j \tilde{N}_j.
\]
Finally, $\sum_{j=1}^{J-1} a_j \tilde{N}_j/n$ has mean
\[
\sum_{j=1}^{J-1} a_j \tilde{q}_j = \sum_{j=1}^{J-1} a_j q_j(0) + \sum_{j=1}^{J-1} a_j (\tilde{q}_j - q_j(0)) 
\geq \frac{c_0^3 c_1^2}{24} - 2\tilde{f}_c \xi n_c 
\geq \frac{c_0^3 c_1^2}{48},
\]
and the variance of $\sum_{j=1}^{J-1} a_j \tilde{N}_j/n$ is tending to zero. Because $\xi$ does not depend on $n$, $\inf_{\mu \in (-\xi, \xi)} M''_n(\mu; Y) > 0$ almost surely as $n$ increases.

\[\diamond\]

**Corollary 1.** Let $\hat{\mu}_n$ be the zero of $M'_n$ that is closest to the median of the sample. Then $\hat{\mu}_n \xrightarrow{p} \mu$.

**Proof:** Again take $\mu = 0$. Let $E_n$ be the event that there is a unique zero of $M_n$ in $(-\xi, \xi)$. By the strong law of large numbers, $M'_n(-\xi) \xrightarrow{a.s.} M'(-\xi) > 0$ and $M'_n(\xi) \xrightarrow{a.s.} M'(\xi) < 0$. Therefore there is a zero of $M'_n$ in $(-\xi, \xi)$ almost surely as $n$ increases, and by the theorem, this zero is almost surely unique, so $P(E_n) \rightarrow 1$. In addition, the median falls in $(-\xi/2, \xi/2)$ almost surely as $n$ increases, so with probability approaching one, $\hat{\mu}_n$ is the unique zero of $M_n$ in $(-\xi, \xi)$. Choose
any $\epsilon \in (0, \xi)$. Then

$$P(\hat{\mu}_n > \epsilon) \leq P(\{M_n(\epsilon/2) > 0\} \cap E_n) + P(E_n^c),$$

and both terms on the right go to zero, by the theorem and the law of large numbers. Similarly, $P(\hat{\mu}_n < -\epsilon)$ goes to zero.

For a fixed $\rho$ function, there are alternative proofs of consistency that require less stringent conditions. For instance, we can use Glivenko-Cantelli ideas to show that $M_n$ converges to $M$ uniformly in $\mu$, see [Chen and Meyer, 2020a]. For our application, however, we will have a different $\rho$ function for each sample, so we need to have a bound on the convexity of $M_n$ around zero, that is uniform over the sequence of $\rho$ functions.

Suppose that we have a sequence of random samples $Y_n = (Y_{n1}, \ldots, Y_{nn})$ from a density $f_0$ satisfying (A6), and for the $n$th sample, we use $\rho_n$ to obtain $\hat{\mu}_n$. We require that each $\rho_n$ be a quadratic spline with $J_n$ knots, satisfy (A5), and also satisfy the additional condition

(A7) There is a $n_c$ such that for each $n$, $\rho''_n$ changes sign at most $n_c$ times.

Let

$$\Psi_n(\mu; Y_n) = \frac{1}{n} \sum_{i=1}^{n} \rho_n(Y_{ni} - \mu).$$
**Theorem 5.** Let \( \hat{\mu}_n \) be the zero of \( \Psi'_n \) that is closest to the median of the sample. Under (A1)-(A7), \( \hat{\mu}_n \xrightarrow{p} \mu \).

**Proof:** Using the notation from Theorem 3, for any \( n \) we can bound the mean of \( \sum_{j=1}^J a_j \tilde{N}_j / n \) below by \( c_3^2 c_1^2 / 48 \). Then for any \( \epsilon > 0 \), there is an \( N \) such that for all \( n > N \), we have

\[
P \left[ \Psi''_n(\mu; Y_n) < 0 \text{ for all } \mu \in (-\xi, \xi) \right] > 1 - \epsilon,
\]
i.e., \( \Psi_n(\mu; Y_n) \) is convex in \( (-\xi, \xi) \) with probability approaching one as \( n \) increases. Then the steps of the proof of Corollary 1 can be applied. \( \boxdot \)

To show asymptotic normality, we need consistency of the first and second derivatives of \( \hat{f} \).

The proof of the following lemma is straight forward.

**Lemma 3.** If \( f_1(x) = a_1 + b_1 x + c_1 x^2 \) and \( f_2(x) = a_2 + b_2 x + c_2 x^2 \), and \( |c_1 - c_2| > \epsilon \), then for \( d > 0 \),

\[
\int_0^d [f_1(x) - f_2(x)]^2 dx \geq \epsilon^2 d^5 / 180.
\]

In Appendix 1, \( \bar{f} \) is defined to be the least-squares spline estimate of \( f \) given the \( n \) quantiles of the true density; this is a spline density that is close approximation to \( f \), and in the proof of Theorem 1 it is shown that \( \| \hat{f}_\lambda - \bar{f} \|^2 = O_p(n^{-6/7}) \).

**Theorem 6.** Let \( \hat{\theta}_{nj} \) be \( \hat{f}''_n(x) \) for \( x \in (t_{j-1}, t_j) \) and let \( \bar{\theta}_{nj} \) be \( \bar{f}''_n(x) \) in the same interval. Then

\[
\max_j |\hat{\theta}_{nj} - \bar{\theta}_{nj}| \xrightarrow{p} 0.
\]

**Proof:** Choose any \( \epsilon > 0 \), and suppose there is a sequence \( (n_1, j_1), (n_2, j_2), \ldots \), such that \( |\hat{\theta}_{n_i,j_i} - \bar{\theta}_{n_i,j_i}| \geq \epsilon \), for \( i = 1, 2, \ldots \). Then by Lemma 3, \( \| \hat{f}_{nj} - \bar{f}_{nj} \|^2 > \epsilon^2 (t_{j_{i+1}} - t_{j_i})^5 / 180 \). By Assumptions (A3) and (A4), the knot intervals shrink on the order of \( n^{-1/7} \) so Theorem 2 is contradicted if such a sequence exists. \( \boxdot \)

For asymptotic normality, we follow the ideas of [Huber, 1964].
Theorem 7. Let \( \hat{\mu}_n \) be the zero of \( \Psi'_n \) that is closest to the median of the sample, then under (A1)-(A7),

\[
\sqrt{n}(\hat{\mu}_n - \mu) \xrightarrow{D} N(0, \sigma^2_n), \text{ where } \sigma^2_n = \frac{E[f'(Y_{ni} - \mu)^2]}{E[f''(Y_{ni} - \mu)^2]}.
\]

Proof: Again, we take \( \mu = 0 \) for the proof. For each \( n \), we have

\[
\sum_{i=1}^{n} \hat{\rho}'_n(Y_{ni} - \hat{\mu}_n) = 0, \tag{3.12}
\]

where \( \hat{\rho}_n \) is \( \hat{J}_n(0) - \hat{J}_n \), and \( \hat{J}_n \) is the density estimate for the \( n \)th sample. For each \( i \), we find \( j_{i1} \) such that \( Y_i \in [t_{ji1}, t_{ji1+1}) \) and \( j_{i2} \) such that \( Y_i - \hat{\mu}_n \in [t_{ji2}, t_{ji2+1}) \). Define \( a_j = \hat{\rho}''_n(y) \) for \( y \in (t_j, t_{j+1}) \), \( j = 1, \ldots, J - 1 \), as in the proof of Theorem 4. If \( j_1 = j_2 \), then \( \hat{\rho}'_n(Y_{ni} - \hat{\mu}_n) = \hat{\rho}'_n(Y_{ni}) - \hat{\rho}''_n(Y_{ni})a_{j1} \). If \( j_1 = j_2 + 1 \), then \( \hat{\rho}'_n(Y_{ni} - \hat{\mu}_n) = \hat{\rho}'_n(Y_{ni}) - a_{j1}(Y_i - t_{j1}) - a_{j2}(t_{j1} - (Y_i - \hat{\mu}_n)) \). More generally, for \( \hat{\mu}_n > 0 \), we can write

\[
\hat{\rho}'_n(Y_{ni} - \hat{\mu}_n) = \hat{\rho}'_n(Y_{ni}) + \sum_{j=j_{i1}}^{j_{i2}} r_{i,j} a_j,
\]

where \( r_{i,j1} = t_{j1+1} - Y_i, r_{i,j2} = Y_i - \hat{\mu}_n - t_{j2} \), and for any \( j_1 < j < j_2, r_{i,j} = t_{j+1} - t_j \), with similar expressions in the case \( \hat{\mu}_n < 0 \). We have \( \hat{\mu} = \sum_{j=j_{i1}}^{j_{i2}} r_{i,j} \) for each \( i \). Then (3.12) becomes

\[
0 = \sum_{i=1}^{n} \left[ \hat{\rho}'_n(Y_{ni}) + \sum_{j=j_{i1}}^{j_{i2}} r_{i,j} a_j \right] = \sum_{i=1}^{n} \left[ \hat{\rho}'_n(Y_{ni}) + \hat{\mu} \sum_{j=j_{i1}}^{j_{i2}} \frac{r_{i,j}a_j}{\sum_{j=j_{i1}}^{j_{i2}} r_{i,j}} \right]
\]

or

\[
\hat{\mu}_n = -\frac{\sum_{i=1}^{n} \hat{\rho}'_n(Y_{ni})}{\sum_{i=1}^{n} \sum_{j=j_{i1}}^{j_{i2}} r_{i,j}a_j/\sum_{j=j_{i1}}^{j_{i2}} r_{i,j}}.
\]
Let \( \bar{\rho}_n = \bar{f}_n(0) - \bar{f}_n \). Then

\[
\sqrt{n} \hat{\mu}_n = -\frac{1}{n} \sum_{i=1}^{n} \bar{\rho}'_{n}(Y_{ni}) + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left[ \bar{\rho}'_{n}(Y_{ni}) - \bar{\rho}'_{n}(Y_{ni}) \right] \cdot \frac{1}{n} \sum_{i=1}^{n} \frac{\sum_{j=i}^{n} r_{i,j} a_j}{\sum_{j=i}^{n} r_{i,j}}.
\]

The quantity

\[
\frac{\sum_{j=j_1}^{j_2} r_{i,j} a_j}{\sum_{j=j_1}^{j_2} r_{i,j}}
\]

is a weighted average of \( \bar{\rho}_n'' \) values between \( Y_i \) and \( Y_i - \hat{\mu}_n \). We have \( \text{E}[\bar{\rho}_n'(Y_{ni}) - \bar{\rho}_n'(Y_{ni})] = 0 \) and \( \text{Var}[\bar{\rho}_n(Y_{ni}) - \bar{\rho}_n'(Y_{ni})] \to 0 \), so

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left[ \bar{\rho}_n'(Y_{ni}) - \bar{\rho}_n'(Y_{ni}) \right] \xrightarrow{p} 0.
\]

For every \( a_j \) defined between \( Y_i \) and \( Y_i - \hat{\mu}_n \), we have \( \max_j |a_j + \hat{\theta}_{ij}| \xrightarrow{p} 0 \), by Theorem 5. Hence the weighted average

\[
\left| \frac{\sum_{j=j_1}^{j_2} r_{i,j} a_j}{\sum_{j=j_1}^{j_2} r_{i,j}} + \bar{f}_n(Y_i) \right| \xrightarrow{p} 0.
\]

Note that each random variable \( r_{ij} \) is an additive term with finite elements \( Y_i \) and knots \( t_j \) which all have bounded supports. Thus each \( r_{ij} \) has a bounded support. As a result, each \( r_{ij} \) has finite moments. Then by the central limit theorem and the law of large numbers we have

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \bar{\rho}'_{n}(Y_{ni}) \xrightarrow{D} N(0, \text{E}[f'(Y_i)^2]), \quad \text{and} \quad \frac{1}{n} \sum_{i=1}^{n} \bar{\rho}''_{n}(Y_i) \xrightarrow{p} -\text{E}[f''(Y_i)].
\]

By Slutsky’s theorem, and putting everything together, we have

\[
\sqrt{n} \hat{\mu}_n \xrightarrow{D} N(0, \sigma^2_{\mu}), \quad \text{where} \quad \sigma^2_{\mu} = \frac{\text{E}[f'(Y_i)^2]}{\text{E}[f''(Y_i)]^2}.
\]
3.3.3 Inferences about the Mean

Asymptotic confidence interval

For confidence intervals of $\mu$, based on the asymptotic sampling distribution, we use the results we developed in Section 3.3.2. Note that since the error distribution $f(\varepsilon)$ is unknown, we need to estimate the two expectations in the fraction. We begin with a moment-based estimation which is used widely in robust $M$-estimations:

$$\hat{\sigma}_\mu^2 = \frac{1}{n} \sum_{i=1}^{n} \rho'(Y_i - \hat{\mu})^2}{n \left[ \frac{1}{n} \sum_{i=1}^{n} \rho''(Y_i - \hat{\mu}) \right]}. \tag{3.13}$$

Alternatively, since we have an estimated error density $\hat{f}$ for the infeasible distribution $f(\varepsilon)$, we may also consider a plug-in estimation which leads to a more reliable estimation of asymptotic variance in our applications of AAME robust estimation:

$$\hat{\sigma}_\mu^2 = \frac{\int_{-\infty}^{\infty} \hat{f}(\varepsilon) \hat{f}(\varepsilon) d\varepsilon}{n \left[ \int_{-\infty}^{\infty} \hat{f}''(\varepsilon) \hat{f}(\varepsilon) d\varepsilon \right]}. \tag{3.14}$$

Then we may make an asymptotic confidence interval based on quantiles of the asymptotic normal distribution:

$$CI = \left( \hat{\mu} - z_{1-\alpha/2} \hat{\sigma}_\mu, \hat{\mu} + z_{1-\alpha/2} \hat{\sigma}_\mu \right),$$

where the confidence interval has supposed coverage rate $(1 - \alpha)100\%$, and $z_{1-\alpha/2}$ is the $1 - \alpha/2$ quantile of the standard normal distribution.

No matter whether the expression of (3.13) or (3.14) will be used, it is obvious that a large amount of variation on first two derivatives will lead to a bad estimation of the numerator, and especially to a bad estimation of denominator. Recall the wildly jumping second-derivative in Figure 3.3. Consequently, the entire estimation on $\sigma_\mu$ will be bad. Therefore, we do need the
first two derivatives to be more stable, and the proposed penalized method helps in solving this problem.

On the other hand, using "an arbitrarily small penalty $\lambda = 0.01$" is not guaranteed to work well with different incoming error densities, with different shapes and different scales. Thus, finding an appropriate penalty $\lambda$ is worth doing to improve the performance of inferences. To do so, just use the cross-validation method we discussed in Section 3.2.4. From simulation studies in Section 3.5, we can see that the cross-validation does work in selecting an appropriate penalty $\lambda$ for a variety of error density and lead to confidence intervals with an appropriate coverage rate so that being almost unbiased.

**Bootstrap confidence interval**

When the sample size is small, for example, smaller than $n = 30$, the asymptotic distribution of $\hat{\mu}$ may not be approximated by a normal distribution very well. In this case, we would better consider a bootstrap confidence interval by a re-sampling method instead.

If we know the sampling distribution of $\hat{\mu}$, we may use its $\alpha/2$ quantile $L$ and $1 - \alpha/2$ quantile $U$ to get a confidence interval $CI = (L, U)$ such that

$$P(L < \beta < U) = 1 - \alpha.$$  

In practice, we may use a bootstrap method to estimate the sampling distribution of $\hat{\mu}$. Specially, here we have the estimated error density $\hat{g}_\lambda$, so we may use a special version of bootstrap as following steps:
1 Get the estimates of error density $\hat{g}_\lambda$ and mean $\hat{\mu}$.

2 Sample a vector of error $e$ from $\hat{g}_\lambda$.

3 Make bootstrap data $y_i^* = \hat{\mu} + e_i$, $i = 1, \cdots, n$, and use it to get the bootstrap mean $\hat{\mu}^*$.

4 Loop step 2 and 3, and get a set of $\hat{\mu}^*$.

5 Get the bootstrap confidence interval by the lower and upper quantiles of the set of $\hat{\mu}^*$.

In the step 2, we construct an estimated cumulative distribution function, based on $\hat{g}_\lambda$, to sample $e$. This step gives a mimic error term. Numerical studies indicate this sampling method works effectively in our AAME, even with heavy-tailed error density. Figure 3.11 shows a random instance of the sampled error term from estimated cumulative density function, with sample size $n = 20$, replicates $reps = 2000$ and error density $f = t(2)$. The dashed line is the true density, the solid line is the estimated density, and the histogram shows the relative frequency of sampled $e_i$. We can see these three distributions match each other.

Simulation studies indicate that the distribution of our bootstrap $\hat{\mu}^*$ is a good approximation of the sampling distribution of $\hat{\mu}$, especially when we are only looking for the the 2.5% and 97.5% quantiles. Also, our AAME with this bootstrap confidence interval works effectively against heavy-tailed error density and small sample size. See Section 3.5 for the details of the simulation results.

### 3.3.4 An Example of Application

To illustrate the new method, we consider data from the R package `lmtest`, which has several examples of macroeconomic time series data. Shown in Figure 3.12 are first differences of monthly interest rates from 1959 to 1993, with the estimated density and mode at the dotted vertical line. The confidence interval given by AAME is the smallest.
Figure 3.11: Sampled error term from estimated cumulative density function, with \( n = 20 \), replicates \( repc = 2000 \), and \( f = t(2) \). The dashed line is the true density, the solid line is the estimated density, and the histogram shows the relative frequency of sampled \( e_i \).
Figure 3.12: Example using data \texttt{fyff} of US Macroeconomic Time Series Data from the \texttt{R} package \texttt{lmtest}. The observations are first differences of monthly interest rates from 1959 to 1993. The estimated density is shown with the histogram of observations, along with three 95% confidence intervals for $\mu$: (left, $\hat{\mu}$, right).

3.4 The Regression Problem

Our AAME can be extended to a parametric linear regression model with the same assumptions on error density:

$$ Y_i = X_i^\top \beta + \varepsilon_i, \ i = 1, \ldots, n, $$

(3.15)

where $Y_i$ is the response variable, $X_i^\top$ is the $1 \times p$ predictor vector. $\beta$ is the unknown $p \times 1$ regression parameter vector to be estimated, the $\varepsilon_i$ are independent, symmetric mean-zero random variables with common density $f$.

The robust regression $M$-estimator uses a function $\rho$ and sample values $Y = (Y_1, \ldots, Y_n)$, determine $\hat{\beta} \in \mathbb{R}^p$ to minimize

$$ M_n(\beta; Y) = \sum_{i=1}^n \rho \left( Y_i - X_i^\top \beta \right). $$

(3.16)

Again, if the error density family is known, the $\rho$ function may be chosen accordingly. We follow the idea of AAME which we developed in Section 3.3, i.e. using the data itself to determine the shape of $\rho$ function in (3.16).
3.4.1 Estimating Robust Regression Parameters

Using a good starting point \( \beta_0 \), such as a least-absolute-deviance estimation, we first determine the support \([0, S]\) by setting \( S \) to be 1.5 times the 98th percentile of the values of \( e = |Y - X^\top \beta_0| \).

Then place the knots, determine the penalty parameter, and estimate the error density, like the algorithm for one-sample problem which is discussed in Section 3.3.1. Given the density estimate \( \hat{f} \) with chosen \( \lambda \), define \( \rho = \hat{f}(0) - \hat{f} \), and \( \hat{\beta} \) is the minimizer of (3.16).

Note that here the \( \rho \) function is redescending. That is to say, like Tukey’s and other well-known redescending M-estimators we introduced in Chapter 2, it may not have a unique solution. Therefore, it is important to make sure that we are using a simple yet robust starting point \( \beta_0 \), and this is the reason why we use the least absolute deviation estimation to get started.

3.4.2 Confidence Interval for Regression Parameters

For asymptotic normality of the sampling distribution of \( \hat{\beta} \), we follow the ideas of [Huber, 2004], section 7.6. In robust regression, M-estimation regression parameter \( \hat{\beta} \) which minimizing (3.16) has the following asymptotic distribution:

\[
\hat{\beta} \overset{D}{\rightarrow} N(\beta, \Sigma_\beta), \text{ where } \Sigma_\beta = (X^\top X)^{-1} \frac{E[\rho'(\varepsilon)^2]}{E[\rho''(\varepsilon)]^2}.
\]  

(3.17)

It is suggested in [Huber, 2004], section 7.6, to use the moment-based estimation

\[
\hat{\Sigma}_\beta = (X^\top X)^{-1} \frac{\frac{1}{n} \sum_{i=1}^{n} \rho'(Y_i - X_i^\top \hat{\beta})^2}{\left[\frac{1}{n} \sum_{i=1}^{n} \rho''(Y_i - X_i^\top \hat{\beta})\right]^2}.
\]

Alternatively, since we have an estimated error density \( \hat{f} \) for the infeasible distribution \( f(\varepsilon) \), we may again consider the plug-in estimation which leads to a more reliable estimation of the covariance matrix in our applications of robust regression:

\[
\hat{\Sigma}_\beta = (X^\top X)^{-1} \frac{\int_{-\infty}^{\infty} \hat{f}'(\varepsilon)^2 \hat{f}(\varepsilon) d\varepsilon}{\left[\int_{-\infty}^{\infty} \hat{f}''(\varepsilon) \hat{f}(\varepsilon) d\varepsilon\right]^2}.
\]  

(3.18)
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Then we may make an asymptotic confidence interval based on quantiles of the asymptotic normal distribution, similar to the way we construct confidence intervals that we discussed in Section 3.3. But again, we prefer using the confidence intervals based on the plug-in covariance, because of the benefits we discussed in Section 3.3.

### 3.4.3 Prediction Interval for New Responses

For a given predictor value $X_{new}^T$, we have the prediction

$$Y_{pred} = X_{new}^T \hat{\beta}. \quad (3.19)$$

Taking the error term into account, we have the full expression of the modeled new response:

$$Y_{new} = X_{new}^T \hat{\beta} + \epsilon. \quad (3.20)$$

The modeled new response $y_{new}$ contains two different parts of uncertainty, the variation of $\hat{\beta}$ which comes from the sampling distribution, and obviously the variation of error term $\epsilon$. Note that they are independent in the model, since a new error does not affect the “old” estimation.

If we know the distribution of $y_{new}$, we may simply use its $\alpha/2$ quantile $L$ and $1 - \alpha/2$ quantile $U$ to get a confidence interval $CI = (L, U)$ such that

$$P(L < Y_{new} < U) = 1 - \alpha.$$  

In ordinary regression problem, we assume the error term $\epsilon$ follows a normal distribution, then quantify the combined uncertainty in (3.20) by the additive property of normal distribution. Note that generally for a distribution, using only the variance to describe its distribution and make a confidence interval is not adequate. But using a cumulative density function will be.

In our application of AAME robust regression, we have both of the asymptotic sampling distribution of $Y_{pred}$, and the estimated error density $\hat{f}_\lambda$, which is not necessarily a normal distribution. To get the asymptotic distribution of their summation, by their independence, we may use a con-
volution:

\[ f_{new}(z) = (f_{pred} \ast \hat{f}_\varepsilon)(z), \]

and

\[ F_{new}(z) = \int_{-\infty}^{\infty} F_{pred}(z - \varepsilon)\hat{f}_\varepsilon(\varepsilon)d\varepsilon, \]

where \( f_{new} \) and \( f_{pred} \) are the probability density functions of \( Y_{new} \) and \( Y_{pred} \). \( F_{new} \) and \( F_{pred} \) are the cumulative density functions of \( Y_{new} \) and \( Y_{pred} \). Note that here

\[ Y_{pred} \overset{D}{\rightarrow} N(\mu_{pred}, \sigma_{pred}^2), \]

where \( \mu_{pred} = X_{new}^\top \beta \), and \( \sigma_{pred} = X_{new}^\top \Sigma \beta X_{new} \), by (3.17) and (3.19).

By monotone and symmetric assumptions on error density \( f \) and asymptotic normality of \( \hat{\beta} \), \( f_{new} \) is also monotone and symmetric. Then it is straightforward to consider using the center interval as the shortest confidence interval. So we can find the 97.5% percentile \( C \) by doing a grid search on \( F_{new} \) such that \( F_{new}^{-1}(0.975) = C \), then \( (2Y_{pred} - C, C) \) is the 95% confidence interval and that

\[ \mathbb{P}(2Y_{pred} - C \leq Y_{new} \leq C) = 0.95 \]

Furthermore, we may do a repeated grid search to improve the accuracy of prediction intervals. Figure 3.13 shows an example of estimated cumulative density function \( F_{new} \) for \( Y_{new} \), and the corresponding prediction interval based on \( F_{new} \), with sample size \( n = 100 \), and error distribution \( f = t(2) \). The solid line shows the estimated \( F_{new} \). The two vertical dashed lines show the prediction interval corresponding to the 2.5% and 97.5% quantiles of \( F_{new} \). Simulation studies in Section 3.5 indicates that this methodology of robust prediction interval works appropriately in our AAME.
Figure 3.13: An example of estimated cumulative density function $F_{new}$ for $Y_{new}$, and the corresponding prediction interval based on $F_{new}$, with sample size $n = 100$, error distribution $f = t(2)$. The solid line shows the estimated $F_{new}$. The dashed lines show the prediction interval corresponding to the 2.5% and 97.5% quantiles of $F_{new}$. 
3.4.4 An Example of Application

To give an example of a data analysis where the error density is very heavy-tailed, consider the data set in [Lewis et al., 2006]. The purpose of the study was to determine the percent of school-age children in the state of Georgia who are overweight or obese, and to attempt to find predictors for overweight status. Researchers went to the schools to measure the heights and weights of children, and in addition, a questionnaire was given to ask the children about diet and lifestyle. In the questionnaire, children were asked to report their heights and weights, before being measured.

Fit the data with simple linear regression model

\[ Y_i = \beta_0 + x_i \beta_1 + \varepsilon_i, \quad i = 1, \ldots, n, \]  

(3.21)

where \( x_i \) are the measured weight (kg), \( Y_i \) are the reported weight, \( \beta_0 \) and \( \beta_1 \) are the unknown regression intercept and slope to be estimated.

Figure 3.14 shows the reported weights for the \( n = 1540 \) 8th and 11th grade students, against the actual measured weights. While the majority of the children had a good idea of their weights, many were quite far from the target. The dashed line shows the diagonal; points on this line represent children who knew their weight exactly. The least-squares line has a slope smaller than one, and is shown as the red dotted (lowest) line in the plot. The middle solid line is the AAME line. This is closer to the diagonal, because it is more robust to the many outliers.

Table 3.2 shows the estimated coefficients and confidence intervals, by ordinary least-squares (OLS), Huber’s \( M \)-estimation, and our AAME. We can see that AAME has the estimated slope the closest to diagonal, and that AAME has the shortest confidence intervals among all three estimators.

The estimated error density for the reported weights against the measured weights is shown on Figure 3.15, with the residuals from the line estimated with AAME. The estimated density is quite peaked, so that the points close to the line are given the most weight in determining the fit, and many outliers are virtually ignored.
Table 3.2: The estimated coefficients and confidence intervals, by ordinary least-squares (OLS), Huber’s $M$-estimation, and AAME.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Coefficients $\hat{\beta}_0 \ \hat{\beta}_1$</th>
<th>Confidence Interval $\beta_0 \ \beta_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>8.83 .841</td>
<td>(7.366, 10.301) (.819, .863)</td>
</tr>
<tr>
<td>Huber</td>
<td>3.70 .926</td>
<td>(3.037, 4.363) (.916, .936)</td>
</tr>
<tr>
<td>AAME</td>
<td>.819 .978</td>
<td>(.159, 1.478) (.969, .988)</td>
</tr>
</tbody>
</table>

Figure 3.14: The reported weights for the $n = 1540$ 8th and 11th grade students, against the actual measured weights. The dashed line shows the diagonal. The least-squares line is shown as the red dotted (lowest) line. The middle solid line is the AAME line.
Figure 3.15: The estimated error density for the reported weights against the measured weights, and the residuals from the line estimated with AAME.
3.5 Simulations

In this section, we generate data from the one-sample model (3.10) and the simple linear regression model (3.21). We first check the performance of bootstrap confidence interval against non-normal distribution with small sample size. We then compare the performance of our AAME and other estimators in one sample problem. Lastly, we check the performance of our AAME in robust regression problem, and especially, with robust prediction interval checked.

3.5.1 Bootstrap Confidence Interval for Small Sample Size

A simulation study is conducted to verify that the distribution of our bootstrap $\hat{\mu}^*$ is a good approximation of the sampling distribution of $\hat{\mu}$, especially when we are only looking for the the 2.5% and 97.5% quantiles, with heavy-tailed error density and small sample size.

We generate data from one-sample model (3.10) with errors from a heavy-tailed distribution, the $t(2)$. There are 1000 replicates, bootstrap size 1000 in each replicate. Two different sample sizes, $n = 20$ and $n = 100$ are considered.

The distribution of $\hat{\mu}$ is centered at $\mu$, describing the variation of $\hat{\mu}$ about its center. The distribution of $\hat{\mu}^*$ is centered at each $\hat{\mu}$, describing the variation of $\hat{\mu}^*$ about its center. So even if the centers are quite different the two variations about the centers is supposed to be approximated equal. Figure 3.16 shows how the bootstrap cumulative distribution function (CDF) approximate the empirical cumulative distribution function, with sample size $n = 20$ and error distribution $f = t(2)$. The figure shows the bootstrap CDF as a red line with points, and the empirical CDF as a black line. Dashed lines are the 0.025 and 0.975 percentiles, corresponding to the target of confidence intervals. We can see the bootstrap method work effectively.

Additionally, Table 3.3 shows the comparison between asymptotic confidence interval and bootstrap interval, against small sample size and heavy-tailed error distribution. We can see that with a reasonably large sample size, $n = 100$, both CI works good. However, with small sample size, bootstrap CI works more reliably. Also note that, these two CI’s have similar average widths to each other.
Figure 3.16: Simulation settings: $n = 20, f = t(2), reps = 1000$, bootstrap size = 1000 in each rep. $\lambda$ is selected by cross validation. Two dashed lines are the 2.5% and 97.5% percentile, which relate to CI’s.

Table 3.3: Simulation results comparing asymptotic and bootstrap confidence intervals.

<table>
<thead>
<tr>
<th>Error Density</th>
<th>n</th>
<th>Coverage rate</th>
<th>Average CI width</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t(2)$</td>
<td>20</td>
<td>.937</td>
<td>1.354</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>100</td>
<td>.952</td>
<td>.576</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>100</td>
<td>.946</td>
<td>1.391</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>100</td>
<td>.957</td>
<td>.583</td>
</tr>
</tbody>
</table>
3.5.2 One-Sample Problem

We generate data from one-sample model (3.10) with errors from various distributions: the standard normal distribution \( N(0, 1) \), the \( t \)-distribution with 2 degrees of freedom, a symmetric unimodal Pareto distribution with shape parameter 2, a standard normal distribution contaminated by Gaussian noise, a standard normal contaminated by \( t(2) \) noise, and the Cauchy distribution. For each of 3000 samples, we estimate \( \mu \) using the AAME method, and use (3.3) to compute a 95% confidence interval for \( \mu \).

The square root of mean square error,

\[
SMSE = \sqrt{\frac{1}{3000} \sum_{i=1}^{3000} (\hat{\mu}_i - \mu)^2},
\]

confidence coverage rate, and average width of confidence interval are reported in Table 3.4. The notation \( 20\% N(0, 10^2) \) represents \( 80\% N(0, 1) + 20\% N(0, 10^2) \) contamination, and \( 20\% t(2, 8) \) represents \( 80\% N(0, 1) + 20\% t(2, 8) \) contamination, where \( t(2, 8) \) is with two degrees of freedom and scale 8. Pareto\(2\) uses shape 2, multiplied randomly by \(-1\) or \(1\) for symmetry. Our method is compared to least-squares (LS), Huber’s \( M \)-estimator (H), MM-estimator [in [Yohai, 1987]] with Tukey’s biweight (T), and the median (M). The AAME estimator performs the best for the most heavy-tailed (Cauchy, Pareto) or most contaminated (50% or more) error distributions. For other distributions, the performance is similar to that of the median or the Tukey method.

Note that H and T estimation are computed by \( R \) function \( rlm \), with default settings for their tuning parameters. Also, Figure 3.17 and Figure 3.18 show the comparison among estimators H, T and A. The figures show the empirical quantiles of absolute deviation, \( |\hat{\mu} - \mu| \), for different estimators, with sample size \( n = 200 \). We again can see AAME presents good performance against fat-tailed and/or highly-contaminated data.
Table 3.4: Comparison of the AAME with least-squares (LS), Huber (H), Tukey (T), and the median (M), by square root of mean squared error, as well as the coverage rates and confidence interval widths, for a 95% target coverage.

<table>
<thead>
<tr>
<th>Density</th>
<th>n</th>
<th>SMSE</th>
<th>Coverage rate</th>
<th>Average CI width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LS</td>
<td>H</td>
<td>T</td>
</tr>
<tr>
<td>N(0,1)</td>
<td>200</td>
<td>0.072</td>
<td>0.074</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.045</td>
<td>0.046</td>
<td>0.056</td>
</tr>
<tr>
<td>t(2)</td>
<td>200</td>
<td>0.343</td>
<td>0.100</td>
<td>0.098</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.173</td>
<td>0.063</td>
<td>0.061</td>
</tr>
<tr>
<td>Cauchy</td>
<td>200</td>
<td>33.5</td>
<td>0.136</td>
<td>0.122</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>3.46</td>
<td>0.084</td>
<td>0.076</td>
</tr>
<tr>
<td>Pareto(2)</td>
<td>200</td>
<td>0.252</td>
<td>0.056</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.157</td>
<td>0.035</td>
<td>0.032</td>
</tr>
<tr>
<td>20%N(0,10²)</td>
<td>200</td>
<td>0.328</td>
<td>0.104</td>
<td>0.089</td>
</tr>
<tr>
<td>50%N(0,10²)</td>
<td>200</td>
<td>0.510</td>
<td>0.259</td>
<td>0.242</td>
</tr>
<tr>
<td>80%N(0,10²)</td>
<td>200</td>
<td>0.638</td>
<td>0.614</td>
<td>0.614</td>
</tr>
<tr>
<td>20%t(2,8)</td>
<td>200</td>
<td>0.887</td>
<td>0.103</td>
<td>0.107</td>
</tr>
<tr>
<td>50%t(2,8)</td>
<td>200</td>
<td>1.71</td>
<td>0.251</td>
<td>0.220</td>
</tr>
<tr>
<td>80%t(2,8)</td>
<td>200</td>
<td>2.59</td>
<td>0.618</td>
<td>0.588</td>
</tr>
</tbody>
</table>
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Figure 3.17: Distributions (left to right): $N(0, 1)$, $t(2)$, Pareto(2), and Cauchy, with $n = 200$.

Figure 3.18: First row (left to right): 20%$N(0, 10^2)$, 50%$N(0, 10^2)$, 80%$N(0, 10^2)$. Second row (left to right): 20%$t(2, 8)$, 50%$t(2, 8)$, and 80%$t(2, 8)$.
3.5.3 Robust Prediction Interval

We generate data from model (3.21) with errors from various distributions (same to the simulation of one-sample problem). For each of 3000 samples, we estimate $\beta_0$ and $\beta_1$ using the AAME method, use (3.18) to compute a 95% confidence interval for $\beta_1$, and use the method discussed in Section 3.4.3 to compute a 95% robust prediction interval for a new observation with new predictor $x_{new}$.

The square root of mean square error,

$$SMSE = \sqrt{\frac{1}{3000} \sum_{i=1}^{3000} (\hat{\beta}_{1,(i)} - \beta_1)^2},$$

confidence coverage rate, average width of confidence interval, prediction coverage rate, average width of prediction interval are reported in Table 3.5. The same notations in simulation of one-sample problem are used to represent different error distributions. Our method is compared to least-squares (LS) and Huber’s $M$-estimator (H).

The AAME estimator performs the best for the most heavy-tailed (Cauchy, Pareto) or most contaminated (50% or more) error distributions. Moreover, our AAME provides a robust prediction interval more reliable than the LS estimator, which is unavailable for other robust estimators.
Table 3.5: Comparison of the AAME with least-squares (LS) and Huber (H), by square root of mean squared error, as well as the coverage rates and confidence interval widths, for a 95% target coverage. Robust prediction intervals are also reported. Sample size $n = 200$.

<table>
<thead>
<tr>
<th>Error Density</th>
<th>SMSE</th>
<th>CI Coverage</th>
<th>CI width</th>
<th>PI coverage</th>
<th>PI width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LS</td>
<td>H</td>
<td>A</td>
<td>LS</td>
<td>H</td>
</tr>
<tr>
<td>$N(0, 1)$</td>
<td>.012</td>
<td>.013</td>
<td>.015</td>
<td>.940</td>
<td>.944</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>.050</td>
<td>.017</td>
<td>.017</td>
<td>.953</td>
<td>.947</td>
</tr>
<tr>
<td>Cauchy</td>
<td>211.3</td>
<td>.023</td>
<td>.019</td>
<td>.968</td>
<td>.951</td>
</tr>
<tr>
<td>Pareto(2)</td>
<td>.059</td>
<td>.010</td>
<td>.007</td>
<td>.954</td>
<td>.943</td>
</tr>
<tr>
<td>20%$N(0, 10^2)$</td>
<td>.055</td>
<td>.018</td>
<td>.017</td>
<td>.952</td>
<td>.952</td>
</tr>
<tr>
<td>50%$N(0, 10^2)$</td>
<td>.085</td>
<td>.044</td>
<td>.023</td>
<td>.954</td>
<td>.950</td>
</tr>
<tr>
<td>80%$N(0, 10^2)$</td>
<td>.108</td>
<td>.104</td>
<td>.051</td>
<td>.949</td>
<td>.947</td>
</tr>
<tr>
<td>20%$t(2, 8)$</td>
<td>.172</td>
<td>.018</td>
<td>.017</td>
<td>.953</td>
<td>.947</td>
</tr>
<tr>
<td>50%$t(2, 8)$</td>
<td>.285</td>
<td>.044</td>
<td>.023</td>
<td>.952</td>
<td>.947</td>
</tr>
<tr>
<td>80%$t(2, 8)$</td>
<td>.359</td>
<td>.104</td>
<td>.053</td>
<td>.950</td>
<td>.951</td>
</tr>
</tbody>
</table>

3.6 Discussion

This chapter establishes a penalized constrained nonparametric method of density estimation for error distribution. The new density estimation is unimodal, has stabilized first two derivatives, and integrate to 1, so that satisfies the requirements of being used as the $\rho$ function in $M$-estimation and in further inferences. A theorem is shown to ensure the consistency of the new density estimation. Based on the new density estimation, this chapter then establishes a new robust estimation, AAME, which is highly adaptive to the data. Consistency and asymptotic sampling distribution are established for AAME, and it shows a good performance against influential outliers. Based on estimated CDF resampling, a convenient bootstrap method is established for inferences with a small sample size. Another significant advantage of AAME is its robust prediction interval which is more reliable over existing methods.

Bias with penalized estimations

For penalized methods, bias is almost always a problem that is worth looking through. Even though we used a penalization to make the error density estimation smooth, the good thing here is
that our parametric regression $\mu(x_i)$ will not be biased. Because the penalty we have put in AAME is not on the $L_1$, $L_2$, or any other scale of the regression parameters in $\mu(x_i)$. The penalty is on the “consecutive differences of the second derivative” of the $\rho$ function, and the $\rho$ function will always remain symmetrical.

**Fitting AAME model in an iterative manner**

Because the computational burden for current AAME is fairly low, it is suitable to do an iterative form of AAME. That is

---

1. Using the sample median $\mu_0$, determine the support $[0, S]$.

2. Select a penalty value $\lambda$ by cross-validation.

3. Get $\hat{f}_\lambda(x)$ with $x = |y - \mu_01|$.

4. Get $\hat{\mu}$ by using $\hat{f}_\lambda(x)$.

5. Loop steps 3 and 4 until converge.

---

With both of $\hat{\mu}$ and $\hat{f}$ being updated, we may get an overall better AAME result.

**Heavy-tailed and dependent errors**

In practice, we sometimes would need to deal with errors being not only heavy-tailed, but also dependent. In that case, we would better take the dependence into account, and fit the additional parameters with a AAME type of estimation. Next chapter establishes this method.
Chapter 4

Auto-Adaptive $M$-estimation for Linear Model with Heavy-Tailed and Autoregressive Errors

4.1 Introduction

Ordinary regression requires assumptions of iid normality on the error term. When any of the assumptions is violated, we may need to consider alternative procedures. Suppose we observe longitudinal data $(x_t, Y_t)$ at time points $t = 1, \ldots, T$, and assume

$$y_t = \mu(x_t) + \varepsilon_t;$$
$$\varepsilon_t = \sum_{i=1}^{p} \phi_i \varepsilon_{t-i} + e_t,$$

where $\mu(x_t)$ is a linear model, $\varepsilon_t$ are autoregressive AR(p) errors with order $p$, and $e_t$ are iid symmetric mean-zero innovations (or say white noises). Model (4.1) may be used to represent lots of applications in different fields like finance, economics and earth sciences. [Cochrane and Orcutt, 1949] proposed a very well-known modification of ordinary least-squares regression (Cochrane-Orcutt procedure) which takes the autoregression of errors into account, by estimating the linear model and the AR(1) coefficient iteratively.

However, Cochrane-Orcutt procedure assumes normal distribution on the innovation $e_t$, which is often violated in reality. In the presence of outliers or other evidence that the convenient assumption of normal innovations is incorrect, practitioners turn to robust methods where knowledge of the error density family is not required. Classical robust $M$-estimation of the regression function $\mu(x)$ is accomplished by choosing a function $\rho$ and then finding $\mu$ to minimize $\sum_{i=1}^{n} \rho (Y_i - \mu(x_i))$ over some parameter or function space. This was first proposed by [Huber, 1964], with further asymptotic results in [Huber, 1973]. [Yohai, 1987] proposed an iterative method for an $MM$ estimator, where the $\rho$ function is adjusted based on the residuals from an initial $M$ estimator. Many other
papers regarding improvements on robust $M$-estimations have been proposed. Lots of literature studied the asymptotic behaviors of robust estimations against heavy-tailed and dependent errors, when we do not take into account the dependency effects. For example, [Gastwirth and Rubin, 1975] studied the efficiency of robust estimations against AR(1) and heavy-tailed errors, [Koul, 1977] studied the efficiency of $M$-estimations when errors are strictly stationary and strongly mixing. [Wu, 2007] derived asymptotic properties of $M$-estimation for linear models with errors being a form of general short-range dependence and heavy-tailed linear processes.

But if the form of dependency on the error term is sort of known, we would better consider taking both the dependence and heavy-tail of error into account, to improve the efficiency of estimation. [Portnoy, 1977] and [Portnoy, 1979] gave a solution for MA errors, based on Huber’s $M$-estimation. [Lee and Martin, 1986] established a proper $M$-estimation which takes the AR(1) dependency into account. [Coursey and Nyquist, 1986] established a Cochrane-Orcutt type $M$-estimation which significantly improves the estimation efficiency of a linear model with AR(1) and heavy-tailed errors.

However, there is still remaining unsatisfaction. On one hand, no matter $M$-estimation or MM-estimation, both require an important tuning constant and a few stages to determine an estimated scale to maintain their high efficiency – see [Susanti et al., 2014] for a summary. To the best of our knowledge, these is no available algorithm implement of well-tuned $M$-estimation or MM-estimation for fitting model (4.1). On the other hand, new challenges in longitudinal data analysis have raised. [Ling, 2005] points out that infinite variance autoregressive (IVAR) models have been having wider and wider usage. See also [Davis et al., 1992], [Hill, 2013] and [Wu and Cui, 2018] for examples of relevant methodologies and applications. Besides, [Mikosch et al., 1995] proposed well-known Whittle estimation for infinite variance ARMA models, and derived asymptotic properties.

[Chen and Meyer, 2020b] proposed Auto-Adaptive $M$-Estimation (AAME) which inherits asymptotic properties of traditional $M$-estimators, and has its own nice features. It adapts to the data and down-weights influential outliers automatically, so that requires no priori of innovation.
distribution, yet presents high breakdown-point against the $\epsilon$-contamination type of influential outliers – raised by [Huber, 1964]. AAME also presents improved performance against fat-tailed errors – refers to those very heavy-tailed distributions with a low tail-index and corresponding infinite moments, see [Haas and Pigorsch, 2009] for more formal definitions and [Cooke et al., 2014] for examples.

In this chapter, we propose a novel AAME solution of fitting model (4.1), by estimating the linear model and the AR process jointly, while the innovation density is not necessarily normal and would be estimated with constrained penalized splines. We start with the one-sample problem with AR(1) errors, then extend to one-sample problem with AR(p) errors. We refer [Xiao, 2004] as a literature review for recent major results on robust regression with dependent errors. That paper establishes a partially adaptive and proper $M$-estimation which takes the dependency into account, but only adapts within the range of t-distributions with different tail-thickness.

This chapter is organized as follows: in the next section, we review the Auto-Adaptive $M$-estimation (AAME) as a prerequisite, then apply AAME to one-sample model with heavy-tailed and AR(1) dependent errors. In Section 4.3, AAME is applied to one-sample model with heavy-tailed and AR(p) dependent errors. Section 4.4 shows the results of simulation that we conducted, to compare our methods to other estimators.

### 4.2 AAME with AR(1)

#### 4.2.1 Background of AAME

The $M$-estimator uses a function $\rho$ and sample values $Y = (Y_1, \ldots, Y_n)$, determine $\hat{Y} = (\hat{Y}_1, \ldots, \hat{Y}_n) \in \mathbb{R}^n$ to minimize

$$M_n(\hat{Y}; Y) = \sum_{i=1}^{n} \rho(Y_i - \hat{Y}_i). \quad (4.2)$$

If the noise density family is known, then the $\rho$ function may be chosen accordingly. Choices include least-square, least-absolute-deviation, [Huber, 1964]'s, and many others. The function
\( \rho(y) = y^2 \) for \( |y| \leq k \) and \( \rho(y) = k^2 \) for \( |y| > k \) leads to the “trimmed mean,” which completely discounts outliers beyond the trim-point \( k \). [Hampel et al., 2011a] argued that “redescending” \( \rho \) functions, where the derivative approaches zero for large \( y \), are effective for heavy-tailed or contaminated errors. These popular choices of \( \rho \) functions are shown in Figure 2.1.

The general idea here is that for heavy-tailed or highly contaminated errors, down-weighting those influential outliers would decrease their impacts so that it will improve the overall performance of the \( M \)-estimator. For the proposed method, the noise density \( f \) is estimated using a constrained least-squares penalized spline density estimator, and then we use the negative of the density estimate \( \hat{f} \) as the \( \rho \) function. We define \( \rho = \hat{f}(0) - \hat{f} \) (traditionally we have \( \rho(0) = 0 \)). Then \( \hat{Y} \) is the minimizer of (4.2). In practice this \( \rho \) function is similar to that for the “smoothed” trimmed mean suggested by Huber and Tukey, with a data-driven choice of trim points. We call this the Auto-Adaptive \( M \)-Estimator (AAME). Note that under mild conditions and a bounded rate of penalty, the constrained least-squares penalized spline density estimator achieves convergence rate \( O_p(n^{-3/7}) \). See [Meyer, 2012] for the the smoothness and other benefits of a constrained least-squares spline density estimator, and [Chen and Meyer, 2020b] discusses penalizing the consecutive differences of the second derivative function, which stabilizes the estimated density function and its first two derivatives, and allows many knots to be specified without over-fitting, as Figure 3.3 shown. The absolute values of a sample from a mixture of normal densities are shown as small gray tick marks. Density estimates with and without penalty are shown as the black curves. While the density estimates are not that different, their first and second derivatives vary more smoothly with the penalty. See [Chen and Meyer, 2020b] also for more details about AAME.

### 4.2.2 Combining AAME with AR(1)

Now let’s consider applying AAME for estimating the coefficients below model of longitudinal data. At time points \( t = 1, \ldots, T \), suppose the model of one-sample with AR(1) errors

\[
\begin{align*}
y_t &= \mu + \varepsilon_t; \\
\varepsilon_t &= \phi_1 \varepsilon_{t-1} + \epsilon_t,
\end{align*}
\tag{4.3}
\]
where the serial $y_t$ is the dependent variable (of major interest), $\mu$ (mean) is the linear model coefficient, $\varepsilon_t$ is the error generated by the AR(1) process with autoregressive coefficient $\phi_1$. The innovation term $e_t$ is assumed to be independent and identically distributed, with unknown symmetric unimodal density function $f$. The parameter vector $(\mu, \phi_1) \in U = \mathbb{R} \times [-1, 1]$ is to be estimated jointly, after the innovation density function $f$ is estimated by the constrained penalized spline density estimator.

For error term lagged by one period, plug $\varepsilon_{t-1} = y_{t-1} - \mu$ into (4.3), we have

$$y_t - \mu = \phi_1 (y_{t-1} - \mu) + e_t,$$

$t = 2, \cdots, T$, or

$$e_t = y_t - \phi_1 y_{t-1} - (1 - \phi_1) \mu.$$

With a $\rho$ function optimizing the discrepancy, we then have the objective function:

$$M_n(\mu, \phi_1) = \sum_{t=2}^{T} \rho \left( y_t - \phi_1 y_{t-1} - (1 - \phi_1) \mu \right),$$

(4.4)

where $\rho = \hat{f}(0) - \hat{f}$, and $\hat{f}$ is the constrained penalized spline density estimation which is obtained from a warming-up step. The following subsections will be discussing the algorithm implement in more details.

With such data-driven $\rho$ function, the estimated coefficients $(\hat{\mu}, \hat{\phi}_1)$ obtained by minimizing (4.4) adapts to the data and down-weights influential outliers automatically, so that it presents high breakdown-point against the $\epsilon$-contamination type of influential outliers and/or fat-tailed noises.
4.2.3 Choosing the Starting Point

Note that model (4.3) is a nonlinear model, with parameters not being additive. Hence the objective function (4.4) has a surface which needs to be treated carefully – needs to find a good starting point.

Figure (4.1) shows an example of response contour of $M_n(\mu, \phi_1)$ across the inputs $(\mu, \phi_1)$. The random data of the example is generated from a $t$–distribution with degree of freedom 2, and the true coefficients $(\mu, \phi_1) = (100, 0.6)$. We can see that the gradients of the contour are fairly good around a Y-shaped neighbor of the optimal point $(100, 0.6)$, while they are almost completely “flatten out” outside of the Y-shaped neighbor.

Figure 4.1: Contour of the profile objective function (4.4), across $\mu$ and $\phi$. The random data $Y$ is generated from $\mu = 100$, $\phi = 0.6$, and $t(2)$ innovation.
Therefore, finding a fairly good starting-point would play a very important role in the estimation. Otherwise, the algorithm doing optimization would stop too early before entering the Y-shaped neighbor and approaching a valid gradient. In empirical studies, with a bad starting point, it does happen to generates crazy estimated coefficients \((\hat{\mu}, \hat{\phi}_1)\), no matter whether the innovation term \(e_t\) is heavy-tailed or not.

### 4.2.4 Algorithm Implementation

We first estimate \(\mu\) and \(\phi\) partially, by a Cochrane-Orcutt type iteration of least-absolute-deviance estimation, as a warming-up stage to find a good starting point and to estimate the noise density function (constrained penalized spline density estimation). We then do a joint estimation to finish up fitting the model. The algorithm implement is summarized as below. User-friendly code is available at [Chen, 2020].

\[
\begin{align*}
\text{Input: } & \text{observations } y \\
\text{Output: } & \text{estimated model coefficients } (\hat{\mu}, \hat{\phi}_1), \text{and estimated noise density function } \hat{f} \\
1 & \hat{\mu} \leftarrow \text{median}(y) \\
2 & \hat{\phi}_1 \leftarrow \arg \min_{\phi_1} \sum_{t=2}^{T} \left| y_t - \hat{\phi}_1 y_{t-1} - (1 - \hat{\phi}_1) \hat{\mu} \right| \\
3 & \hat{\mu} \leftarrow \arg \min_{\mu} \sum_{t=2}^{T} \left| y_t - \hat{\phi}_1 y_{t-1} - (1 - \hat{\phi}_1) \mu \right| \\
4 & \text{Loop steps 2 and 3 until converge} \\
5 & e_t \leftarrow y_t - \hat{\phi}_1 y_{t-1} - (1 - \hat{\phi}_1) \hat{\mu}, \text{ for } t = 2, \ldots, T \\
6 & \hat{f} \leftarrow \text{constrained penalized spline density estimation, from vector } \{e_t\}_{t=2}^{T} \\
7 & (\hat{\mu}, \hat{\phi}_1) \leftarrow \arg \min_{\mu,\phi_1} \sum_{t=2}^{T} \rho \left( y_t - \phi_1 y_{t-1} - (1 - \phi_1) \mu \right), \text{ where } \rho = \hat{f}(0) - \hat{f}
\end{align*}
\]
4.2.5 Confidence Intervals

An asymptotic solution

For the linear model with dependent errors, modeled by (4.3), we may take the dependence into account then derive an asymptotic confidence interval of \( \mu \). Consider starting from the asymptotic variance in independent errors model, then make a correction with the estimated autoregressive parameter \( \hat{\phi}_1 \):

\[
\hat{V}(\hat{\mu}) = \frac{\int_{-\infty}^{\infty} \hat{f}'(\varepsilon)^2 \hat{f}(\varepsilon) d\varepsilon}{(T - 1)(1 - \hat{\phi}_1)^2 \left[ \int_{-\infty}^{\infty} \hat{f}''(\varepsilon)^2 \hat{f}(\varepsilon) d\varepsilon \right]^2},
\]

(4.5)

where \( \hat{\phi}_1 \) needs to be bounded at \(-1 < \hat{\phi}_1 < 1\), to be stationary, and avoid an infinity in the denominator. Then compute the confidence intervals based on the quantiles of the asymptotic normality, with estimated variance \( \hat{V}(\hat{\mu}) \).

A bootstrap resampling solution

Alternatively, we may do a resampling on the estimated innovation density and then generate a bootstrap confidence interval for the parameters. The algorithm is as below:

1. Get the estimates of error density \( \hat{g}_\lambda \) and parameters \( (\hat{\mu}, \hat{\phi}_1) \).
2. Sample a vector of innovation \( e \) from \( \hat{g}_\lambda \).
3. Make bootstrap data \( y^* \), by the model (4.3) with \( (\hat{\mu}, \hat{\phi}_1) \) plugged-in.
4. Use \( y^* \) to get the corresponding bootstrap parameter estimation \( (\hat{\mu}^*, \hat{\phi}_1^*) \).
5. Loop step 2 to 4, for an enough number of bootstrap estimation \( (\hat{\mu}^*, \hat{\phi}_1^*) \).
6. Get the bootstrap confidence interval by the quantiles of the set of \( (\hat{\mu}^*, \hat{\phi}_1^*) \).

Note that this resampling algorithm is based on parametric bootstrap, which requires that the assumed model form (4.3) is correct for the data.
4.3 AAME with AR(p)

AAME longitudinal models can also deal with higher order of autoregressive errors. At time points \( t = 1, \ldots, T \), suppose the model of one-sample with AR(p) errors

\[
y_t = \mu + \varepsilon_t; \\
\varepsilon_t = \sum_{i=1}^{p} \phi_i \varepsilon_{t-i} + e_t,
\]

where the serial \( y_t \) is the dependent variable (of major interest), \( \mu \) (mean) is the linear model coefficient, \( \varepsilon_t \) is the error generated by the AR(p) process with autoregressive coefficients \( (\phi_1, \cdots, \phi_p) \). The innovation term \( e_t \) is assumed to be independent and identically distributed, with unknown symmetric unimodal innovation density function \( f \). The parameter vector \( (\mu, \phi_1, \cdots, \phi_p) \in U = \mathbb{R} \times [-1, 1]^p \) is to be estimated jointly, after the density function \( f \) is estimated by the constrained penalized spline density estimator.

For errors lagged by \( 1, \cdots, p \) period, plug \( \varepsilon_{t-i} = y_{t-i} - \mu \) into (4.6), we have

\[
y_t - \mu = \sum_{i=1}^{p} \phi_i (y_{t-i} - \mu) + e_t,
\]

\( t = p + 1, \cdots, T \), or

\[
e_t = y_t - \phi_1 y_{t-1} - \cdots - \phi_p y_{t-p} - \mu(1 - \phi_1 - \cdots - \phi_p).
\]

With a \( \rho \) function optimizing the discrepancy, we then have the objective function:

\[
M_n(\mu, \phi) = \sum_{t=p+1}^{T} \rho\left(y_t - \phi_1 y_{t-1} - \cdots - \phi_p y_{t-p} - \mu(1 - \phi_1 - \cdots - \phi_p)\right), \tag{4.7}
\]

where \( \rho = \hat{f}(0) - \hat{f} \), and \( \hat{f} \) is the constrained penalized spline density estimation which is obtained from a warming-up step.
Note that parameters in (4.6) are not additive, so that again we would need a good starting point. We first estimate \( \mu \) and \((\phi_1, \cdots, \phi_p)\) partially, by a Cochrane-Orcutt type iteration of least-absolute-deviance estimation, as a warming-up stage to find a good starting point and to estimate the noise density function (constrained penalized spline density estimation). We then do a joint estimation to finish up fitting the model. The algorithm implement is summarized as below. User-friendly code is available at [Chen, 2020].

\[\textbf{Input:}\] observations \( y \), and order of autoregressive \( p \) (must-have)

\[\textbf{Output:}\] estimated model coefficients \( (\hat{\mu}, \hat{\phi}_1, \cdots, \hat{\phi}_p) \), and estimated noise density function \( \hat{f} \)

1. \( \hat{\mu} \leftarrow \text{median}(y) \)

2. \( (\hat{\phi}_1, \cdots, \hat{\phi}_p) \leftarrow \arg \min_{\phi_1, \cdots, \phi_p} \sum_{t=p+1}^{T} |y_t - \phi_1 y_{t-1} - \cdots - \phi_p y_{t-p} - \hat{\mu}(1 - \phi_1 - \cdots - \phi_p)| \)

3. \( \hat{\mu} \leftarrow \arg \min_{\mu} \sum_{t=p+1}^{T} |y_t - \hat{\phi}_1 y_{t-1} - \cdots - \hat{\phi}_p y_{t-p} - \mu(1 - \hat{\phi}_1 - \cdots - \hat{\phi}_p)| \)

4. Loop steps 3 and 4 until converge

5. \( e_t \leftarrow y_t - \hat{\phi}_1 y_{t-1} - \cdots - \hat{\phi}_p y_{t-p} - \hat{\mu}(1 - \hat{\phi}_1 - \cdots - \hat{\phi}_p), \) for \( t = p + 1, \cdots, T \)

6. \( \hat{f} \leftarrow \text{constrained penalized spline density estimation, from vector} \{e_t\}^{T}_{t=p+1} \)

7. \( (\hat{\mu}, \hat{\phi}_1, \cdots, \hat{\phi}_p) \leftarrow \arg \min_{\mu, \phi_1, \cdots, \phi_p} \sum_{t=p+1}^{T} \rho\left(y_t - \phi_1 y_{t-1} - \cdots - \phi_p y_{t-p} - \mu(1 - \phi_1 - \cdots - \phi_p)\right), \) where \( \rho = \hat{f}(0) - \hat{f} \)

### 4.4 Simulation

#### 4.4.1 Confidence Intervals for the Model with AR(1) error

In this simulation study, we generate data by model (4.3), with innovations from various distributions: the standard normal distribution \( N(0, 1) \), the t-distribution with 2 degrees of freedom, a symmetric unimodal Pareto distribution with shape parameter 2, a standard normal distribution contaminated by Gaussian noise, and a standard normal distribution contaminated by \( t(2) \) noise.
The notation $20\%N(0, 10^2)$ represents $80\%N(0, 1)+20\%N(0, 10^2)$ contamination, and $20\%t(2, 8)$ represents $80\%N(0, 1) + 20\%t(2, 8)$ contamination, where $t(2, 8)$ is with two degrees of freedom and scale 8. Pareto(2) uses shape 2, multiplied randomly by $-1$ or $1$ for symmetry.

We do different levels of autoregression, $\phi_1 = 0, 0.3, 0.6$, or $0.9$, and compute the average length of the confidence intervals (CI) for $\mu$, by the asymptotic solution (A) and the bootstrap solution (B). The result is reported in Table 4.1, with the CI coverage rate reported as well. We can see solution A and B both work, though the solution B has better coverage rates against high level of autoregression.

**Table 4.1:** Results of confidence intervals for $\mu$ in AR(1) model, by the asymptotic solution (A) and the bootstrap solution (B), with $T = 200$ and reps = 1000.

<table>
<thead>
<tr>
<th>Noise Density</th>
<th>Solution</th>
<th>CI length (coverage)</th>
<th>$\phi_1 = 0$</th>
<th>$\phi_1 = .3$</th>
<th>$\phi_1 = 0.6$</th>
<th>$\phi_1 = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(0, 1)$</td>
<td>A</td>
<td>.345(.939)</td>
<td>.494(.937)</td>
<td>.861(.929)</td>
<td>3.42(.903)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>.351(.943)</td>
<td>.498(.938)</td>
<td>.870(.934)</td>
<td>3.53(.925)</td>
<td></td>
</tr>
<tr>
<td>$t(2)$</td>
<td>A</td>
<td>.400(.936)</td>
<td>.570(.934)</td>
<td>1.00(.941)</td>
<td>4.02(.928)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>.409(.936)</td>
<td>.586(.947)</td>
<td>1.03(.942)</td>
<td>4.06(.943)</td>
<td></td>
</tr>
<tr>
<td>$\text{Pareto}(2)$</td>
<td>A</td>
<td>.158(.947)</td>
<td>.225(.947)</td>
<td>.394(.936)</td>
<td>1.60(.928)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>.167(.945)</td>
<td>.239(.951)</td>
<td>.425(.958)</td>
<td>1.73(.936)</td>
<td></td>
</tr>
<tr>
<td>$20%N(0, 10^2)$</td>
<td>A</td>
<td>.392(.943)</td>
<td>.562(.934)</td>
<td>.985(.948)</td>
<td>3.91(.934)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>.396(.942)</td>
<td>.568(.953)</td>
<td>1.00(.944)</td>
<td>4.05(.937)</td>
<td></td>
</tr>
<tr>
<td>$50%N(0, 10^2)$</td>
<td>A</td>
<td>.535(.940)</td>
<td>.766(.947)</td>
<td>1.34(.937)</td>
<td>5.33(.929)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>.550(.949)</td>
<td>.787(.958)</td>
<td>1.38(.941)</td>
<td>5.72(.938)</td>
<td></td>
</tr>
<tr>
<td>$80%N(0, 10^2)$</td>
<td>A</td>
<td>1.14(.930)</td>
<td>1.60(.932)</td>
<td>2.83(.925)</td>
<td>11.1(.917)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>1.23(.949)</td>
<td>1.79(.949)</td>
<td>3.10(.937)</td>
<td>12.9(.928)</td>
<td></td>
</tr>
<tr>
<td>$20%t(2, 8)$</td>
<td>A</td>
<td>.395(.944)</td>
<td>.565(.939)</td>
<td>.988(.944)</td>
<td>3.93(.931)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>.397(.939)</td>
<td>.570(.938)</td>
<td>1.00(.939)</td>
<td>4.05(.934)</td>
<td></td>
</tr>
<tr>
<td>$50%t(2, 8)$</td>
<td>A</td>
<td>.547(.947)</td>
<td>.779(.945)</td>
<td>1.38(.940)</td>
<td>5.47(.926)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>.557(.961)</td>
<td>.806(.952)</td>
<td>1.41(.949)</td>
<td>5.75(.933)</td>
<td></td>
</tr>
<tr>
<td>$80%t(2, 8)$</td>
<td>A</td>
<td>1.15(.937)</td>
<td>1.61(.947)</td>
<td>2.83(.950)</td>
<td>11.7(.926)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>1.22(.961)</td>
<td>1.74(.955)</td>
<td>3.05(.950)</td>
<td>12.6(.947)</td>
<td></td>
</tr>
</tbody>
</table>
4.4.2 Simulation Comparison for AR(1)

In this simulation study, we generate data by model (4.3), with innovations from various distributions which are the same to the last simulation study. The true mean $\mu = 100$ and we do different levels of autoregression, $\phi_1 = 0, 0.3, 0.6, \text{ or } 0.9$. For each of 3000 samples, we estimate $\mu$ and $\phi_1$ using the AAME method.

The square root of mean square error,

$$SMSE(\mu) = \sqrt{\frac{1}{3000} \sum_{i=1}^{3000} (\hat{\mu}_i - \mu)^2},$$

are reported in Table 4.2 with sample size $T = 200$, and in Table 4.3 with sample size $T = 500$. Also,

$$SMSE(\phi_1) = \sqrt{\frac{1}{3000} \sum_{i=1}^{3000} (\hat{\phi}_1(i) - \phi_1)^2},$$

are reported in Table 4.4. Our method is compared to improper estimations (only estimate a partial model without taking the dependence into account): least-squares (LS*), Huber’s $M$-estimator (H*), least-absolute-deviance (LAD*). It is also compared to Cochrane-Orcutt type of joint estimation: least-squares (LS), Huber’s $M$-estimator (H), least-absolute-deviance (LAD) and whittle’s (W). Note that here H is computed by the algorithm based on [Coursey and Nyquist, 1986], with the $\rho$ function being [Huber, 1964]’s loss function. R function rlm is used for H, and function artfima is used for W.

The AAME estimator performs comparably to the best estimator (LAD) for the fat-tailed Pareto distribution, and outperforms all others for contaminated noise distributions. For other distributions, the performance is similar to that of the LAD. On the other hand, the performance of an over-fitted model (AAME AR(p) using $p = 2$ or $p = 3$) is also reported, as a reference. We can see that over-fitting (in order of $p$) does not worsen the performance of $\hat{\mu}$ a lot.
Table 4.2: Results of AR(1) model. MSE of $\hat{\mu}$, with $T = 200$ and $reps = 3000$.

<table>
<thead>
<tr>
<th>Noise Density</th>
<th>$\phi_1$</th>
<th>Partial</th>
<th>Joint</th>
<th>Overfit $p = 2$</th>
<th>Overfit $p = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\phi}_1$</td>
<td>LS*</td>
<td>H*</td>
<td>LAD*</td>
<td>LS</td>
</tr>
<tr>
<td>$N(0, 1)$</td>
<td>0</td>
<td>.071</td>
<td>.072</td>
<td>.088</td>
<td>.071</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.101</td>
<td>.102</td>
<td>.115</td>
<td>.101</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.177</td>
<td>.179</td>
<td>.191</td>
<td>.179</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.688</td>
<td>.694</td>
<td>.719</td>
<td>.712</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>0</td>
<td>.256</td>
<td>.098</td>
<td>.099</td>
<td>.255</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.435</td>
<td>.161</td>
<td>.155</td>
<td>.437</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.221</td>
<td>.157</td>
<td>.148</td>
<td>2.31</td>
</tr>
<tr>
<td>Pareto(2)</td>
<td>0</td>
<td>.220</td>
<td>.056</td>
<td>.038</td>
<td>.220</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.358</td>
<td>.105</td>
<td>.084</td>
<td>.360</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.602</td>
<td>.234</td>
<td>.202</td>
<td>.928</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.278</td>
<td>1.34</td>
<td>1.18</td>
<td>.85</td>
</tr>
<tr>
<td>$20%N(0, 10^2)$</td>
<td>0</td>
<td>.331</td>
<td>.104</td>
<td>.108</td>
<td>.332</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.461</td>
<td>.221</td>
<td>.190</td>
<td>.463</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.796</td>
<td>.554</td>
<td>.438</td>
<td>.803</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.307</td>
<td>2.92</td>
<td>2.78</td>
<td>3.18</td>
</tr>
<tr>
<td>$50%N(0, 10^2)$</td>
<td>0</td>
<td>.510</td>
<td>.257</td>
<td>.163</td>
<td>.511</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.714</td>
<td>.552</td>
<td>.384</td>
<td>.717</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>1.27</td>
<td>1.16</td>
<td>1.01</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>4.89</td>
<td>4.85</td>
<td>4.90</td>
<td>5.01</td>
</tr>
<tr>
<td>$80%N(0, 10^2)$</td>
<td>0</td>
<td>.632</td>
<td>.606</td>
<td>.329</td>
<td>.633</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.892</td>
<td>.864</td>
<td>.758</td>
<td>.896</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>1.57</td>
<td>1.55</td>
<td>1.58</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>6.06</td>
<td>6.07</td>
<td>6.25</td>
<td>6.28</td>
</tr>
<tr>
<td>$20%t(2, 8)$</td>
<td>0</td>
<td>1.02</td>
<td>.103</td>
<td>.107</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.233</td>
<td>.225</td>
<td>.191</td>
<td>2.34</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>2.22</td>
<td>.638</td>
<td>.472</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>7.49</td>
<td>4.49</td>
<td>3.75</td>
<td>7.80</td>
</tr>
<tr>
<td>$50%t(2, 8)$</td>
<td>0</td>
<td>1.57</td>
<td>.246</td>
<td>.158</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>2.85</td>
<td>.619</td>
<td>.400</td>
<td>2.86</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>3.34</td>
<td>1.48</td>
<td>1.16</td>
<td>3.37</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>12.8</td>
<td>8.07</td>
<td>7.29</td>
<td>13.3</td>
</tr>
<tr>
<td>$80%t(2, 8)$</td>
<td>0</td>
<td>1.76</td>
<td>.608</td>
<td>.317</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>2.63</td>
<td>1.07</td>
<td>.825</td>
<td>2.64</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>4.46</td>
<td>2.18</td>
<td>1.97</td>
<td>4.52</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>16.1</td>
<td>10.9</td>
<td>10.1</td>
<td>16.9</td>
</tr>
</tbody>
</table>
Table 4.3: Results of AR(1) model. MSE of $\hat{\mu}$, with $T = 500$ and $\text{reps} = 3000$.

<table>
<thead>
<tr>
<th>Noise Density</th>
<th>$\phi_1$</th>
<th>Partial</th>
<th>Joint</th>
<th>Overfit $p = 2$</th>
<th>Overfit $p = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(0,1)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.044</td>
<td>.046</td>
<td>.056</td>
<td>.056</td>
<td>.057</td>
</tr>
<tr>
<td>3</td>
<td>.064</td>
<td>.065</td>
<td>.074</td>
<td>.064</td>
<td>.066</td>
</tr>
<tr>
<td>6</td>
<td>.113</td>
<td>.113</td>
<td>.122</td>
<td>.113</td>
<td>.140</td>
</tr>
<tr>
<td>9</td>
<td>.447</td>
<td>.449</td>
<td>.462</td>
<td>.454</td>
<td>.562</td>
</tr>
<tr>
<td>$t(2)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.169</td>
<td>.060</td>
<td>.062</td>
<td>.169</td>
<td>.066</td>
</tr>
<tr>
<td>3</td>
<td>.238</td>
<td>.102</td>
<td>.098</td>
<td>.239</td>
<td>.090</td>
</tr>
<tr>
<td>6</td>
<td>.414</td>
<td>.199</td>
<td>.191</td>
<td>.416</td>
<td>.154</td>
</tr>
<tr>
<td>9</td>
<td>1.65</td>
<td>1.01</td>
<td>.964</td>
<td>1.67</td>
<td>1.73</td>
</tr>
<tr>
<td>Pareto(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.157</td>
<td>.035</td>
<td>.024</td>
<td>.157</td>
<td>.035</td>
</tr>
<tr>
<td>3</td>
<td>.211</td>
<td>.065</td>
<td>.052</td>
<td>.212</td>
<td>.060</td>
</tr>
<tr>
<td>6</td>
<td>.358</td>
<td>.143</td>
<td>.125</td>
<td>.358</td>
<td>.062</td>
</tr>
<tr>
<td>9</td>
<td>1.56</td>
<td>.799</td>
<td>.733</td>
<td>1.58</td>
<td>1.56</td>
</tr>
<tr>
<td>20% $N(0,10^2)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.209</td>
<td>.065</td>
<td>.068</td>
<td>.209</td>
<td>.066</td>
</tr>
<tr>
<td>3</td>
<td>.287</td>
<td>.137</td>
<td>.119</td>
<td>.287</td>
<td>.097</td>
</tr>
<tr>
<td>6</td>
<td>.515</td>
<td>.355</td>
<td>.283</td>
<td>.516</td>
<td>.167</td>
</tr>
<tr>
<td>9</td>
<td>2.06</td>
<td>1.96</td>
<td>1.86</td>
<td>2.10</td>
<td>1.68</td>
</tr>
<tr>
<td>50% $N(0,10^2)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.319</td>
<td>.156</td>
<td>.102</td>
<td>.319</td>
<td>.101</td>
</tr>
<tr>
<td>3</td>
<td>.449</td>
<td>.339</td>
<td>.235</td>
<td>.449</td>
<td>.220</td>
</tr>
<tr>
<td>6</td>
<td>.777</td>
<td>.715</td>
<td>.616</td>
<td>.779</td>
<td>.386</td>
</tr>
<tr>
<td>9</td>
<td>3.15</td>
<td>3.13</td>
<td>3.19</td>
<td>3.20</td>
<td>1.63</td>
</tr>
<tr>
<td>80% $N(0,10^2)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.395</td>
<td>.379</td>
<td>.200</td>
<td>.396</td>
<td>.202</td>
</tr>
<tr>
<td>3</td>
<td>.574</td>
<td>.553</td>
<td>.484</td>
<td>.575</td>
<td>.507</td>
</tr>
<tr>
<td>6</td>
<td>1.00</td>
<td>.991</td>
<td>1.02</td>
<td>1.00</td>
<td>.521</td>
</tr>
<tr>
<td>9</td>
<td>3.92</td>
<td>3.93</td>
<td>4.04</td>
<td>3.99</td>
<td>2.11</td>
</tr>
<tr>
<td>20% $t(2,8)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.801</td>
<td>.064</td>
<td>.068</td>
<td>.803</td>
<td>.064</td>
</tr>
<tr>
<td>3</td>
<td>.875</td>
<td>.147</td>
<td>.126</td>
<td>.875</td>
<td>.092</td>
</tr>
<tr>
<td>6</td>
<td>1.75</td>
<td>.403</td>
<td>.299</td>
<td>1.76</td>
<td>.166</td>
</tr>
<tr>
<td>9</td>
<td>5.18</td>
<td>2.71</td>
<td>2.31</td>
<td>5.26</td>
<td>.669</td>
</tr>
<tr>
<td>50% $t(2,8)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.07</td>
<td>.150</td>
<td>.100</td>
<td>1.07</td>
<td>.101</td>
</tr>
<tr>
<td>3</td>
<td>1.43</td>
<td>.391</td>
<td>.255</td>
<td>1.44</td>
<td>.215</td>
</tr>
<tr>
<td>6</td>
<td>2.35</td>
<td>.935</td>
<td>.719</td>
<td>2.36</td>
<td>.277</td>
</tr>
<tr>
<td>9</td>
<td>8.65</td>
<td>.509</td>
<td>4.72</td>
<td>8.74</td>
<td>1.59</td>
</tr>
<tr>
<td>80% $t(2,8)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.09</td>
<td>.375</td>
<td>.194</td>
<td>1.09</td>
<td>.198</td>
</tr>
<tr>
<td>3</td>
<td>1.70</td>
<td>.655</td>
<td>.503</td>
<td>1.70</td>
<td>.541</td>
</tr>
<tr>
<td>6</td>
<td>2.87</td>
<td>1.35</td>
<td>1.23</td>
<td>2.88</td>
<td>.941</td>
</tr>
<tr>
<td>9</td>
<td>12.2</td>
<td>6.94</td>
<td>6.61</td>
<td>12.3</td>
<td>3.88</td>
</tr>
</tbody>
</table>
Table 4.4: Results of AR(1) model. MSE of $\hat{\phi}_1$, with $T = 200$ or $T = 500$ and reps = 3000.

<table>
<thead>
<tr>
<th>Noise Density</th>
<th>$\phi_1$</th>
<th>$T = 200$</th>
<th>$T = 500$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LS</td>
<td>H</td>
</tr>
<tr>
<td>$N(0, 1)$</td>
<td>0</td>
<td>.070</td>
<td>.072</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.067</td>
<td>.068</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.059</td>
<td>.060</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.040</td>
<td>.041</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>0</td>
<td>.064</td>
<td>.043</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.061</td>
<td>.041</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.056</td>
<td>.035</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.038</td>
<td>.022</td>
</tr>
<tr>
<td>Pareto(2)</td>
<td>0</td>
<td>.064</td>
<td>.032</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.060</td>
<td>.030</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.055</td>
<td>.025</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.036</td>
<td>.015</td>
</tr>
<tr>
<td>20%$N(0, 10^2)$</td>
<td>0</td>
<td>.069</td>
<td>.024</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.067</td>
<td>.024</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.059</td>
<td>.020</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.042</td>
<td>.013</td>
</tr>
<tr>
<td>50%$N(0, 10^2)$</td>
<td>0</td>
<td>.070</td>
<td>.037</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.067</td>
<td>.036</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.059</td>
<td>.031</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.042</td>
<td>.022</td>
</tr>
<tr>
<td>80%$N(0, 10^2)$</td>
<td>0</td>
<td>.071</td>
<td>.068</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.069</td>
<td>.066</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.058</td>
<td>.055</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.040</td>
<td>.038</td>
</tr>
<tr>
<td>20%$t(2, 8)$</td>
<td>0</td>
<td>.063</td>
<td>.018</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.060</td>
<td>.017</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.054</td>
<td>.013</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.039</td>
<td>.008</td>
</tr>
<tr>
<td>50%$t(2, 8)$</td>
<td>0</td>
<td>.062</td>
<td>.024</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.059</td>
<td>.022</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.056</td>
<td>.018</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.038</td>
<td>.011</td>
</tr>
<tr>
<td>80%$t(2, 8)$</td>
<td>0</td>
<td>.065</td>
<td>.039</td>
</tr>
<tr>
<td></td>
<td>.3</td>
<td>.061</td>
<td>.037</td>
</tr>
<tr>
<td></td>
<td>.6</td>
<td>.056</td>
<td>.031</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>.037</td>
<td>.019</td>
</tr>
</tbody>
</table>
4.4.3 AR(p)

In this simulation study, we generate data from model (4.6) with order of autoregression $p = 4$, and various innovation distributions which are the same to the other simulation studies in this chapter. The true mean $\mu = 100$, and $\phi_1 = 0.6, \phi_2 = -0.6, \phi_3 = 0.6$, and $\phi_4 = -0.6$. Our method is compared to improper estimations: LS*, H*, and LAD*. It is also compared to Cochrane-Orcutt type of joint estimation: LAD and W. Note that there is no available algorithm implementation for H with AR(4) errors. All other settings are the same to the simulation of AR(1) cases.

The AAME estimator performs comparably to the best estimator (LAD) for the fat-tailed (Pareto), and outperforms all others for contaminated noises distributions. For other distributions, the performance is similar to that of the LAD.

4.5 Discussion

This chapter illustrates that Auto-Adaptive M-estimation (AAME) method can be applied to linear model with heavy-tailed and dependent errors. We started with one-sample model with heavy-tailed and autoregressive errors.

Two different cases, AR(1) and AR(p) errors, with heavy-tailed innovation are modeled. Confidence intervals for the case of AR(1) are established, by either asymptotic solution or bootstrap re-sampling solution.

The conducted simulation indicates that AAME contributes to improving the performance of models against fat-tailed/contaminated and dependent errors. The confidence interval is demonstrated valid as well.

On the other hand, though the simulation indicates that selecting different (wrong) orders of $p$ for the autoregressive AR(p) model does not significantly affect the performance of the model, it might still worth to establish a robust model selection criterion for AR(p) AAME model, to select an appropriate order $p$. 
Table 4.5: Results of AR(p) model. MSE of $\hat{\mu}$ and $\hat{\phi}s$, with $T = 200$ or $T = 500$ and $reps = 3000.$

| Noise Density | $T = 200$ | | | | $T = 500$ | | | |
|---------------|----------|----------|----------|----------|----------|----------|----------|
|               | $\mu$    | $\phi_1$ | $\phi_2$ | $\phi_3$ | $\phi_4$ | $\mu$    | $\phi_1$ | $\phi_2$ | $\phi_3$ | $\phi_4$ |
| $N(0, 1)$     | .072     | .062     | .062     | .066     | .065     | .075     | .062     | .062     | .066     | .065     |
| $t(2)$        | .251     | .060     | .062     | .065     | .065     | .251     | .060     | .062     | .065     | .065     |
| Pareto(2)     | .236     | .058     | .059     | .065     | .066     | .236     | .058     | .059     | .065     | .066     |
| $20\%N(0, 100)$ | .327    | .062     | .059     | .064     | .063     | .327    | .062     | .059     | .064     | .063     |
| $50\%N(0, 100)$ | .504    | .062     | .064     | .063     | .063     | .504    | .062     | .064     | .063     | .063     |
| $80\%N(0, 100)$ | .643    | .062     | .065     | .063     | .063     | .643    | .062     | .065     | .063     | .063     |
| $20\%t(2, 8)$ | 1.11     | .063     | .062     | .065     | .067     | 1.11    | .063     | .062     | .065     | .067     |
| $50\%t(2, 8)$ | 1.52     | .059     | .059     | .066     | .064     | 1.52    | .059     | .059     | .066     | .064     |
| $80\%t(2, 8)$ | 1.67     | .061     | .062     | .067     | .067     | 1.67    | .061     | .062     | .067     | .067     |
Chapter 5

Conclusion and Future Works

This dissertation establishes a novel method of robust estimation (AAME), which is highly adaptive to the data, so that it is without the need of priori of the error distribution. It has improved performance against fat-tailed or contaminated errors by down-weighting influential outliers, according to a fully data-driven discrepancy function, therefore no need to be limited within a prespecified range of error distributions.

AAME is shown to be root-$n$ consistent. Its asymptotic confidence interval and robust prediction interval are derived. A straightforward bootstrap confidence interval for a small sample size is presented as well. AAME draws information from the data, by applying a penalized constrained density distribution, which is shown to be consistent, and the optimal asymptotic convergence rate can be maintained if the penalty is bounded.

The new density estimation is penalized to have stabilized derivatives, and being tolerant across increasing numbers of knots, while maintaining its accuracy against over-fitting. It is constrained to be unimodal, symmetrical, and integrate to 1, so that it is suitable to be used as the $\rho$ function in an $M$-estimation, and for further inferences.

We also present mild and explicit conditions to ensure consistency of $M$-estimations, in terms of density functions $f$ and the $\rho$ function in an $M$-estimator. The error density does not need to be fully determined or presumed, which conform to the spirit of robustness. This provides us a guideline for the shape constraints we have put on our new density estimation.

We further extend our new method of robust estimation to the scenarios of heavy-tailed and dependent errors. The dependency of errors is modeled by AR(1) and more general AR(p) autoregressive models.

Our AAME can be applied in economics, finance, earth sciences, and other fields that have data with influential outliers, to improve the efficiency of estimation so that it reduce the required
sample size. The algorithm implements of AAME which we proposed in this dissertation can be found in [Chen, 2020].

5.1 Future Works

5.1.1 Robust AIC or BIC for AAME Model Selection

The Akaike information criterion (AIC) is an estimator of out-of-sample prediction error and thereby can be a representative of the quality of statistical models for a given data set. Suppose that we have a statistical model of a data. Then the AIC value of the model, in [Akaike, 1974], is defined as

$$AIC = 2K - 2\ln(\mathcal{L}),$$

where $K$ is the number of estimated parameters in the model, and $\mathcal{L}$ is the maximum value of the likelihood function for the model. The lower AIC value a model presents, the higher the quality of that model has. AIC is based on Kullback–Leibler divergence. Given a collection of models for the data, AIC therefore estimates the quality of each model, relatively to each of the other models, hence providing a model selection criterion.

Another popular alternative of model selection criterion is the BIC:

$$BIC = K\ln(n) - 2\ln(\mathcal{L}),$$

where $K$ is the number of estimated parameters in the model, and $\mathcal{L}$ is the maximum value of the likelihood function for the model.

Both BIC and AIC try to measure the fit of the model to the data while penalizing complexity; the penalty term is larger in BIC than in AIC. Obviously, either AIC or BIC, would need the error density function to compute the log-likelihood. We may try to derive a robust AIC or BIC, based on the estimated error density, therefore no need of the priori of the error distribution.
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Appendix A

A.1 Proofs of Convergence Rate in Chapter 3

The convergence rate for the unpenalized decreasing quadratic spline density estimator with finite support was given by [Meyer, 2012] as \( \| \hat{g} - g \| = O_p(n^{-3/7}) \). Here, we determine the rate of the tuning parameter \( \lambda \) so that the convergence rate of the penalized constrained density estimate is maintained.

Define the feasible set as \( B \) for all \( b \geq 0 \) with \( h_j^\top b = 1 \), and let \( \hat{b}_\lambda \) minimize the penalized criterion (3.7) over \( B \). Let \( \hat{b} \) be the minimizer of the unpenalized criterion (3.4), again over \( B \). Let \( \tilde{b}_\lambda \) minimize the penalized criterion (3.7), without constraints. Let \( \tilde{b} \) be the unconstrained minimizer of criterion (3.4), and let \( \tilde{\bar{b}} \) be the minimizer of \( Q_0(b;q) \), where \( q_1 < \cdots < q_n \) are the quantiles of the density \( g \).

Define \( \tilde{g} = \sum_{j=1}^J \tilde{b}_j \delta_j \); \( \| \tilde{g} - g \| \) is called the “approximation error.” [Meyer, 2012] showed that for quadratic splines, when the number of knots grows as \( n^{1/7} \), we will have \( \| \tilde{g} - \tilde{\bar{g}} \| = \| \bar{g} - g \| = O_p(n^{-3/7}) \). Our goal is to determine the size of the tuning parameter \( \lambda \) which allows \( \| \tilde{\bar{g}}_\lambda - \tilde{\bar{g}} \| = O_p(n^{-3/7}) \), so that by the triangle inequality, \( \tilde{\bar{g}}_\lambda \) attains the optimal rate. Finally, we show that the constrained estimator must attain the same rate as the unconstrained estimator.

Let \( \nu_{i,X} \) denote the \( i \)th largest eigenvalue of matrix \( X \). The following lemmas are proved at the end of this appendix.

**Lemma 4.** With \( H \) and \( z \) the matrix and vector defined in Section 3.2.2, we have

\[
\nu_{1,H} = O(1); \nu_{1,H^{-1}} \asymp J; \| z \|^2 = O_p(J).
\]

**Lemma 5.** With \( D \) the penalty matrix defined Section 3.2.2, we have

\[
\nu_{1,D^\top D} = O(J^4).
\]
The unconstrained coefficient estimates are \( \tilde{b} = H^{-1}z \) and \( \tilde{b}_\lambda = (H + \lambda D^\top D)^{-1}z \). By the Woodbury matrix identity, we have \((H + \lambda D^\top D)^{-1} = H^{-1} + \lambda H^{-1} D^\top (I + \lambda D H^{-1} D^\top)^{-1} D H^{-1} \).

Thus,

\[
\tilde{b} - \tilde{b}_\lambda = H^{-1}z - (H + \lambda D^\top D)^{-1}z \\
= H^{-1}z - H^{-1}z + \lambda H^{-1} D^\top (I + \lambda D H^{-1} D^\top)^{-1} D H^{-1}z \\
= \lambda H^{-1} D^\top (I + \lambda D H^{-1} D^\top)^{-1} D H^{-1}z.
\]

The matrix \( D H^{-1} D^\top \) is positive definite, because \( H \) is positive definite. Then by Lemmas 4 and 5, and by Gelfand corollary: \( \nu_{1,AB} \leq \nu_{1,A} \nu_{1,B} \), we have

\[
\| \tilde{b} - \tilde{b}_\lambda \|^2 = \lambda^2 z^\top [H^{-1} D^\top (I + \lambda D H^{-1} D^\top)^{-1} D H^{-1}] z \\
\leq \lambda^2 \| z \|^2 \nu_{1,H^{-1} D^\top (I + \lambda D H^{-1} D^\top)^{-1} D H^{-1}}^2, \text{ by properties of spectral radius}
\leq \lambda^2 \| z \|^2 \nu_{1,H^{-1} D^\top (I + \lambda D H^{-1} D^\top)^{-1}}^4 \nu_{1,D^\top D H^{-1} D}^2 \\
= \lambda^2 \| z \|^2 \nu_{1,H^{-1} D^\top D H^{-1} D}^4 \nu_{1,D^\top D H^{-1} D}^2 \\
\leq \lambda^2 \| z \|^2 \nu_{1,H^{-1} D^\top D H^{-1}}^4 \nu_{1,J, I}^2, \text{ since } D H^{-1} D^\top \text{ is positive definite}
\leq \lambda^2 \| z \|^2 \nu_{1,H^{-1} D^\top D H^{-1}}^4 \nu_{1,J, I}^2, \text{ since } D H^{-1} D^\top \text{ is positive definite}
\leq \lambda^2 \| z \|^2 \nu_{1,H^{-1} D^\top D H^{-1}}^4 \nu_{1,J, I}^2, \text{ since } D H^{-1} D^\top \text{ is positive definite}
= \lambda^2 O_p(J) O(J^4) O(J^8)
= \lambda^2 O_p(J^3),
\]
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which is $\lambda^2 O_p(n^{13/7})$. Then

$$\|	ilde{g} - \bar{g}_\lambda\|^2 = \int_0^S [(\tilde{g}(x) - \bar{g}_\lambda(x))^2] dx$$

$$= \int_0^S \left[ \sum_{i=1}^J (\bar{b}_i - \bar{b}_\lambda,i) \delta_i(x) \right]^2 dx$$

$$= \int_0^S \sum_{i=1}^J \sum_{j=1}^J (\bar{b}_i - \bar{b}_\lambda,i)(\bar{b}_j - \bar{b}_\lambda,j)\delta_i(x)\delta_j(x) dx$$

$$= \sum_{i=1}^J \sum_{j=1}^J (\bar{b}_i - \bar{b}_\lambda,i)(\bar{b}_j - \bar{b}_\lambda,j) \int_0^S \delta_i(x)\delta_j(x) dx$$

$$= (\bar{b} - \bar{b}_\lambda) H(\bar{b} - \bar{b}_\lambda)$$

$$\leq \|ar{b} - \bar{b}_\lambda\|^2 \nu_{1,H}$$

$$= \lambda^2 O_p(J^{13})$$

which is $\lambda^2 O_p(n^{13/7})$. So we have

$$\|	ilde{g}_\lambda - \bar{g}_\lambda\| \leq \|	ilde{g}_\lambda - \bar{g}\| + \|ar{g} - \bar{g}\|$$

$$\leq \|ar{g} - \bar{g}\| + \lambda O_p(n^{13/14}). \quad \text{(A.1)}$$

Next, we want to determine the rate of $\|	ilde{g}_\lambda - \bar{g}\|$. We assume that $g$ satisfies the shape assumption and $\bar{b} \in B$. By (3.5), the conditions for unpenalized constrained estimation, the necessary and sufficient conditions for $\hat{b}_\lambda$ to minimize $Q_\lambda(b)$ over $b \in B$ are

$$[(H + \lambda D^\top D)\hat{b}_\lambda - z]^\top (\hat{b}_\lambda - b) \leq 0, \text{ for all } b \in B,$$
therefore \((Hb_\lambda - z)^\top(\hat{b}_\lambda - \bar{b}) \leq -\lambda \hat{b}_\lambda^\top D^\top D(\hat{b}_\lambda - \bar{b})\). The conditions for the unconstrained \(\tilde{b}_\lambda\) are simply

\[
\left[(H + \lambda D^\top D)\tilde{b}_\lambda - z\right]^\top b = 0, \text{ for all } b \in \mathbb{R}^j,
\]

so \((Hb_\lambda - z)^\top b = -\lambda \hat{b}_\lambda^\top D^\top D\hat{b}_\lambda\), and \((Hb_\lambda - z)^\top \bar{b}_\lambda = -\lambda \bar{b}_\lambda^\top D^\top D\bar{b}_\lambda\). Therefore, \((Hb_\lambda - z)^\top (\hat{b}_\lambda - \bar{b}) = -\lambda \hat{b}_\lambda^\top D^\top D(\hat{b}_\lambda - \bar{b})\). Then we have

\[
\|\tilde{g}_\lambda - \bar{g}\|^2 = (\tilde{b}_\lambda - \bar{b})^\top H(\tilde{b}_\lambda - \bar{b})
\]

\[
= (\tilde{b}_\lambda - \hat{b}_\lambda + \hat{b}_\lambda - \bar{b})^\top H(\tilde{b}_\lambda - \hat{b}_\lambda + \hat{b}_\lambda - \bar{b})
\]

\[
= (\tilde{b}_\lambda - \hat{b}_\lambda)^\top H(\tilde{b}_\lambda - \hat{b}_\lambda) + (\hat{b}_\lambda - \bar{b})^\top H(\hat{b}_\lambda - \bar{b}) + 2(\tilde{b}_\lambda - \hat{b}_\lambda)^\top H(\hat{b}_\lambda - \bar{b})
\]

\[
\geq \|\tilde{g}_\lambda - \hat{g}\|^2 + 2\hat{b}_\lambda^\top H(\hat{b}_\lambda - \bar{b}) - 2\hat{b}_\lambda^\top H(\hat{b}_\lambda - \bar{b})
\]

\[
= \|\tilde{g}_\lambda - \hat{g}\|^2 + 2(H\tilde{b}_\lambda - z)^\top(\hat{b}_\lambda - \bar{b}) - 2(H\tilde{b}_\lambda - z)^\top H(\tilde{b}_\lambda - \bar{b})
\]

\[
\geq \|\tilde{g}_\lambda - \hat{g}\|^2 + 2\lambda \hat{b}_\lambda^\top D^\top D(\hat{b}_\lambda - \bar{b}) - 2\lambda \bar{b}_\lambda^\top D^\top D(\hat{b}_\lambda - \bar{b})
\]

\[
= \|\tilde{g}_\lambda - \hat{g}\|^2 - 2\lambda(\tilde{b}_\lambda - \hat{b}_\lambda)^\top D^\top D(\hat{b}_\lambda - \bar{b}).
\]

The following lemma is proved at the end of this appendix.

**Lemma 6.** For any \(b \in \mathcal{B}\), we have \(\|b\| = O_p(J)\).
Then we have

$$
\lambda (\hat{b}_\lambda - \tilde{b}_\lambda)^\top D^\top D (\hat{b}_\lambda - \tilde{b}) \leq \lambda \|D(\hat{b}_\lambda - \tilde{b}_\lambda)\| \|D(\hat{b}_\lambda - \tilde{b})\|
$$

$$
\leq \lambda \nu_{1,D^\top D} \|\hat{b}_\lambda - \tilde{b}_\lambda\| \|\hat{b}_\lambda - \tilde{b}\|, \text{ by properties of spectral radius}
$$

$$
\leq \lambda O(J^4)(\|\hat{b}_\lambda\| + \|\hat{b}_\lambda\|)(\|\hat{b}_\lambda\| + \|\bar{b}\|)
$$

$$
= \lambda O(J^4)[O_p(J) + O_p(J)][O_p(J) + O_p(J)]
$$

$$
= \lambda O_p(J^6)
$$

$$
= \lambda O_p(n^{6/7}).
$$

Therefore,

$$
\|\hat{g}_\lambda - \bar{g}\| \leq \|\tilde{g}_\lambda - \bar{g}\|^2 + \lambda O_p(n^{6/7}). \quad (A.2)
$$

Combining (A.1), (A.2) and the approximation error, we have

$$
\|\hat{g}_\lambda - g\| \leq \|\tilde{g}_\lambda - \bar{g}\| + \|\bar{g} - g\|
$$

$$
\leq \|\tilde{g}_\lambda - \bar{g}\| + \lambda^{1/2}O_p(n^{3/7}) + \|\bar{g} - g\|
$$

$$
\leq \|\tilde{g} - \bar{g}\| + \|\bar{g} - g\| + \lambda^{1/2}O_p(n^{3/7}) + \lambda O_p(n^{13/14}).
$$

Finally, when $\lambda = O_p(n^{-12/7})$ and under assumptions (A1)-(A4) stated in Section 3.2.2, we have $\|\hat{g}_\lambda - g\| = O_p(n^{-3/7}). \quad \diamond$
A.1.1 Proof of Lemma 4 in Appendix A.1

Proof: Recall that \( \nu_{J,H} = \min(\mathbf{u}^\top \mathbf{H} \mathbf{u}) \), where \( \mathbf{u} \) is a unit vector such that \( \mathbf{u}^\top \mathbf{u} = 1 \). We have \( \mathbf{u}^\top \mathbf{H} \mathbf{u} = \|g_u\| \), where \( g_u = \sum_{j=1}^{J} u_j \delta_j \), and \( \delta_j \) are the basis functions. Also, our knots are placed by:

\[
t_j = S_{r(j-1)/(J-2)} - 1,
\]

where \( r \) is the mesh ratio, and \( j = 1, 2, \cdots, J \). By the definition of basis functions, we can easily check that

\[
\nu_{J,H} = \min(\mathbf{u}^\top \mathbf{H} \mathbf{u})
\]

\[
= \int_0^S \delta^2(x) \, dx
\]

\[
= \int_0^{t_1} \left[ 1 - \frac{x^2}{t_1 t_2} \right]^2 \, dx + \int_{t_1}^{t_2} \left[ \frac{(x-t_2)^2}{t_2(t_1-t_2)} \right]^2 \, dx
\]

\[
= \frac{2(1 - r^{\frac{1}{J-2}})}{5(1 - r^{\frac{J}{J-2}})} + \frac{(1 - r^{\frac{2}{J-2}})}{5(1 - r^{\frac{J}{J-2}})} + \frac{(1 - r^{\frac{1}{J-2}})^2}{15(1 - r^{\frac{J}{J-2}})(1 - r^{\frac{2}{J-2}})}.
\]

The power series expansion of \( \nu_{J,H}^{-1}/J \) at \( J = \infty \) is

\[
\frac{6(r - 1)}{5 \log(r)} + O(J^{-1}),
\]

so we have

\[
\lim_{J \to \infty} \frac{\nu_{J,H}^{-1}}{J} = \frac{6(r - 1)}{5 \log(r)}.
\]
As a result, $\nu_{1,H-1} = 1/\nu_{J,H} \asymp J$. Secondly, we have

$$\nu_{1,H} = \max(\mathbf{u}^\top \mathbf{H} \mathbf{u})$$

$$= \int_0^S \delta_i^2(x) dx$$

$$= S,$$

which is $= O(1)$. Lastly, the vector $\mathbf{z}$ has elements $z_i = 1/n \sum_{j=1}^n \delta_i(x_j)$, which is bounded with

$$\|\mathbf{z}\|^2 = \frac{1}{n^2} \sum_{i=1}^J \left[ \sum_{j=1}^n \delta_i(x_j) \right]^2$$

$$\leq \frac{1}{n^2} \sum_{i=1}^J \left[ \sum_{j=1}^1 \delta_i(x_j) \right]^2,$$

as each $\delta_i(x_j)$ is between 0 and 1

$$= J.$$

Hence we have $\|\mathbf{z}\|^2 = O_p(J)$.

A.1.2 Proof of Lemma 5 in Appendix A.1 with Geometric Knots Intervals

Proof: Follow by the definition of $J - 2 \times J$ penalty matrix $\mathbf{D}$ in Section 3.2.2,
where

\[
D_{(j)(j+1)} = \begin{cases} 
- \frac{1}{d_{j+1}(d_{j+1}+d_{j+2})} & \text{for } j = 1, \ldots, J - 3, \\
- \frac{1}{d_{j+1}d_{j}} & \text{for } j = J - 2
\end{cases}
\]

\[
D_{jj} = \frac{1}{d_{j+1}} \quad \text{for } j = 1, \ldots, J - 2,
\]

\[
D_{(j)(j-1)} = - \frac{1}{d_{j}(d_{j-1}+d_{j})} \quad \text{for } j = 2, \ldots, J - 2.
\]

Denote \( p = d_{j+1}/d_{j} \), for \( j = 1, \ldots, J - 2 \), such that the knots are defined as in Section 3.3.1. Therefore the differences become,

\[
d_{j} = d_{1}p^{j-1} \quad \text{for } j = 1, \cdots, J - 1.
\]

We can rewrite

\[
D = \frac{2}{d_{1}^{2}} \begin{bmatrix}
D_{11} & D_{12} & 0 & \cdots & \cdots & 0 \\
D_{21} & D_{22} & D_{23} & 0 & \cdots & 0 \\
0 & D_{32} & D_{33} & D_{34} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & D_{(J-2)(J-3)} & D_{(J-2)(J-2)} & D_{(J-2)(J-1)} & 0
\end{bmatrix},
\]

where

\[
D_{(j)(j+1)} = \begin{cases} 
- \frac{1}{p^{j(1+p)}} & \text{for } j = 1, \ldots, J - 3, \\
- \frac{1}{p^{j-1}} & \text{for } j = J - 2
\end{cases}
\]

\[
D_{jj} = \frac{1}{p^{j-1}} \quad \text{for } j = 1, \ldots, J - 2,
\]

\[
D_{(j)(j-1)} = - \frac{1}{p^{j-3}(1+p)} \quad \text{for } j = 2, \ldots, J - 2.
\]
Then we have

$$D^\top D = \frac{4}{d_1^4} \begin{bmatrix}
DD_{11} & DD_{12} & DD_{13} & 0 \\
DD_{21} & DD_{22} & DD_{23} & DD_{24} \\
DD_{31} & DD_{32} & DD_{33} & DD_{34} & DD_{35} \\
& DD_{42} & DD_{43} & DD_{44} & DD_{45} & DD_{46} \\
& & & & & \\
& & & & & \\
& & & & & \\
0 & & & & & 0
\end{bmatrix},$$

which is a $J \times J$ banded matrix, and where

$$DD_{(j)(j+2)} = \frac{1}{p^{j+1}(1+p)^2} \text{ for } i = 1,2,\ldots$$
$$DD_{(j)(j+1)} = -\frac{1}{p^j} \text{ for } i = 1,2,\ldots$$
$$DD_{(j)(j)} = \frac{p^2 + 2p + 2}{p^{j-2}(1+p)^2} \text{ for } i = 1,2,\ldots$$
$$DD_{(j)(j-1)} = -\frac{1}{p^{j-4}} \text{ for } i = 2,3,\ldots$$
$$DD_{(j)(j-2)} = \frac{1}{p^{j-7}(1+p)^2} \text{ for } i = 3,4,\ldots.$$ 

Later we will see the top left corner of $D^\top D$ is dominating, so the right bottom would be trivial to calculate. On the other hand, the last row and last column are all 0's, so that $D^\top D$ is singular. Define a trimmed $J-1 \times J-1$ matrix $T$ as $D^\top D$ with last row and last column removed, that
is to say,

$$
\mathbf{T} = \begin{bmatrix}
T_{11} & t_{12} & T_{15} \\
T_{21} & T_{22} & T_{23} & T_{24} \\
T_{31} & T_{32} & T_{33} & T_{34} & T_{35} \\
T_{42} & T_{43} & T_{44} & T_{45} & T_{46} \\
& & \ddots & \ddots & \ddots & \ddots \\
& & & T_{(j)(j-2)} & T_{(j)(j-1)} & T_{jj}
\end{bmatrix},
$$

where

$$
T_{(j)(j+2)} = DD_{(j)(j+2)} = \frac{1}{p^{4j+1}(1 + p)^2} \text{ for } i = 1, 2, \ldots
$$

$$
T_{(j)(j+1)} = DD_{(j)(j+1)} = -\frac{1}{p^{4j}} \text{ for } i = 1, 2, \ldots
$$

$$
T_{(j)(j)} = DD_{(j)(j)} = \frac{p^2 + 2p + 2}{p^{4j-2}(1 + p)^2} \text{ for } i = 1, 2, \ldots
$$

$$
T_{(j)(j-1)} = DD_{(j)(j-1)} = -\frac{1}{p^{4j-4}} \text{ for } i = 2, 3, \ldots
$$

$$
T_{(j)(j-2)} = DD_{(j)(j-2)} = \frac{1}{p^{4j-7}(1 + p)^2} \text{ for } i = 3, 4, \ldots.
$$
So the eigenvalues of $T$ are those non-zero eigenvalues of $D^\top D$. Doing an LU decomposition to $T$, we have:

$$T = \frac{4}{d_1^2}LU$$

$$= \frac{4}{d_1^2} \begin{bmatrix}
1 & & & \\
l_{21} & 1 & & \\
l_{31} & l_{32} & 1 & \\
& \ddots & \ddots & \ddots \\
l_{(J-1)(J-3)} & l_{(J-1)(J-2)} & 1 & \\
\end{bmatrix} \begin{bmatrix}
u_{1,1} & 
u_{1,2} & 
u_{1,3} \\
u_{2,2} & \nu_{2,3} & \ddots \\
u_{3,3} & \ddots & \ddots & \ddots \\
\ddots & \ddots & \ddots & \ddots & \ddots \\
\nu_{(J-1)(J-1),J-1} & \ddots & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix},$$

where $L$ and $U$ are both $J-1 \times J-1$ triangle matrix. We can easily check that such $LU$ is unique, and according to the Gaussian elimination approach,

$$u_{11} = T_{11} = O(p^{-2})$$
$$u_{22} = O(T_{12}) = O(p^{-4})$$
$$u_{33} = O(T_{13}) = O(p^{-7})$$
$$\ldots$$

Hence, $u_{11}$ is dominating the diagonal elements in $U$. Also, note that the eigenvalues of $L$ and $U$ are their diagonal elements. Therefore, we have

$$\nu_{1,T} \leq \frac{4}{d_1^2} \nu_{1,L} \nu_{1,U}, \text{ by Gelfand corollary}$$

$$= \frac{4}{d_1^2} O(p^{-2})$$

$$= O(d_1^{-4} p^{-2}).$$
Note that

\[ d_1^{-4}p^{-2} = S^{-4}\left(\frac{r^{\frac{1}{2j-2}} - 1}{r^{\frac{1}{j-2}} - 1}\right)^{-4}r^{-\frac{2}{j-1}}, \]

and the power series expansion of \( d_1^{-4}p^{-2}/J^4 \) at \( J = \infty \) is

\[ S^{-4}\frac{\log(r)}{(r-1)^4} + O(J^{-1}). \]

So we have

\[ \lim_{J \to \infty} \frac{d_1^{-4}p^{-2}}{J^4} = S^{-4}\frac{\log(r)}{(r-1)^4}. \]

As a result, \( \nu_{1,D^\top D} = \nu_{1,T} = O(J^4). \)

\[ \diamond \]

### A.1.3 Proof of Lemma 5 in Appendix A.1 with Equal Knots Intervals

**Proof.** Because the second derivative of each basis function is piece-wise constant, we have

\[
\theta_j = \begin{cases} 
-\frac{2b_j}{d_1(d_1+d_2)} & \text{for } j = 1 \\
-\frac{2b_j}{d_j(d_j+d_{j+1})} + \frac{2b_{j-1}}{d_j(d_{j-1}+d_j)} & \text{for } j = 2, \ldots, J - 2 \\
\frac{2b_{j-1}}{d_{j-1}^2} + \frac{2b_{j-2}}{d_{j-2}(d_{j-2}+d_{j-1})} & \text{for } j = J - 1.
\end{cases}
\]

where \( d_j = t_{j+1} - t_j \) for \( j = 1, \ldots, J - 1 \). Assuming equal intervals, the length between two adjacent knots should be \( \frac{S}{J-1} \), where \( S \) is the largest knot, and \( J \) is the number of knots. Then we have \( d_j = \frac{S}{J-1} \) for \( j = 1, \ldots, J - 1 \). The difference in second derivative between two adjacent
intervals is

\[
\theta_{j+1} - \theta_j = \begin{cases}
\frac{(J-1)^2}{S^2} (2b_1 - b_2) & \text{for } j = 1, \\
\frac{(J-1)^2}{S^2} (-b_{j-1} + 2b_j - b_{j+1}) & \text{for } j = 2, \ldots, J - 3, \\
\frac{(J-1)^2}{S^2} (-b_{J-3} + 2b_{J-2} - 2b_{J-1}) & \text{for } j = J - 2.
\end{cases}
\]

Then we have the penalty matrix:

\[
D = \frac{(J - 1)^2}{S^2} D^*, \quad \text{where } D^* = \begin{bmatrix}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & 0 & \cdots & 0 \\
0 & -1 & 2 & -1 & 0 & \cdots & 0 \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -1 & 2 & -1 & 0 \\
0 & \cdots & 0 & -1 & 2 & -2 & 0
\end{bmatrix}.
\]

Let \( T \) be a tridiagonal Toeplitz matrix such that

\[
T = \begin{bmatrix}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & 0 & \cdots & 0 \\
0 & -1 & 2 & -1 & 0 & \cdots & 0 \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -1 & 2 & -1
\end{bmatrix}.
\]
[Trench, 1985] indicates that tridiagonal matrix, like $T$, has a closed form of eigenvalues:

\[
\lambda_T = C_0 + 2 \sqrt{C_{-1}C_1} \cos \left( \frac{q \pi}{n+1} \right) = 2 + 2 \cos \left( \frac{q \pi}{n+1} \right),
\]

with $C_0 = 2$, $C_{-1} = C_1 = -1$. So we have the largest eigenvalue of $T$, $\nu_{1,T} \leq 4$, and $\nu_{1,T^\top T} \leq 16$. Note that $D^*$ is asymptotically equivalent to $T$, so we have

\[
\nu_{1,D^\top D} \leq 16 \frac{(J - 1)^2}{S^2}.
\]

Numerical results also verified it was bounded by $16 \frac{(J - 1)^2}{S^2}$, as Figure A.1 shows. Then we have $\nu_{1,D^\top D} = \frac{(J - 1)^2}{S^2} O(1) = O(J^4)$, since $S$ is not related to $n$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure_A.1.png}
\caption{The largest eigenvalue of matrix $D^\top D$, after scaling.}
\end{figure}
A.1.4 Proof of Lemma 6 in Appendix A.1

Proof: Note that for any \( b \in B \), there is a non-negative constraint for monotone, and an area constraint of integral one. To find the maximum of \( \|b\| \) satisfying area and monotone constraints is to find

\[
\begin{align*}
\text{Maximize} & \quad \|b\| \\
\text{subject to} & \quad \sum_{i=1}^{J} b_i \int_{0}^{S} \delta_i(x) dx = 1; \\
& \quad b_j \geq 0, \ i = 1, \ldots, J.
\end{align*}
\]

By definition of the basis functions, the maximum is at \( b_1 = \frac{1}{\int_{0}^{S} \delta_1(x) dx} \), and \( b_2 = b_3 = \cdots = b_J = 0 \). Thus,

\[
\max(\|b\|) = \frac{1}{\int_{0}^{S} \delta_1(x) dx} = \left[ t_1 + \frac{(t_1 - t_2)^2}{3t_2} - \frac{t_1^2}{3t_2} \right]^{-1} = \left[ \frac{1 - r^{\frac{1}{2}}}{1 - r^{\frac{1}{2}}} + \frac{(r^{\frac{1}{2}} - r^{\frac{1}{2}})^2}{3(1 - r^{\frac{1}{2}})(1 - r^{\frac{1}{2}})} - \frac{(1 - r^{\frac{1}{2}})^2}{3(1 - r^{\frac{1}{2}})(1 - r^{\frac{1}{2}})} \right]^{-1}.
\]

The power series expansion of \( \max(\|b\|)/J \) at \( J = \infty \) is

\[
\frac{r - 1}{\log(r)} + O(J^{-1}),
\]

so we have

\[
\lim_{J \to \infty} \frac{\max(\|b\|)}{J} = \frac{r - 1}{\log(r)},
\]

and finally \( \|b\| = O_p(J) \).

\[\diamondsuit\]
A.2 Proof of Proposition 1 in Chapter 3

Proof. We want to estimate \( \zeta = E \int \hat{f}_\lambda(t)f(t)dt \). Define that

\[
\hat{\zeta} = \frac{1}{n} \sum_{i=1}^{n} \hat{f}_\lambda(-i)(x_i),
\]

matrix \( Q = H + \lambda D^\top D \), and vector \( \delta(x_i) = \begin{bmatrix} \delta_1(x_i), \cdots, \delta_J(x_i) \end{bmatrix}^\top \). Note that

\[
\tilde{b}_\lambda = (H + \lambda D^\top D)^{-1}z \\
= \frac{1}{n} Q^{-1} \Delta^\top 1;
\]

\[
\tilde{b}_\lambda(-i) = \frac{1}{n} Q^{-1} \Delta^\top_{(-i)} 1 \\
= \frac{1}{n} Q^{-1} \left[ \Delta^\top 1 - \delta(x_i) \right] \\
= \tilde{b}_\lambda - \frac{1}{n} Q^{-1} \delta(x_i);
\]

\[
\hat{f}_\lambda(-i)(x_i) = \delta^\top(x_i) \tilde{b}_\lambda(-i) \\
= \delta^\top(x_i) \left[ \tilde{b}_\lambda - \frac{1}{n} Q^{-1} \delta(x_i) \right] \\
= \hat{f}_\lambda(x_i) - \frac{1}{n} \delta^\top(X_i) Q^{-1} \delta(x_i).
\]
Then we have

\[
E \left[ \hat{f}_{\lambda(-i)}(x_i) \right] = E \left[ \tilde{f}_{\lambda(-i)}(x_i) \right] + E \left[ \hat{f}_{\lambda(-i)}(x_i) - \tilde{f}_{\lambda(-i)}(x_i) \right] \\
= E \int \tilde{f}_{\lambda(-i)}(t) dt + E \left[ \hat{f}_{\lambda(-i)}(x_i) - \tilde{f}_{\lambda(-i)}(x_i) \right] \\
= E \int \tilde{f}_\lambda(t) f(t) dt + E \left[ \hat{f}_{\lambda(-i)}(x_i) - \tilde{f}_{\lambda(-i)}(x_i) \right] - r \\
= E \int \tilde{f}_\lambda(t) f(t) dt + E \left[ \hat{f}_{\lambda(-i)}(x_i) - \tilde{f}_{\lambda(-i)}(x_i) + \tilde{f}_\lambda(x_i) - \hat{f}_\lambda(x_i) \right] - r \\
= \zeta + E \left[ \hat{f}_{\lambda(-i)}(x_i) - \tilde{f}_{\lambda(-i)}(x_i) + \tilde{f}_\lambda(x_i) - \hat{f}_\lambda(x_i) \right] - r,
\]

where \( r = 1/n \int \delta^T(t) Q^{-1} \delta(t) f(t) dt \). By the result of Appendix A.1, we have

\[
E \left[ \hat{f}_{\lambda(-i)}(x_i) - \tilde{f}_{\lambda(-i)}(x_i) + \tilde{f}_\lambda(x_i) - \hat{f}_\lambda(x_i) \right] \to E \left[ f(x_i) \right] - E \left[ f(x_i) \right] + E \left[ f(x_i) \right] - E \left[ f(x_i) \right] = 0.
\]

Also, by Lemma 4 in Appendix A.1, we have

\[
r = \frac{1}{n} E \int \delta^T(t) Q^{-1} \delta(t) f(t) dt \\
= \frac{1}{n} E \delta^T(x_i) Q^{-1} \delta(x_i) \\
\leq \frac{1}{n} \nu^2_{1, Q^{-1}} E \left[ \| \delta(x_i) \|^2 \right] \\
= \frac{1}{n} O(J^2) E \left[ \sum_{j=1}^J \delta_j^2(x_i) \right] \\
\leq \frac{1}{n} O(J^2) J \\
= O(n^{-4/7}) \\
\to 0.
\]
Thus $E[\hat{\zeta}] \to \zeta$, which says $\hat{\zeta}$ is asymptotically unbiased. In addition, we have the variance

$$Var(\hat{\zeta}) = \frac{1}{n}Var[\hat{f}_{\lambda(-i)}(x_i)]$$

$$\leq \frac{1}{n}E[f^2_{\lambda(-i)}(x_i)]$$

$$= \frac{1}{n}E[f^2(X_i)]$$

$$\to 0$$

So we have $\hat{\zeta} \overset{p}{\to} \zeta$, the consistency. \hfill \Diamond
A.3 Supplementary Materials

A.3.1 Implement of Penalized Unimodal Spline Density Estimation

**Input:** observations \( x \), mesh ratio \( r \), and penalty \( \lambda \) (optional)

**Output:** estimated spline coefficients \( \hat{b}_\lambda \)

1. **Function** \( \text{Estimate}(x, H, D, z, \lambda) : \)
   
   \[
   H_\lambda = (H + \lambda D^T D)
   \]
   
   \( h_j \) = last column of \( H_\lambda \)
   
   determine \( b_0 \) and \( W \)  // see next page for the detail of these
   
   \[
   Q = W^T H_\lambda W
   \]
   
   \[
   c = W^T (z - H_\lambda b_0)
   \]
   
   \[
   \hat{\beta} = \text{QP}(Q, c, W^T, -b_0)
   \]
   
   \[
   \hat{b}_\lambda = W \hat{\beta} + b_0
   \]

2. **Function** \( \text{CV}(x, H, D, z, \lambda)'s : \)

   for \( i \leftarrow 1 \) to number of \( \lambda \)'s do
   
   \( \lambda = ith \) \( \lambda \)'s
   
   for \( j \leftarrow 1 \) to 10 do
   
   \( x_{(-j)} = x \) with \( jth \) fold removed
   
   \( \hat{b}_{\lambda,(-j)} = \text{Estimate}(x_{(-j)}, H, D, z \text{ and } \lambda) \)
   
   compute \( \hat{g}_{\lambda,(-j)} \)

   compute \( ith \) \( \hat{R}(\hat{g}_\lambda) \) for \( ith \) \( \lambda \)'s

   \( \lambda = \text{which minimizes} \ \hat{R}(\hat{g}_\lambda) \)

   return \( \lambda \)

3. **Function** \( \text{Main}: \)

   determine knots by \( x \) and \( r \)
   
   determine \( H, D, z, \lambda \)'s
   
   if \( \lambda \) is not given then
   
   \( \lambda = \text{CV}(x, H, D, z, \lambda)'s \)

   \( \hat{b}_\lambda = \text{Estimate}(x, H, D, z, \lambda) \)

   return \( \hat{b}_\lambda \)
Note that $b_0 = 1/(1^\top h_J)$ and $W$ could be:

$$W = \begin{bmatrix}
    h_{\lambda,2,J} & h_{\lambda,3,J} & \cdots & h_{\lambda,J,J} \\
    h_{\lambda,1,J} & 0 & \cdots & 0 \\
    0 & h_{\lambda,1,J} & 0 & \cdots & 0 \\
    \vdots & \ddots & \ddots & \ddots & \vdots \\
    0 & \cdots & 0 & h_{\lambda,1,J}
\end{bmatrix},$$

where $h_{\lambda,i,J}$ is the $i$th row and $J$th column element in matrix $H_\lambda$, for $i = 1, 2, \cdots, J$. To make the algorithm more stable, we can normalize the matrix $W$ to let each of its column as a different unit vector.