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ABSTRACT

ELECTROPHYSIOLOGICAL ANALYSIS OF KV2 CHANNEL REGULATION VIA NON-CANONICAL AND CANONICAL MECHANISMS

Kv2 channels are the most abundant voltage-gated potassium channels in the mammalian nervous system and entire body. These channels regulate action potential firing and apoptosis via their canonical conducting functions. However, Kv2 channels also play a non-conducting role in the cells in which they are expressed. Specifically, they form junctions between the endoplasmic reticulum and plasma membranes, and these junctions regulate a myriad of cellular process. Several studies have now shown that many Kv2.1 channels expressed on the plasma membranes of mammalian cells do not respond canonically to changes in membrane voltage. Instead of opening to allow potassium efflux, the pores of these non-canonical channels are locked in a non-conducting state. This state has likely evolved to prevent electrical paralysis that would otherwise be conferred upon cells expressing high levels of completely functional Kv2 channels. The mechanism bringing about the non-conducting state of Kv2.1 channels is unknown.

The work described in the first part of this dissertation was carried out with the ultimate goal of revealing the mechanism of the Kv2.1 channel non-conducting state. I describe an improved, all-electrophysiological method to quantify the numbers of non-conducting Kv channels expressed in heterologous systems. I validate this approach by measuring the fraction of non-conducting Kv2.1 channels that arise when expressed in HEK293 cells. I go on to use this approach to show evidence for a non-conducting state in the second Kv2 isoform, Kv2.2, for the first time. I find that like Kv2.1, the Kv2.2 non-conducting state is dependent on the density of channels in the membrane. Surprisingly, I also find that two Shaker-related channels, Kv1.4 and Kv1.5 also show density depen-
dence in the fraction of channels that conduct. These results suggest that the mechanism underlying the non-conducting state is more common than we thought, and I discuss hypotheses that should be tested in the future.

In the last part of this dissertation I describe the effects of the assembly of Kv2 channels with a newly discovered family of Kv β subunits, the AMIGOs. The experiments in this portion of the dissertation focus on AMIGO’s ability to modulate canonical, conducting Kv2 channels, as well as Kv2’s ability to alter AMIGO trafficking and localization. I find that both Kv2.1 and Kv2.2 promote AMIGO trafficking to the plasma membrane and alter their localization there. I also find that while all three AMIGO isoforms promote Kv2 channel opening, AMIGO2 confers an additional stabilizing effect on the open state by slowing inactivation and deactivation.

In all, the work in this dissertation expands on our current understanding of Kv channel function. These findings should guide future experiments to probe both canonical and non-canonical functions of Kv channels.
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Chapter 1

Introduction

1.1 Excitable membranes and membrane potential

1.1.1 "Animal electricity" and the dawn of electrophysiology

The systematic study of excitable tissues began in the late 18th century with Luigi Galvani, an Italian surgeon and anatomist with an interest in the physiological basis of the interaction between electricity and the human body. Doctors of the day used electricity to treat ailments ranging from "paralysis, sciatic pain, deafness and rheumatic afflictions" and this branch of medicine termed "medical electricity" was quite popular [1]. However, at the time no one understood how electricity elicited such dramatic effects on the human body as accelerated heart rate, perspiration and muscle contraction. It was common knowledge among physicians at the time that a dissected frog muscle could contract upon electrical stimulation long after the animal had died. Galvani’s methodical approach to the study of the frog neuro-muscular preparation led to his hypothesis that electricity – from conducting wires or even lightning – interacted with some intrinsic excitability in the preparation that in turn led to muscle contraction. And thus, Galvani proposed the idea of animal electricity, the means by which “the animal...maintains [the electrical fluid] in a state of disequilibrium, ready to be set in motion by means of...external or internal influences” [1]. This insight sparked further exploration of electrical conduction in the nervous system and gave rise to the field of electrophysiology as we know it today.

1.1.2 Ionic gradients underlie neuronal signaling

By the early 1900s, it was clear that ionic salts were required for muscle and nerve excitability. Julius Bernstein formalized a hypothesis regarding nerve conduction, suggesting that “excitable cells are surrounded by a membrane selectively permeable to K+ ions at rest and that during excitation the membrane permeability to other ions increases” [2].
Although he was correct in his description of resting permeability, Berstein was incorrect in his suggestion that the membrane lost selective permeability during excitation. However, Bernstein’s membrane hypothesis drove experimentation in the 1930’s, 40’s and 50’s and should be given significant credit. Out of a desire to formally test the membrane hypothesis, Hodgkin and Huxley devised an innovative recording apparatus and made the first intracellular recording of an action potential (AP) from a squid axon (Figure 1.1) [3].

![Figure 1.1: The first intracellular recording of an action potential. The membrane potential is given on the y-axis in reference to the extracellular solution. Note that the membrane potential does not simply collapse during the action potential, but reverses sign. The time scale is given by the cycles along the bottom of the figure which are each 2 ms apart. Figure from [3].](image)

They were surprised to see the membrane potential reverse, surpassing the zero potential condition predicted for a membrane permeable to all ions. This observation was confirmed a few years later by Curtis and Cole at Woods Hole using a slightly different apparatus [4]. In this same work Curtis and Cole investigated the dependence of the AP on different ionic species and noted that the resting potential depended strongly on K+ while the action potential did not. This led them to conclude “that a separate mechanism [was] responsible for the production of each” [4].
1.1.3 Selective permeability is key to nerve impulses

Two breakthroughs were paramount to a deeper understanding of the phenomena Hodgkin, Huxley, Curtis and Cole had observed. First was Goldman’s mathematical treatment of the Nernst-Planck equation, which relates ion flow in a solution to the concentration of the ions and the strength of the electric field they feel [5, 6]. Using a few key assumptions – that the electric field is constant across the axon membrane and that ion activity near the membrane is proportional to the bulk ion concentration – Goldman explicitly related membrane current to the membrane potential and bulk ion concentrations:

\[ I_i = \frac{P_i z_i^2 F^2 V}{RT} \left( C_{i,\text{in}} e^{z_i F V / RT} - C_{i,\text{out}} e^{-z_i F V / RT} \right) \]  

where \( I_i \) is the current density of the ionic species \( i \), \( P_i \) refers to that ion’s membrane permeability, \( z_i \) is the ion’s valence, and \( C_{i,\text{in}} \) and \( C_{i,\text{out}} \) are the concentrations of that ion inside and outside the cell, respectively. This relation was key in the interpretation of a new observation that the speed and magnitude of the AP depended greatly on \( \text{Na}^+ \) [7]. A rearrangement of Equation (1.1) led to the concept of relative permeability, and takes the form now known as the Goldman-Hodgkin-Katz voltage equation:

\[ V_m = \frac{RT}{F} \ln \frac{P_K [K]_{\text{out}} + P_{Na} [Na]_{\text{out}} + P_{Cl} [Cl]_{\text{in}}}{P_K [K]_{\text{in}} + P_{Na} [Na]_{\text{in}} + P_{Cl} [Cl]_{\text{out}}} \]  

where \( V_m \) is the membrane potential, \( P_K, P_{Na}, P_{Cl} \) are relative permeabilities of the membrane to different ion species, and \([K], [Na], [Cl]\) are ion concentrations in the bulk solutions. Hodgkin and Katz used Equation (1.2) to first propose that the “separate mechanism” underlying resting and action potentials was in fact a switch in the \textit{relative} permeability of the membrane to \( \text{K}^+ \) and \( \text{Na}^+ \) [5].

The second breakthrough was the invention of the space-clamp circuit, a new electronic configuration that enabled researchers to control the current flowing across a finite area of membrane and record the resulting changes in membrane potential [8].
squid axon is said to be an "active" membrane because beyond a certain threshold voltage, changes in membrane potential are propagated in space and time. This property made it extremely difficult to measure the current or voltage of the membrane in response to suprathreshold stimuli. Marmont solved this problem with his space-clamp system by electrically isolating a cylindrical portion of the membrane and preventing propagation [8]. Two innovative aspects of his recording apparatus allowed this. First, he found that coating a thin platinum wire with silver-chloride greatly reduced the impedance between the electrode and the axoplasm such that longitudinal currents through the wire were almost eliminated. Therefore, once inserted into the axon, the response of the axon would instantaneously be recorded from the entire length of the coated electrode. Second, he physically and electrically isolated a segment of the axon length to further limit spatial propagation of electrical signals. This was accomplished by passing the axon through three liquid filled chambers, each containing its own electrolyte solution and electrode. Current was prevented from passing from the central chamber electrode to the two "guard" electrodes on either side by maintaining zero voltage between the central and guard electrodes. This configuration allowed Marmont to pass defined current stimuli to the axon segment and record the membrane voltage from the area contacted by the center electrode only, solving the problem of spatial propagation. Hodgkin, Huxley and Katz used a modified version of Marmont’s recording circuit to clamp the voltage of the isolated section of axon membrane while recording the current flowing across it [9]. This so-called "voltage-clamp" allowed the researchers to observe the time course of the membrane currents at different command potentials, even those above threshold. Using this information Hodgkin and Huxley were able to produce a mathematical description of the AP, as we shall see below.

1.1.4 A numerical understanding of the action potential

Hodgkin and Huxley began a methodical investigation of the time- and voltage-de-}

dependence of the current that flowed across the membrane during an action potential
using the voltage-clamp method. They found they could isolate $K^+$ and $Na^+$ currents by bathing the squid axon preparation in either normal sea water or a solution similar to sea water but with choline replacing the $Na^+$ ions. These experiments revealed the voltage-dependence and time course of both the $Na^+$ and $K^+$ currents that flowed when the axon membrane was depolarized. Hodgkin and Huxley found that in response to membrane depolarization, the potassium conductance rose exponentially after an initial delay and did not decay appreciably within tens of milliseconds (Figure 1.2A). In contrast, the sodium conductance rose and decayed abruptly after a depolarizing step was applied to the membrane (Figure 1.2B). In the final paper of a 5-part series, they presented the equations that explicitly described $K^+$ and $Na^+$ conductance as a function of time and voltage [11]. They found that the sum of these two conductances (plus a leak

![Figure 1.2](image)

**Figure 1.2:** Time course of the squid giant axon membrane conductance carried by **A**) potassium and **B**) sodium. Potassium conductance was recorded using the voltage-clamp technique in the absence of $Na^+$ ions in the extracellular solution. Sodium conductance was also measured using voltage clamp and was taken as the difference between membrane conductance in sea water and extracellular solution without $Na^+$ ions. The direction of the currents (inward/outward) cannot be appreciated from this figure because the units were converted to conductance. However, the reader can appreciate the difference in the time dependence of membrane conductance carried by either ion. Adapted from [10].
conducted (conductance) resulted in a total membrane current that took the form:

$$ I = C_M \frac{dV}{dt} + g_K n^4 (V - V_K) + g_{Na} m^3 h (V - V_{Na}) + g_l (V - V_l) $$  \hspace{1cm} (1.3) \]

where $C_M$ is the membrane capacitance, $V$ is the membrane potential, $g_K$ is the potassium conductance, $g_{Na}$ is the sodium conductance, $g_l$ is the leak conductance, $V_K$, $V_{Na}$, and $V_l$ are the equilibrium potentials of each conductance, and $n$, $m$, and $h$ are each additional time- and voltage-dependent parameters. They went on to show that this expression could reproduce the currents that flowed during an action potential waveform quite well. Although they offered some speculation, Hodgkin and Huxley were careful not to over-interpret their equations in terms of their physical meaning. After all, “the success of the equations is no evidence in favour of the mechanism of permeability change that we tentatively had in mind when formulating them.” [11] It would take a new scientific field, the field of molecular biology, to prove that some of their ideas were in fact correct.

1.1.5 Ion channels gate membrane permeability

Hodgkin and Huxley’s equations described the way that changes in membrane permeability depended on voltage. They reasoned that this mechanism required that a charged component in the membrane sense voltage and bring about the changes in permeability. Such a mechanism should give rise to a current that preceded a change in permeability. Since they saw no evidence in their recordings of this voltage-sensor current, they concluded that it must be extremely small. From here they postulated that the number of charged sensors would be distributed rather sparsely in the membrane, and that upon activation, many ions would cross the membrane at the site of each sensor [11]. By 1955, Hodgkin had conceptualized the sites in the membrane as “channels” where many ions traversed the membrane in single file [12]. This nomenclature shows up in the literature in the 1950s and 60s [13] despite a lack of understanding regarding what these “channels” were made of. In the 1970’s accumulating evidence suggested that
the sodium “channel” was likely a protein embedded in the phospholipid membrane bi-layer [14–16]. The sodium channel protein complex was eventually purified from electric eel using tetrodotoxin (TTX), a toxin in Japanese puffer fish known to selectively block the Na\(^+\) conductance in nerve [17]. Subsequent studies found that the largest peptide purified from the complex was sufficient to produce Na\(^+\) currents in artificial lipid bilayers [18–20] and therefore it was assumed to be the sodium channel. The amino acid sequence of the electric eel sodium channel was finally deduced from cDNA in 1984 [21]. By 1987, peptide sequences of potassium selective channels were identified from *Drosophila melanogaster* behavioral mutants and found to share some of the key features seen in sodium channel sequences [22–24]. For example, both sodium and potassium channel peptides had several hydrophobic regions that were predicted to span the fatty plasma membrane (Figure 1.3). While potassium channel peptides had a single set of these six putative transmembrane segments, sodium channel peptides were made up of four repeats of the sets of six, giving them 24 predicted transmembrane segments in total. It was suspected and is now known that a single functional potassium channel requires the assembly of four peptides, while a functional sodium channel is made up of a single peptide with four repeated domains. Also apparent in the amino acid sequences was that the fourth transmembrane domain.

**Figure 1.3:** Hydropathy plots of **A)** *Shaker* and **B)** sodium channel peptide sequences. Peaks above the x-axis represent hydrophobic regions of the sequence that are predicted to span the membrane. Note that the *Shaker* sequence has six putative transmembrane segments while the sodium channel has 4 repeats of the same six segments. Figures modified from [21, 22].
segment in each domain contained more positively charged amino acid residues than the others, and the positions of the positive charges were conserved between and among channel families. Researchers immediately predicted that the positive charges in segment four (S4) represented the voltage sensors that Hodgkin and Huxley had conceptualized in 1952 [22].

As more potassium ion channel sequences were identified, it became clear that one string of five amino acids was absolutely conserved across all potassium selective channels (Figure 1.4). Naturally, this region was assumed to be responsible for the channels’ ability to select for potassium over other cations. At this point the working model of voltage-dependent ion channels assumed that the charged S4 helix acted as a voltage sensor and somehow communicated membrane voltage to the selectivity sequence, which in turn controlled ion flow across the membrane. However, the functional relationship between these events was difficult to imagine without a picture of an ion channel’s structure. Near the turn of the millennium, the MacKinnon lab solved several X-ray crystal structures of potassium channels; first for two prokaryotic channels [25–27] and for two mammalian channels soon after [28–30]. These breakthroughs confirmed many hypothe-

![Figure 1.4: Alignment of the putative selectivity sequence from several potassium channel peptides. Five residues (red) were exquisitely conserved among potassium selective channels and were predicted to form the selectivity filter. Adapted from [25].](image-url)
ses regarding voltage-gated ion channel structure and function and led to our current understanding of voltage-dependent channel gating and conduction.

1.2 Voltage-gated potassium channels

1.2.1 Structure and Gating

The first x-ray crystal structure of a potassium channel was of a two-transmembrane domain channel (KcsA) from the soil bacterium *Streptomyces lividans* (Figure 1.5) [25].

![Figure 1.5: First structural model of an ion channel, KcsA, viewed from the extracellular side of the membrane looking down the pore of the channel (left) or from the side (right). Four subunits, each colored differently, come together to form the pore through the membrane. The green sphere on the left represents a potassium ion in the pore. Figure from [25].](image)

Although not a voltage-dependent channel, the KcsA structure provided the first three-dimensional picture of a potassium selective pore. As predicted by Tempel and colleagues [22], KcsA was made up of four subunits, each containing helical segments embedded in the membrane. In the KcsA structure, Doyle et al. found that the amino acids of the putative selectivity sequence from each subunit were located at the intersection of the four subunits, in the central part of the complex [25]. Upon closer inspection, it was clear that the five amino acids of the selectivity sequence lined the channel pore and provided
two coordination sites for potassium ions deep within the lipid membrane. These sites were close enough together that ions occupying them would exert repulsive forces on one another and this mechanism was proposed to underlie the efficient conduction of ions through the pore. The authors also found that the pore was perfectly sized to stabilize dehydrated K$^+$ ions but would be too large to coordinate dehydrated Na$^+$ ions. This confirmed that ion selectivity was a property determined deep in the channel pore, at the structure now known as the selectivity filter [25]. Doyle and colleagues also noted a narrow constriction at the intracellular side of the membrane formed by crossing of the last KcsA transmembrane segments. They called this site the “bundle crossing” and predicted that it was the site of channel gating; widening of this constriction would allow K$^+$ ions to access the selectivity filter and the channel to conduct, while narrowing would create a barrier to conduction. This conclusion was strongly based on previous studies that identified amino acids in the homologous region of the Shaker channel that were differentially accessible to the intracellular solution when the channel was either open or closed [31, 32]. While the KcsA structure answered questions related to K$^+$ channel selectivity and conduction, it could not address questions regarding voltage-dependent gating. This issue was solved over the next decade when the MacKinnon lab successfully crystalized three voltage-gated K$^+$ channels and proposed a model of voltage-dependent gating.

The first voltage-dependent channel structure was of KvAP from the archaeabacterium Aeropyrum pernix [26, 27]. Soon after, the structure of the mammalian channel Kv1.2 was solved, first in complex with a $\beta$ subunit then as a chimera with another related channel, Kv2.1 [28–30]. Unlike KcsA, KvAP and Kv1.2 each have six transmembrane helices. However, the new structures revealed that the pore architecture of these voltage-dependent channels was quite similar to that of KcsA (Figure 1.6) [28]. For example, Kv1.2 also had four subunits arranged symmetrically around a central pore. Segments five and six of Kv1.2, which share homology to KcsA’s two helices, came together at the central part of
Figure 1.6: Crystal structure of the voltage-dependent channel Kv1.2. A) Side view of Kv1.2. Each subunit is colored differently. The transmembrane segments (TM) are embedded in the plasma membrane, while the N- and C-termini of the channel are intracellular. The S4-S5 linkers from two subunits are indicated with arrows. B) Top down view of Kv1.2. Colors are as in A. The voltage-sensing and pore modules are clearly distinguished by their location relative to the pore. Transmembrane segments 1-4 form the voltage-sensing module, while segments 5-6 form the pore. Black spheres represent K⁺ ions in the pore. Adapted from [28].

the complex and formed a channel through the membrane lined by the selectivity filter. Segments 1-4, which contained the charged voltage sensor residues, were found on the periphery of the pore-forming domain of the channel. This arrangement immediately suggested that the voltage-sensing and pore domains were separate modules. Indeed, they were only covalently linked through the main amino acid chain and shared minimal non-covalent contacts [26]. These observations led to the idea that the voltage sensing module was flexible in relation to the pore module and that motion of the voltage-sensing domain would have to be transmitted to the pore domain in order to open the channel. But how would this transduction occur? The helical linker region between the two modules (S4-S5 linker) was a likely candidate. The Kv1.2 structures showed that the S4-S5 linker made contacts with the site of the bundle crossing, the narrow constriction at the base of the channel which was identified in KcsA and was conserved
in voltage-dependent channels. Long and colleagues suggested that movement of the voltage-sensing module would change the position of the S4-S5 linker, prying open the bundle crossing at the base of S6 to allow K$^+$ ions to access the selectivity filter [29]. This interpretation was consistent with functional studies from the Yellen lab showing that voltage-dependence could be imparted onto the KcsA channel by splicing in the voltage sensing module, the S4-S5 linker and the bundle crossing from a Kv1.2-like channel [33].

The coupling between the S4-S5 linker and lower S6 activation gate is thought to be the major mechanism by which canonical voltage-gated channels gate, although other channel structures can modulate this coupling and distinct mechanisms are certainly present in different Kv channel families [34, 35].

The current basic model of Kv channel gating is given in Figure 1.7. This model shows a Kv channel in each of four states which represent the major steps of the gating cycle from closed to open to inactivated. These four states are not meant to accurately depict all the possible conformational states of Kv channels. Indeed, some modern mathematical models of Kv gating require upwards of 12 distinct states to capture the nuances of channel function [36, 37]. However, Figure 1.7 gives an overview of the process.

At resting membrane potentials, most Kv channels are closed. As seen in Figure 1.7 on the left, the channel’s voltage sensors (blue) are in the resting conformation and the channel pore is closed. A depolarizing stimulus leads to the activated state, which is distinguished from the closed state by a conformational change in the voltage sensors. Voltage-sensor activation favors conformational changes in the pore domains and leads to the open state of the channel, which conducts potassium ions. Once open, most Kv channels undergo some sort of inactivation. Figure 1.7 depicts two major types of inactivation: N-type (lower) and C-type (upper). N-type inactivation occurs when a specific sequence in the channel N-terminus physically occludes the ion conducting pore. This type of inactivation is relatively fast and is relieved by a return to the closed state, usually via membrane repolarization [38]. C-type inactivation is less well-understood, but is thought
Figure 1.7: A four state model describing the major steps in the Kv channel gating cycle. On the left, the channel’s voltage sensors (blue) are in the resting position and the channel is closed. A depolarizing stimulus leads to a rearrangement of the charged residues in the voltage sensors, and the channel is said to be activated. Voltage sensor activation then favors the opening of the constriction at the base of the channel called the bundle crossing (yellow). When this gate opens the channel conducts potassium. Opening of the bundle crossing favors channel inactivation, which can occur via two major mechanisms. The upper mechanism represents C-type inactivation, in which the selectivity filter collapses. The lower mechanism represents N-type inactivation, in which a moiety in the channel N-terminus physically blocks conduction. After membrane repolarization, the channels return to the closed state and the cycle can repeat. Figure adapted from [34].

to represent rearrangements in the selectivity filter that are allosterically coupled to the inner and outer pore [39, 40]. Again, relief from C-type inactivation is favored by return of the bundle crossing and voltage sensors to their closed and resting states, respectively. The model of Kv channel gating shown here is the result of decades of work by hundreds of investigators using powerful methods, including single-channel and macroscopic electrophysiology, cysteine accessibility, scanning mutagenesis, voltage-clamp fluorometry, and mathematical modeling. A comprehensive explanation of each of these studies is not practical here.

1.2.2 Nomenclature and diversity

Voltage-dependent potassium channels represent the most diverse class of ion channel proteins in mammals. As discussed in Section 1.1, the first voltage-gated potassium channel gene was identified in Drosophila. It was named Shaker because of the characteristic behavioral abnormalities that mutations in the gene conferred to fruit flies. Soon after
the Shaker gene was found, four other Drosophila voltage-gated potassium channel genes were identified; they were named Shab, Shaw, and Shal, paying homage to the scientists who identified them, Alice Butler and Aguan Wei. [41,42]. Around the same time, potassium channel genes were being mapped in vertebrates [43–47]. It was quickly apparent that each of the four Drosophila genes had multiple variants in mammalian systems, and based on phylogenetic trees we believe that the four major families evolved in invertebrates and then underwent massive gene duplication in vertebrate systems [42].

There are currently twelve distinct families of vertebrate voltage-gated potassium channels which are delineated by their evolutionary origins [48]. Members of these families are considered canonical channels in that they share the general 6-TM domain structure and open in response to membrane depolarization. The four families identified in Drosophila (Shaker, Shab, Shaw, and Shal) correspond to vertebrate Kv1, Kv2, Kv3 and Kv4 respectively [49]. They are each expressed heavily in the nervous system and are partially responsible for the extreme variability in the shape, frequency and duration of action potential waveforms found in the brain [49]. Some members of the Kv7, Kv10, Kv11 and Kv12 are also found in the brain, while others are specifically localized to peripheral tissues. For example, Kv7.1 (KCNQ1) and Kv11.1 (hERG) are well-known for their roles in regulating the cardiac action potential [48]. Kv5, Kv6, Kv8 and Kv9 are known as the "silent" Kv channel subunits, because when expressed alone they do not form functional channels. Instead, these subunits assemble specifically with members of the Kv2 family and modify their behavior. The sheer number of unique Kv channel genes imparts diversity to cellular behaviors throughout the body. Indeed, even within families, different Kv channel isoforms can have wildly different properties [50]. However, additional mechanisms contribute even further to Kv channel functional diversity, such as association with modulatory proteins, post-translational modifications, or alternative splicing, but a comprehensive discussion of each of these is beyond the scope of this dissertation [48,49].
An additional, and relevant, source of diversity among Kv channels is their ability to heteromultimerize. In 1992, the Jan lab identified a region in the cytoplasmic N-terminus that mediated the subunit interactions required to form functional tetrameric channels [51]. Li and colleagues found that a 114 amino acid fragment from the Shaker N-terminus bound to both the full length Shaker peptide or the same 114 amino acid fragment immobilized on nitrocellulose. This result suggested that homophilic interactions between the N-termini of Kv channel subunits regulated their assembly. Further supporting this conclusion, Li found that the amino acid sequence in this so called tetramerization domain, or T1 domain, was well conserved within Kv channel families but not between them, and indeed, functional channels were only formed between subunits from the same family [51]. Some exceptions to this general rule are found in vertebrate Kv channel assembly. Most notably, the Kv2 family subunits can heteromultimerize with members of the "silent" Kv families, as mentioned above.

1.2.3 Measuring Kv channel function

Voltage-gated potassium channels are not only defined by their evolutionary origins, but by their electrical function. Indeed, throughout the literature, clones of putative Kv channels are often published along with an electrophysiological characterization of the channel. The classical way of assaying cloned Kv channel electrical function is via expression in heterologous systems followed by voltage clamp experiments. In this method, cells that are easily grown in the lab are used to express Kv channel peptides-of-interest from introduced nucleic acids (either mRNA or cDNA, depending on the cell type). Ideally these cells express very few voltage-dependent channels endogenously and so you are free to study your channel-of-interest in an approximately null background. After inducing expression, the cells are subject to voltage-clamp protocols and various parameters describing the observed currents are reported. For example, Figure 1.8 shows the currents carried by Shaker, Shab, Shal and Shaw when introduced into Xenopus oocytes, a common heterologous system.
Figure 1.8: Currents carried by *Drosophila* Kv channels expressed in *Xenopus* oocytes. Voltage-clamp experiments reveal the shape of K⁺ currents carried by A) *Shaker*, B) *Shal*, C) *Shab*, and D) *Shaw* channels. Note the differences in activation and inactivation kinetics. The pulse protocol was a 1 second step to voltages between -80 and +20 in 10 mV increments. The holding potential was -90 mV. Figure from [42].

The waveforms in Figure 1.8 represent current flowing across the oocyte membrane in response to various membrane potentials, which are commanded by the voltage-clamp apparatus. To save space, the responses to several command potentials are stacked on top of each other. Recordings like those shown in Figure 1.8 are used to characterize each channel’s **voltage-dependence** - how the magnitude of the current changes with membrane potential, **activation kinetics** - the time course of the rising phase of the currents, and **inactivation kinetics** - the time course of the falling phase of the currents, among other parameters. It is immediately obvious in Figure 1.8 that the four *Drosophila* genes encode potassium channels with unique characteristics. For example, the currents carried by *Shaker* reach a peak rather quickly, then decay, or inactivate, substantially within 500 milliseconds (Figure 1.8A). In contrast, *Shab* currents reach their peak relatively slowly then undergo slow inactivation (Figure 1.8C). *Shaw* currents also activate slowly and undergo no inactivation over the time course shown (Figure 1.8D).

In addition to their ionic currents, activation of Kv channels produces another type of current, the gating current. Gating current is the current associated with the movement of the S4 voltage sensors during channel activation. Gating currents can also be detected using the voltage-clamp technique. However, gating currents are at least an order of magnitude smaller than ionic currents and have much faster kinetics, and thus were extremely difficult to detect in the early days of voltage-clamp recordings. Armstrong and Bezanilla
were the first to publish recordings of sodium channel gating currents from squid axons, which they did in 1973 (Figure 1.9) [52]. To do this, they used extensive signal averaging and an innovative subtraction procedure that removed the capacitive current associated with charging the axon membrane from their recordings. These modifications, along with the replacement of all permeant ions in the internal and external solutions allowed them to resolve small, transient currents with properties consistent with those of the voltage sensors predicted by Hodgkin and Huxley [11]. In fact, these recordings were made more than a decade before the first sodium channel gene was cloned and were paramount in our understanding of ion channel function prior to the molecular genetics and ion channel crystallography eras.

**Figure 1.9:** Sodium channel gating currents from the squid axon. *Top* - Current from the axon membrane in the absence of permeant ions during a step to +70 mV. The membrane capacitive current has been subtracted from the recording. Therefore, this transient current was thought to be carried by the voltage sensors of sodium channels in the axon. The authors estimated that the axon in this recording had about 50 sodium channels/µm². *Bottom* - Current from the axon membrane in the presence of sodium but not potassium. Note that the rise of the gating current in the upper trace is faster than rise of the ionic current in the lower trace, which is consistent with the gating current’s role in channel activation. Note the difference in scale between the two recordings. Taken from [52].
A comparison between the molecular events underlying the gating and ionic currents is shown in Figure 1.10. Gating current is brought about by the movement of charged amino acids in the channel helices in response to a change in membrane potential. This event is depicted as the transition between the closed and activated states in Figure 1.10A.

![Figure 1.10: The origin of Kv channel gating and ionic current. A) Left: Under resting conditions, the membrane is polarized such that the inside is more negative than the outside. The voltage sensors, which are positively charged, are in their resting state and the channel pore is closed. Middle: A depolarizing stimulus, whether caused by neuronal input or an experimenter, induces activation of the channel’s voltage sensors. This step in the activation cycle is called gating. The motion of these charges through the membrane’s electric field can be measured as gating current as shown in B. Right: The new conformation of the voltage sensors is coupled to a conformational change in the channel pore, which opens to allow potassium ions to flow. This step in the cycle is called coupling. The flow of ions through the pore can be measured as ionic current as shown in B. B) General forms of the gating (left) and ionic (right) currents that can be recorded from voltage-gated potassium channels. Note that these are not drawn to scale, as the gating current is at least an order of magnitude smaller than the ionic current. Panel A is from [53].](image)

As we saw in the previous figure, this event gives rise to small, transient currents that can be recorded using voltage-clamp. The left side of Figure 1.10B shows what gating currents might look like in a typical voltage-clamp experiment. Once activated, a coupling mechanism occurs between the ion channel voltage sensing and pore domains, which is depicted as the transition between the activated and open states in Figure 1.10A. The
current associated with channel opening is the ionic current, as discussed previously. A typical recording of potassium current is depicted on the right side of Figure 1.10B.

Because gating currents directly report the activation of voltage sensors while ionic currents directly report the opening of the pore, studies of gating and ionic currents together can give insight about the coupling of voltage sensor activation to pore opening. Indeed, coupling in channels from the Kv1 family is relatively strong, and therefore the gating and ionic currents have overlapping voltage dependencies [54]. In contrast, channels of the Kv2 family have weaker coupling as evidenced by a separation in the voltage dependence of channel gating vs. pore opening [54, 55].

Interestingly, the voltage dependencies of Shaker gating and pore opening can be separated by mutating hydrophobic amino acids in the S4 segment [56, 57]. Indeed, the Aldrich laboratory found that replacing only three non-charged residues in the Shaker S4 segment with analogous residues from the Shaw S4 segment drastically altered the voltage-dependence and kinetics of Shaker ionic currents. This mutant, called Shaker-ILT for the three mutated residues, had a left-shifted gating charge activation curve (Q-V curve) and a right shifted ionic current activation curve (G-V curve). These two curves report the voltage-dependence of gating charge movement and pore opening, respectively, and in total the two curves are separated by approximately 200 mV in Shaker-ILT. One hypothesis for the mechanism underlying this massive uncoupling of channel activation and pore opening is a stabilization of the S4 segment in a conformation that does not promote channel opening [58]. Since the electrostatics and hydrophobicity of the mutated residues are not drastically changed in Shaker-ILT, it is difficult to predict why the pre-open state is stabilized. One hypothesis is that the mutated S4 has altered interactions with membrane lipids [58].

It is important to note that data like that in Figure 1.8, Figure 1.9, and Figure 1.10 come from ensembles of channels. In fact, voltage-clamp recordings from whole cells report the collective behavior of all channels in the cell membrane. Therefore, the parameters
extracted from such data necessarily describe population characteristics. There is an entire section in this chapter (Section 1.5) devoted to a discussion of methods investigating the behavior of individual Kv channels. Discrepancies between data obtained from single channels vs. channel populations is a major theme of this dissertation, and therefore it is worth drawing attention to the methodological distinctions here.

1.3 Kv2 potassium channels

1.3.1 Kv2.1 and Kv2.2 are ubiquitous potassium channels

Kv2 channels are slowly-inactivating channels that are the mammalian corollaries to *Drosophila Shab* channels. Rolf Joho’s lab cloned the first member of the vertebrate Kv2 family, Kv2.1, in 1989 [45]. The authors noted the high degree of homology between Kv2.1 and *Shab*, especially in functionally important regions such as S4. Perhaps most importantly, when expressed in *Xenopus oocytes* these newly identified Kv2.1 subunits generated currents that were reminiscent of the slowly-activating and non-inactivating potassium currents found in some neurons. In the 1980’s and 90’s, studies on potassium channels *in situ* lagged behind those of sodium channels, partially due to a lack of highly specific and selective toxins against Kv channels (recall from section 1.1 that the first sodium channel was isolated using TTX). In 1991, James Trimmer developed an antibody against the C-terminus of the Joho lab’s newly cloned Kv2.1 channel [59]. This antibody was specific to Kv2.1 and could be used to detect the channel in various biochemical studies, including immunoblotting, immunoprecipitation and immunohistochemistry. Trimmer found that Kv2.1 channels were highly expressed in pyramidal neurons of the rat cortex and he noted the "punctate, membrane-associated nature of the staining." [59] Subsequent studies using similar immunological methods have found Kv2.1 all over the body, in central [60–62] and peripheral neurons [63], pancreatic beta cells [64, 65], cardiac [66] and smooth muscle [67, 68], for example.
In 1992, a second member of the Kv2 family, Kv2.2, was identified from a rat tongue cDNA library based on its homology to Kv2.1 [69]. Hwang and colleagues localized Kv2.2 to the hippocampus and other brain regions using in situ hybridization and concluded that its localization pattern was reciprocal to that of Kv2.1. However, in 2010 Kihira et al. found that the Kv2.2 sequence reported in 1992 was much shorter than the genomic sequence predicted. Indeed, these authors showed that the long form of Kv2.2 predicted by the genomic sequence was actually the predominant form expressed in the brain. They suggested that the earlier reported short Kv2.2 sequence had been the result of some sort of cloning artifact [70]. Kihira et al. performed immunolocalization of the long Kv2.2 peptide in vivo and found that Kv2.1 and Kv2.2 were co-localized in many brain regions. They went on to show that the long form of Kv2.2 could form heteromeric channels with Kv2.1 both in vivo and when expressed in heterologous systems [62, 70, 71]. Therefore, studies of Kv2.2 pre-dating the 2010 discovery of the long sequence should be interpreted carefully, especially in the context of the channel’s localization.

1.3.2 Kv2 channels have unique sub-cellular localization

The punctate immunostaining of Kv2.1 in cortical neurons was later confirmed to be associated with the neuronal plasma membrane (PM) using immunogold labeling and electron microscopy (EM) [60]. Du and colleagues noted several interesting aspects of Kv2.1 localization in this EM study. Firstly, they found that immunogold particles bound to Kv2.1 were often found on sections of the PM that were associated with sub-surface cisternae (SSC). These SSC were known to be portions of the endoplasmic reticulum that came into close apposition with the plasma membrane, although their prevalence and physiological functions were not well-known at the time. Du and colleagues suggested that these sites may correspond to the punctate Kv2.1 labeling that had already been seen using light microscopy, a prediction that would prove to be correct. Secondly, Kv2.1 labeling was found on parts of the neuronal PM adjacent to astrocytic membranes, as if Kv2.1 defined a locale where neurons and astrocytes interact. Furthermore, a high
percentage of labeling was found near symmetrical synapses. These latter findings were strong indications that Kv2.1 might play a role in cell-cell communication, an area of study that is currently active in our lab and others.

Over the years, immunolabeling of endogenous Kv2 channels or microscopy of fluorescently tagged Kv2 expressed in heterologous systems has proven that the punctate pattern seen by Trimmer and Du is a ubiquitous characteristic of both Kv2.1 and Kv2.2 channels. Indeed, Kv2 channels form large clusters when transfected into several different cell lines, including HEK293 [70, 72–74], MDCK [75] and Cos [76] cells. Figure 1.11 shows confocal images of Kv2.1 clusters on the basal surface of a HEK293 cell expressing a GFP-tagged Kv2.1 construct. The construct also encodes a biotin-acceptor epitope in an extracellular loop of the channel, which enables specific labeling of channels in the PM (as opposed to those that are synthesized but remain intracellular). This work confirmed the findings of the earlier EM studies by showing that Kv2.1 channels that make up clusters are in fact embedded in the PM.

**Figure 1.11:** Confocal images of a HEK293 cell transiently expressing Kv2.1 with GFP fused to its N-terminus. **A)** GFP fluorescence of the cell’s basal membrane showing clusters of channels. Note that some clusters have diameters of up to 1 micron. **B)** Fluorescent streptavidin labeling of the same cell in A reveals that clustered Kv2.1 channels are in the PM. **C)** Merge of the images from A and B showing perfect colocalization between the two signals. Adapted from [77].

Our lab was the first to apply live-cell imaging to Kv2.1 in order to study its lateral mobility in the PM. Fluorescence recovery after photobleaching (FRAP) experiments sug-
gested that a large fraction of Kv2.1 channels, but not other Kv channels, was immobile in the PM. These data, along with the observation that photo-activated Kv2.1 was also partially immobile led to the hypothesis that clustered Kv2.1 channels were somehow restricted in their ability to diffuse in the PM [72]. Higher resolution FRAP studies and single-molecule tracking indicated that while Kv2.1 channels within clusters were freely diffusive, they seemed to be corralled within the cluster perimeter [66, 77, 78]. It would be 8 more years before our lab showed definitively that Kv2.1 clusters are sites where the endoplasmic reticulum (ER) forms a junction with the PM, harkening back to the EM studies showing SSC near Kv2.1. Our lab performed experiments in live-cells to visualize both Kv2.1 and the cortical ER and found that transfection of Kv2.1 into HEK293 cells increased both the size and stability of junctions between the two membranes [79]. Furthermore, disruption of Kv2.1 clusters led to retraction of the ER from the PM, a process that we could image in real-time. These data confirmed that not only are Kv2.1 clusters equivalent to ER-PM junctions, the stable interaction between the two membranes requires Kv2 channels [79–81].

The finding that Kv2.1 induced ER-PM junctions suggested that Kv2.1 was restricted to clusters by interacting with a protein in the ER, instead of being corralled by a fence at the cluster perimeter. Several pieces of evidence from earlier work in the Trimmer lab provided some hints regarding the mechanism of this interaction. Quite early on, the Trimmer lab determined that the long C-terminus of Kv2.1 was required for the channel’s clustered localization [75]. In 2000, Lim and coworkers used truncation mutants to narrow down the important region to just 26 amino acids, and then further identified four absolutely critical residues using alanine scanning of that region. The four amino acids required for Kv2.1 clustering were S583, S586, F587 and S589 [82]. It was no coincidence that three of these four residues were serines, as Misonou and coworkers showed soon after that calcineurin, a Ca²⁺-dependent phosphatase, regulated Kv2.1 clustering [83]. The ability to control the Kv2.1 clustering phenotype by introducing point mutations in its
sequence was extremely important for the subsequent molecular characterization of the ER-PM junction. After years of failed attempts to co-immunoprecipitate an ER protein interactor with Kv2.1, our lab finally identified a candidate using a proximity-biotinylation assay [74]. In this assay, a promiscuous biotin ligase was fused to a Kv2 auxiliary subunit and this chimera was co-expressed in HEK293 cells with either wild-type or a non-clustering mutant Kv2.1. Biotinylation of a 33 kDa protein was observed in whole cell lysates when the ligase was expressed with wild-type Kv2.1, but not the non-clustering Kv2.1 mutant, suggesting that Kv2.1’s proximity to this 33 kDa protein depended on its ability to cluster. We now know that the 33 kDa protein is Vamp-associated protein, or VAP, a protein embedded in the ER membrane that interacts with the critical amino acids in the Kv2.1 C-terminus originally identified by the Trimmer lab. We went on to show that these residues define a non-canonical FFAT (two phenylalanines in an acidic tract) motif whose interaction with VAP is exquisitely regulated by phosphorylation and neuronal electrical activity [74]. A model of the Kv2 interaction with ER VAPs that underlies ER-PM junction formation is shown in Figure 1.12.

Figure 1.12: Model of Kv2 ER-PM junction. Kv2.1 channels (purple) embedded in the PM bind to VAP (red) in the ER via a non-canonical FFAT motif (green amino acids). The FFAT motif is located in the Kv2 C-terminus and binds to a basic groove in the VAP cytosolic domain. VAPs are known to oligomerize, suggesting that the ER-PM junction acts as a hub for VAP-interacting proteins (blue). Also shown is AMIGO (green), a Kv2 β subunit with cell adhesion molecule-like properties. Figure from [84].
1.3.3 Kv2 electrical function

As mentioned previously, the two Kv2 channels encode delayed rectifier currents in many cell types. The activation threshold of Kv2 currents is relatively high compared with other Kv channels. Indeed, in voltage clamp experiments Kv2 pore opening begins around -20 mV and saturates near +40 mV. Kv2 channel kinetics are also relatively slow, often requiring tens of milliseconds to reach maximal magnitudes [55]. These properties limit the activation of Kv2 channels during single action potentials, which typically have thresholds near -40 mV and are over within 2 ms. However, experiments in cultured neurons have shown that Kv2 channel currents are activated under conditions of repetitive firing, especially at high frequency. For example, Du et al. found that knock-down of Kv2.1 in cultured hippocampal neurons led to depolarization block in response to 1 Hz stimulation but not 0.2 Hz stimulation [85]. Similarly, Guan and colleagues found that transfection of a dominant-negative Kv2.1 construct in cortical neuron slices interfered with the transfected neurons’ ability to maintain high frequency AP firing in response to current injection [86]. These data, and others, suggest that the Kv2 channels’ main electrical function in vivo is to facilitate membrane repolarization in the inter-spike-interval during high frequency firing.

1.3.4 Relationship between Kv2 localization and function

In the same work showing that Kv2.1 phosphorylation state was linked to clustering, Misonou and colleagues also found a link between channel phosphorylation and function. Namely, stimuli that induced Kv2.1 de-clustering also caused the currents carried by the channels to activate and inactivate at more hyperpolarized potentials [83]. For example, in central neurons, a 10 minute application of 10 μM glutamate was sufficient to induce both de-clustering and a -20 mV shift in Kv2.1 voltage dependence. These effects were prevented by removing Ca$^{2+}$ from the extracellular solution or by blocking calcineurin, the phosphatase that regulates the Kv2.1-VAP interaction [83]. Treat-
crement of hippocampal neurons with carbachol (a muscarinic agonist) induced a similar calcineurin-dependent effect on Kv2.1 voltage-dependence [73]. However, this effect was mediated by Ca$^{2+}$ released from intracellular stores as opposed to Ca$^{2+}$ from the extracellular medium and required additional residues in the channel C-terminus [73]. Along with the aforementioned shifts in voltage dependence, de-clustering via glutamate or carbachol led to changes in neuronal excitability. For example, after glutamate treatment hippocampal neurons fired fewer APs in response to injected current steps [87], consistent with the idea that enhanced Kv2.1 voltage sensitivity lead to a reduction in overall excitability.

At the time of the above studies, the connection between Kv2.1 and the ER had not been established. The obvious hypothesis regarding Kv2.1 localization and function was that clustered channels had a high activation threshold, and upon declustering they took on the low threshold phenotype [83]. Our lab set out to test this idea using on-cell patch clamp of Kv2.1 expressed in HEK293 cells. This method allowed us to measure currents from clustered or non-clustered channels independently. To our surprise, when expressed in HEK293 cells, non-clustered Kv2.1 channels had a voltage-dependence of activation in the normal range, not the hyperpolarized range associated with de-phosphorylated channels [88]. This was the first suggestion that phosphorylation state in the C-terminus of Kv2.1 that regulates clustering was independent of channel electrical function. This conclusion was later supported by the finding that the voltage-dependence of a Kv2.1 mutant lacking the non-canonical FFAT motif was still sensitive to calcineurin-dependent dephosphorylation [89]. Perhaps more surprisingly, using on-cell patch clamp, O’Connell and colleagues found that clustered channels did not activate at all, even at voltages up to +150 mV. Consistent with the separation between channel localization and electrical function, stimuli that disrupted Kv2.1 clustering, such as alkaline phosphatase and actin depolymerizing drugs, did not result in any increase in Kv2.1 current as would be expected if these silent channels became active when they escaped from clusters. Together
these data were strong evidence that 1) channel clustering and voltage dependence were controlled by separate phosphorylation events and 2) some Kv2.1 channels were held in a non-functional, or non-conducting state, and the mechanism that silenced these channels was independent of their phosphorylation state and localization. These non-conducting Kv2.1 channels are a major focus of this dissertation, and therefore will be given a more thorough treatment in section 1.4.

1.3.5 Pathophysiology of Kv2 channels

Kv2 channels have been implicated in several pathophysiological contexts. The Aizenman laboratory has spent decades characterizing the contribution of Kv2 current to injury-induced apoptosis, or programmed cell death. In 2003, Pal and coworkers found that Kv2.1 dominant negative constructs expressed in cortical neurons ameliorated the increase in K+ current that usually precedes apoptosis [90]. This was the first indication that Kv2 channels carried this well-known pro-apoptotic K+ surge that kicks off caspase-mediated cell death. In this same work, the authors showed that the dominant negative Kv2.1 construct offered protection to neurons exposed to DTDP, a drug that can induce apoptosis. Follow-up studies have identified two residues, Y124 and S800, whose phospho-states regulate the Kv2.1 current surge. It appears that DTDP leads to increased phosphorylation of these residues, promoting the insertion of new Kv2.1 channels into the membrane via SNARE-dependent mechanisms. The Aizenman lab recently reported that preventing the expression of the Kv2.1 apoptotic current is neuroprotective after an ischemic insult [91–93].

Like many other voltage-gated potassium channels, Kv2 channel function has also been implicated in neuronal excitability disorders, such as epilepsy. In 2014 Speca and coworkers characterized a Kv2.1 knock-out mouse line and found that it was more susceptible to epileptic seizures in the face of convulsant administration, although it did not have spontaneous seizures. These mice also had general hyperactivity and deficits in some learning paradigms, but overall had no gross morphological or behavioral pheno-
types [94]. More recently, *de novo* mutations in Kv2 channels have been implicated in human epilepsies and developmental delay. Some 20 gene variants have been found in Kv2.1 that lead to missense mutations, frameshifts or truncated subunits [95]. DeKovel and co-authors characterized patients carrying one of these mutations and found that 100% of patients had developmental delay and more than 90% had epileptic encephalopathy. Another group of scientists carefully studied several of the documented mutations in a heterologous system using automated patch clamp [96]. They found variable effects of each mutation on channel function, but in most cases a complete loss of electrical function was attributed to reduced channel trafficking to the cell surface. Interestingly, at least 3 of the characterized mutations occur in the C-terminus of the channel protein and are not predicted to alter Kv2 channel conductance or trafficking [96]. Instead these mutations remove the C-terminal FFAT motif, inhibiting Kv2.1’s ability to interact with ER VAPs. It is intriguing to speculate on how these mutations could lead to excitability disorders by altering ER-PM junction formation yet without altering channel conducting functions. Therefore, in some cases the relationship between channel function and disease is still unclear.

### 1.4 Non-conducting Kv2 channels

#### 1.4.1 Evidence for nonconducting Kv2.1 channels

As mentioned above, in 2010 our lab showed with on-cell patch clamp that clustered Kv2.1 channels expressed in HEK293 cells did not conduct potassium in response to depolarization [88]. This result was consistent with an older observation from the Pongs laboratory that had largely been overlooked in the literature. In that experiment, Bengdorff et. al. expressed Kv2.1 in *Xenopus oocytes* and recorded currents from the entire cell membrane using the whole-cell patch clamp method. They observed something strange. Not only did they see the normal slowly activating and inactivating ionic currents carried by Kv2.1 channels, but at the beginning of each recording they also saw fast, tran-
sient currents that were much smaller than the ionic currents whose time- and voltage-
dependence resembled that of gating currents as shown in Figure 1.13 [97]. Based on the
relative magnitudes of the whole-cell ionic current and presumptive gating current, the
authors estimated that less than 1% of the gating channels actually opened and conducted
potassium. This is the only time gating and ionic Kv2.1 currents have been observed in
the same voltage clamp trace. The author’s did not speculate on what may have caused
so many non-conducting channels in their preparation.

![Figure 1.13](image)

**Figure 1.13**: Whole-cell voltage-clamp recording from Kv2.1 expressed in *Xenopus oocytes* revealed gating currents and ionic currents in the same recording. Note in the *inset* the “hump” in the current that occurs after the initial capacitive spike but precedes the majority of the ionic current. The “hump” was proposed by the authors to be carried by Kv2.1 gating charges. Adapted from [97].

A few more indirect pieces of data from the literature further support the existence of a silent population of Kv2.1 channels. For example, a recent study by O’Dwyer of Kv2.1 in mesenteric arterial myocytes also showed a mismatch between the magnitude of Kv2.1 gating charge and macroscopic K⁺ conductance [98]. These authors used Kv2-specific spider toxins to block channel gating and conductance. However, they measured either gating charge or conductance from a single cell, but did not measure both parameters from the same cell. Nevertheless, measurements before and after toxin application
revealed that Kv2 gating currents were carried by 75,000 channels/myocyte in males and 180,000 channels/myocyte in females. In contrast, the toxin-sensitive ionic currents were only a few hundred picoamps in magnitude. This level of Kv2 ionic current was estimated to represent a few hundred fully functioning Kv2 channels. Therefore O’Dwyer and coworkers concluded that less than 1% of Kv2.1 channels are conducting in smooth muscle cells [98]. This study supports the findings from an older examination of Kv2.1 in cerebral arterial smooth muscle cells, which express high levels of Kv2.1 protein but only produce a 100-200 pA of delayed rectifier current [68, 99]. Although the Kv2.1 channels were not counted in this work, the trend remains.

Given our expertise in single molecule microscopy, our lab was interested in quantifying the prevalence of the Kv2 non-conducting state with the hopes of uncovering the mechanism underlying the silencing of Kv2 conductance. In 2013, our lab published a quantitative method to count non-conducting GFP-tagged Kv2.1 channels expressed in HEK293 cells. This method relied on total internal reflectance fluorescence (TIRF) microscopy, a technique that is well suited to the study of membrane proteins because it allows the specific visualization of fluorescent proteins in the PM and those within approximately 100 nm of it [100]. In this work, Fox and coworkers used the fluorescence associated with a single GFP molecule to estimate the number of GFP-tagged channels in the PM of each HEK293 cell imaged in TIRF. The same cells were also voltage-clamped to obtain two parameters: the magnitude of the Kv2.1 current and the cell capacitance [101]. These two parameters, along with the estimate of GFP-tagged channel densities made prior were used to compare the number of conducting channels and the number of fluorescent channels in the PM. Fox et al. found that there were more fluorescent channels in the PM than those that contributed to Kv current. Furthermore, the fraction of PM channels that were non-functional was not a constant. Instead, the more channels that were expressed the larger the fraction of non-functional channels became. The same results were observed for a truncated Kv2.1 construct that lacked the ability to interact with the ER
and thus cluster. These data led to the conclusion that increasing the expression of channels in the membrane led to increased silencing of channel electrical function and that this effect was independent from the channel’s localization to clusters. In other words, the non-conducting state of Kv2.1 channels was favored by increased channel density in the PM.

High density in the PM is currently our best model for a mechanism that silences Kv2.1 function. However, a true molecular mechanistic understanding of the Kv2.1 non-conducting state requires more experimentation. For example, is the density-dependent mechanism simply due to protein crowding in the membrane? Or is the non-conducting state favored at high densities because the expression or activity of some interacting partner is limiting? These questions were some of the major motivations for developing a new approach to assaying non-conducting channel behavior, as described in the first half of this dissertation.

1.4.2 Non-conducting functions of Kv2.1 channels

As discussed in section 1.3, Kv2.1 channels in the PM form junctions with the ER membrane. The stable contact site between the two membranes represents an organelle with many functions. For example, our lab showed that membrane contact sites (MCS) between the PM and ER are sites of exocytosis of both nascent and recycled membrane proteins [80, 102]. Kv2.1’s role in exocytosis is linked to its interaction with SNARE proteins. Indeed, the Lotan and MacDonald groups largely pioneered our understanding of Kv2.1’s effects on exocytosis in both endocrine and neuronal cells. Early on, Kv2.1 was found to interact directly with Syntaxin-1a, a member of the SNARE complex that mediates Ca\textsuperscript{2+}-dependent vesicle fusion [103]. In further studies, the presence of WT Kv2.1 enhanced vesicle fusion in response to depolarization in dorsal root ganglion neurons, chromaffin cells, and pancreatic islet cells as measured by cell capacitance or biochemical detection of secreted factors [103–105]. In each case mutant channels lacking the syntaxin-1a binding domain, or C1a domain, failed to facilitate exocytosis. In addition, mutant channels with
non-functional pores facilitated exocytosis to the same degree as the WT channel, suggesting that K\(^{+}\) flux was not involved in Kv2.1’s effects on exocytosis. The expression of soluble C1a domain in these systems completely blocks the Kv2.1-dependent facilitation of release, further supporting the requirement of Kv2.1’s interaction with Syntaxin-1a for this effect [103, 105]. However, additional parts of the Kv2.1 C-terminus likely are involved as well, because Kv2.1\(\Delta 318\), a truncation mutant lacking the VAP-binding domain but containing the C1a domain, also failed to facilitate exocytosis in pancreatic beta cells [65]. In any case, the recruitment of exocytotic vesicles to the PM and the facilitation of their release is an important non-conducting function of Kv2.1 channels. Current work in our lab aims to expand the investigation of Kv2.1-facilitated exocytosis to neurotransmitter release in central neurons. Preliminary data suggests that Kv2.1-induced ER-PM junctions are found at axonal presynaptic release sites. Furthermore, shRNA-mediated knock down of Kv2.1 reduces glutamatergic vesicle fusion at these sites by 50%, as measured by the signal from a pH-dependent fluorophore fused to the vesicular glutamate transporter (vGlut-SEP). Importantly, the AP waveform in these cells was not affected by Kv2.1 knock down, suggesting that Kv2.1’s ability to mediate glutamate release was not related to its control of the AP waveform. Instead, these data suggest that synaptic vesicle release is an additional non-conducting function of Kv2.1 channels.

Another area of active research regarding non-conducting functions of Kv2.1 channels addresses the physiological relevance of Kv2.1 clustering to neuronal apoptosis. As discussed previously, work done primarily in the Aizenman laboratory showed that Kv2.1 mediates the pro-apoptotic K\(^{+}\) current surge that triggers cell death in many cells [90,106]. Furthermore, apoptotic Kv2.1 currents could be reduced by blocking the Kv2.1-Syntaxin interaction described above [92], supporting a model in which apoptotic currents come from newly inserted channels. In accordance with our finding that Kv2.1 clusters are sites of exocytosis, recent work in the Aizenman lab revealed that interrupting Kv2.1 clustering by preventing the Kv2.1-VAP interaction was also neuroprotective under conditions
that would normally induce apoptosis, e.g. ischemia [93]. In fact, these authors showed that administering a de-clustering peptide within a few hours after ischemic neuronal injury reduced infarct volume and prevented adverse long-term behavioral deficits in mice. Although this work establishes that Kv2.1 de-clustering can be neuroprotective by preventing apoptosis, it is unclear whether injury-induced changes in Kv2.1 activation threshold also play a role in this process.

The most recently discovered non-conducting function of Kv2.1 channels is their ability to mediate interactions with glial cells, as originally predicted by Du and colleagues in 1998. Last year, Cserép et al. found that microglia make contact with neuronal somas and proximal dendrites and >90% of these contacts occur at Kv2 clusters [107]. These authors also showed that Kv2.1 was sufficient to induce these long-lived contacts by co-culturing microglia with HEK293 cells expressing a Kv2.1 cDNA construct. Under these conditions microglial processes made contact with the HEK293 cell membrane at Kv2.1 clusters, but they did not make contacts in the absence of Kv2.1. In vivo the microglial membrane adjacent to neuronal Kv2.1 clusters was enriched in purinergic receptors. Therefore the authors hypothesize that Kv2.1 clusters are sites of neuronal ATP release that signal neuronal states to glial cells. Whether Kv2.1 itself or one of its binding partners mediate the transcellular interaction with microglia is under current investigation. The Kv2.1 beta subunit AMIGO1 is an intriguing candidate for this mechanism due to its cell-adhesion molecule-like characteristics [108]. The interaction between Kv2.1 and the different AMIGO isoforms is the topic of Chapter 4 of this dissertation and represents a relatively young field of study.

1.4.3 On the mechanism of non-conducting Kv2.1

Non-conducting Kv2.1 channels have been observed in several systems, including heterologous expression systems such as *Xenopus oocytes* [97] and HEK293 cells [88, 101], and endogenous systems including hippocampal neurons [101] and smooth muscle cells [98]. This suggests that the non-conducting phenotype is controlled by some relatively com-
mon signaling event. It is unknown whether each Kv2.1 channel’s conducting phenotype is fixed during channel synthesis/trafficking or if individual channels can switch between conducting and non-conducting in the PM. To date, no stimulus has been found that removes channels from the non-conducting state, although several paradigms have been tried. These include declustering via complete dephosphorylation of the channel using alkaline phosphatase, declustering via actin depolymerization [88], declustering via C-terminal truncation [101], minutes-long exposure to extremely hyperpolarized potentials, and intracellular exposure to the reducing agent dithiothreitol (unpublished observations). Given that there are an infinite number of testable hypotheses regarding stimuli that may alter the non-conducting fraction, it is clear that alternative approaches are necessary to elucidate the mechanism of the Kv2.1 non-conducting state. To that end, I devised a new method in our lab for quantifying Kv channels residing in either conducting or non-conducting states, the details of which are contained in Chapters 2 and 3.

1.5 Methods for counting channels

1.5.1 Single channel recordings

After the voltage clamp method was invented and ion channel proteins had been discovered, there was a desire to observe the opening and closing of these membrane pores. Neher and Sakmann accomplished this feat in 1976 by modifying the voltage clamp method in a few key ways [109]. They realized that in order to resolve such small-amplitude events as single channel currents they needed to reduce the background noise of their preparations. Instead of using wire electrodes inserted into cells, Neher and Sakmann fabricated glass capillary pipettes with a small opening at one end. By gently placing the small opening onto a cell membrane and applying negative pressure, they could suck a small patch of membrane into the pipette and seal the lipid membrane to the glass. To their surprise, biological membranes formed extremely high-resistance seals, on the order of gigaohms, with the glass pipettes leading to orders of magnitude less noise in their
recordings [109,110]. The first single ion channel events were recorded from acetylcholine receptors in frog muscle cells. Two properties of the recorded events helped distinguish them from noise: the frequency of the small deflections in the current waveform were dependent on the concentration of agonist in the glass pipette and their amplitude was dependent on the membrane voltage. The single channel recording technique is extremely powerful in that it is one of the few biological techniques that can record the behavior of individual molecules in real time, *in situ*. Indeed, from a few tens of seconds of recordings one can estimate parameters related to the channel’s function such as single channel conductance and open probability. The downside to single channel recordings is that only active, i.e. conducting, channels are detected. Therefore the experimenter must make an assumption about the number of channels that are present in a given patch of membrane. In general, the number of channels in a membrane patch is assumed to be equal to the maximum number of simultaneous openings observed. However, one can never be sure how many silent, or non-conducting, channels are present in the patch. Nevertheless, single channel recordings have been used to estimate the number and density of ion channels in various preparations by dividing the macroscopic conductance of the preparation by the single channel conductance obtained from single channel recordings [2].

Two examples will help impress upon the reader that estimating the number of channels in a patch from the simultaneous openings is not always accurate. First, while exploring mutations in the *Shaker* channel pore that altered C-type inactivation, López-Barneo and colleagues found that some mutations also imparted an exquisite dependence of macroscopic current magnitude on external K⁺ concentration [111]. Single channel recordings from the mutants expressed in *Xenopus oocytes* revealed that the increase in macroscopic current magnitude could not be attributed to an increase in the single channel conductance. Instead, upon elevation of external K⁺, the authors noted that single channel current actually decreased (due to reduced driving force for K⁺) while the number of simultaneous openings increased. Therefore the authors concluded that elevated
K+ resulted in an increase in the "number of channels that open on depolarization," i.e. an increase in channel open probability [111]. A similar result had been reported for the WT Kv1.4 channel one year prior [112]. The question remains, what were these silent channels doing in the lower, yet more physiological K+ concentrations? What state were they in that they so rarely opened in response to depolarization?

Second, exploration of the effect of TEA on Kv2.1 led the Korn lab to identify two different conductance states of the channel, one which was sensitive to TEA and one which was not [113]. Under physiological K+ concentrations, 15% of Kv2.1 channels reside in the low conductance, TEA-insensitive state, which is too small to resolve under common single channel recording conditions. Trapani and coworkers used modeling to detect the low conductance state in the face of only 0.3 pA of baseline noise. Trapani’s identification of potassium-dependent conducting states in Kv2.1 hearkens to the experiments described in the previous paragraph. Here the authors found that raising extracellular K+ increased the likelihood of Kv2.1 channels opening into the high conductance state. There, authors found that raising extracellular K+ increased the open probability of channels in their patches. Could these mechanisms be equivalent? Could a low or non-conducting populations of channels be more common than previously thought? Evidence in this dissertation suggests so.

1.5.2 Noise fluctuation analysis

An alternative method for counting channels relies on inferring single channel properties from recordings of ensembles of channels. This method actually preceded single channel recording methods, because it is technically more feasible [114]. In short, the statistical variance in an ensemble of macroscopic recordings is measured at various voltages [115, 116]. In this way the experimenter builds up a sample of the noise associated with different channel open probabilities. The data can then be analyzed under the assumption that the overall noise comes from the additive noise associated with the opening and closing of individual channels in the population. Under this assumption, maximal
noise occurs at $P_o = 0.5$ and overall noise increases with the number of channels. Fitting the data to a model with these assumptions yields estimations of the single channel conductance and the number of channels in the population (see Appendix A for further details). Noise fluctuation analysis has the ability to detect unitary events smaller than the baseline noise [117]. Indeed, recently Liu and colleagues measured the notoriously small single channel conductance of HCN channels using noise fluctuation analysis and found it to be 0.5 pS [118].

1.5.3 TIRF Microscopy

As mentioned above, our lab has used TIRF microscopy to count ion channels in heterologous and primary cells [101]. In principle the method is the same as counting channels from electrophysiological measurements: a macroscopic value is divided by a unitary value to find the number of channels in the population. However, in this case the values are fluorescent intensities as opposed to charges. To measure the unitary fluorescence associated with a single fluorescently-tagged ion channel the channels must be present at low enough density in the PM to resolve fluorescence from individual channels. The density of channels in the membrane can be reasonably well-controlled by adjusting the amount of cDNA the cells are given to express. Once resolved, an average unitary fluorescence is taken from a sample of single channels. This number will be subject to error from several sources such as photobleaching, the folding efficiency of the fluorescent protein, and spatial variations in the interaction of light with the sample (either due to uneven illumination or ripples/folds in the PM). Nevertheless, reasonable estimates can be made with a large enough sample size. When coupled with electrophysiology TIRF microscopy can act as an internal control for the total number of channels in a cell. A discrepancy between the functional channels detected with electrophysiology and the total number of channels detected with microscopy would suggest that multiple populations of channels are present. Indeed this method revealed the density dependence of the Kv2.1 non-conducting state in our lab [101].
1.6 Overview of this Dissertation

This dissertation contains the results of experiments designed to further our understanding of both conducting and non-conducting functions of Kv2 channels. It builds on observations made in our lab over the past decade and attempts to push the boundaries of our understanding of Kv channels further. The results herein may prove to be useful in future neuroscientists’ quest to understand and control the electrical behavior of the nervous system.

Chapter 2 details the development and validation of an updated method to count non-conducting Kv channels that improves upon the previous methods used in our lab. The three distinct advantages are 1) voltage-dependent gating and channel conductance are measured from a single population of channels simultaneously, 2) the measurements can be made under more physiological conditions than were previously used and 3) the new method is more high throughput. We use Kv2.1 to test and validate the assay in this chapter and we test the hypothesis that while only a fraction of Kv2.1 channels in the PM conduct, they all sense voltage.

Chapter 3 presents data on the prevalence of non-conducting channels from three different Kv channel types using the method developed in Chapter 2. The data in this chapter support the hypothesis that Kv2.2 also has a density-dependent non-conducting state. Furthermore, we show evidence for similar non-conducting states in two Shaker-related channels, Kv1.4 and Kv1.5, suggesting the mechanism controlling conductance state is somewhat common.

Chapter 4 presents experiments undertaken to characterize the role of the AMIGO family of proteins as Kv2 beta subunits. This chapter tests the hypothesis that all 3 AMI- GOS effect Kv2 conducting functions, and therefore represents a departure from the direct study of non-conducting Kv channels. However, results from this chapter have implications for both conducting and non-conducting Kv2 channel functions, including the role of AMIGO in neuron/glial communication.
Chapter 5 summarizes the conclusions reached from the data in this dissertation. It also discusses the difficulties of studying non-conducting channels and my outlook for these studies in the future. It goes on to propose some future avenues of research for both determining the mechanism of Kv channel silencing and for discovering the localization and prevalence of AMIGO isoform-specific assembly with Kv2 channels in vivo.
Chapter 2

An improved method for counting non-conducting Kv2.1 channels

2.1 Chapter Overview

Ion channel proteins have historically been appreciated for their contribution to cell excitability. However, many ion channels play additional roles for cell biology beyond their ion conducting functions. The Kv2 channels are one family of ion channels whose non-conducting functions are of interest in mammalian physiology. Kv2 channels form stable contact sites between the endoplasmic reticulum and plasma membrane via an interaction with ER resident Vamp-associated proteins. In order to perform this structural role, Kv2 channels are expressed at extremely high levels on the plasma membranes of many cell types, including central pyramidal neurons, alpha motoneurons, smooth muscle cells, and pancreatic beta cells. Research from our lab and others suggests that the majority of plasma membrane Kv2.1 channels do not conduct potassium in response to depolarization. The mechanism of channel silencing is unknown but has been shown to be dependent on channel density in the membrane. In this work we develop an improved electrophysiological assay that can be used to test the mechanism underlying the Kv2.1 non-conducting state. We use this assay to count conducting and non-conducting Kv2.1 channels expressed in individual HEK293 cells. We reproduce the finding that the majority of Kv2.1 channels in the plasma membrane are non-conducting, and that the non-conducting fraction is favored by high channel density in the membrane. In order to validate the method, we make the quantitative measurements of gating charge from a known number of fluorescent channels. Results from this experiment directly show that all Kv2.1 channels in the PM have functional voltage-sensing domains, suggesting that the non-conducting state is not due to protein misfolding. The described assay has distinct advantages over previously used methods to detect non-conducting channels. Specifically, it detects gating transitions and ion conductance from the same
population of channels, it does not require pharmacological block of channels, and it is higher throughput. This method will be useful for identifying the molecular mechanism of Kv2.1 silencing in the future.

Hypotheses to be tested:

1. All Kv2.1 channels in the PM have functional voltage sensing domains.

2. The majority of Kv2.1 channels in the PM do not conduct potassium despite having activated voltage sensing domains.

3. The fraction of Kv2.1 channels that conduct in response to depolarization decreases with increased channel density in the PM.

4. Kv2.1 single channel conductance and open probability are insensitive to channel density in the PM.

2.2 Introduction

The Kv2.1 potassium channel is the most abundant K\(^+\) channel in the mammalian nervous system. This delayed rectifier is expressed in several tissue types, including brain, muscle and pancreas [69, 76]. It plays a canonical role in controlling neuronal excitability, especially under conditions of high frequency firing [85]. However, it also has non-canonical functions that are intimately related to its localization. Kv2.1 channels aggregate into large clusters on the plasma membrane and interact directly with ER-resident Vamp-associated Proteins (VAPs). The interaction is regulated by the phosphorylation status of a non-canonical FFAT (two phenylalanines in an acidic tract) motif in the Kv2.1 C-terminus, which provides the cell a means to dynamically control the formation of junctions between the ER and plasma membranes (ER-PM junctions) [74, 81]. Indeed, the phosphorylation state and therefore localization of Kv2.1 channels is regulated by the balance of activity between several kinases and the Ca\(^{2+}\)-sensitive phosphatase, calcineurin [83]. Although we do not fully understand the cellular events downstream of
cluster formation, we know that Kv2-induced ER-PM junctions represent important domains for diverse processes such as endo- and exocytosis [102, 104, 119], Ca\(^{2+}\) channel localization and function [79, 98, 120, 121]), and cell-cell communication [60, 107].

Interestingly, our lab and others have shown that the majority of Kv2 channels expressed in the plasma membrane do not conduct potassium in response to depolarization. We hypothesize that the high number of channels required for ER-PM junction formation demands a concomitant silencing of channel conductance to prevent electrical paralysis of cell membranes. Indeed, high densities of Kv2.1 channels in the membrane appears to favor the non-conducting state of the channel [88, 101]. However, the molecular mechanism of Kv2.1 silencing is unknown.

Two approaches have been used to infer the presence of non-conducting Kv2.1 channels. Since non-conducting channels do not contribute to ionic current recordings, both published approaches rely on detecting a difference in the numbers of total versus conducting Kv2.1 channels in a membrane patch or whole cell. The major difference is the means by which the total number of Kv2.1 channels were estimated. Benndorf et al., O’Connell et al., and O’Dwyer et al. used the whole-cell gating charge moved by Kv2.1 channels as a readout for total channels [88, 97, 98]. O’Connell et al. and Fox et al. used optical methods to estimate the total number of Kv2.1 channels in on-cell patches [88] or whole cells [101], respectively. Each method has its drawbacks, as discussed below.

In the studies that used gating currents as a readout for total channel number, two measured gating channels and conducting channels from two different cell populations. For example, O’Connell and colleagues expressed Kv2.1 in HEK293 cells and recorded whole cell gating currents from one group of cells under conditions of total ionic current block. They estimated that on average, these cells expressed \(10^6\) total channels. A second group of cells was patched under physiological conditions and the ionic current at maximal open probability was used to estimate the number of conducting channels. On average, this population of cells only had \(\sim30,000\) conducting channels. Therefore, it appeared
that about 97% of Kv2.1 channels expressed in HEK293 cells were non-conducting [88]. Similarly, O’Dwyer and coworkers used spider toxins to measure the Kv2 gating charge from one population of arterial myocytes in the absence of permeant ions. They estimated that each myocyte expressed between 75,000 and 180,000 total Kv2.1 channels. They then used physiological ionic solutions to measure the toxin sensitive ionic current in another population of myocytes and estimated only 60-200 channels were conducting. This suggested that more than 99% of Kv2.1 channel endogenously expressed in arterial myocytes were non-conducting [98].

The above studies are certainly informative. For example, they suggest that non-conducting Kv2.1 channels have functional voltage-sensing domains. However the clear issue with the approach is the possibility that the cells used for measuring gating current simply expressed more channels than the cells used for measuring ionic current. To date, Benndorf and coworkers are the only authors to estimate total and conducting Kv2.1 numbers from the gating and ionic currents in single cells [97]. Indeed, although it wasn’t their intention, they were able to record Kv2.1 gating and ionic currents in the same voltage clamp trace in physiological solutions. The relative magnitude of the gating charge and ionic current in their recordings suggested that 99% of channels were non-conducting in their hands. It is not clear why there were so many non-conducting channels in their Xenopus oocytes, while other authors have not reported a large non-conducting population of Kv2.1 when expressed in the same cell type [36, 54, 122].

Unlike in the experiments described above, O’Connell et al. and Fox et al. used electrophysiology combined with optical methods to detect non-conducting channels. O’Connell targeted a patch-pipette to areas of HEK293 cell membrane that contained clusters of GFP-tagged Kv2.1 channels. Kv2.1 channels can reach densities of hundreds of channels per square micron in clusters, so the authors assumed there were hundreds of channels in each bit of patched membrane. Channel activity was exceedingly rare in these patches, even with depolarizing stimuli up to +150 mV. Although they could not
give an exact percentage of conducting channels in their patches, these qualitative data suggested that the majority of clustered Kv2.1 channels were non-conducting [88]. At the time of this work, O’Connell and colleagues did not know that Kv2.1 clusters were also sites of ER-PM junctions. That discovery led to questions regarding the use of on-cell patch clamp to study channel behavior in the plasma membrane of ER-PM junctions. Is it possible that the entire junction could have been sealed to the glass of the on-cell pipette, potentially leading to artifacts in the recordings of plasma membrane channel function? This question inspired Fox and coworkers to develop a different method of counting non-conducting Kv2.1 channels. In their work, GFP-tagged channels were again expressed in HEK cells. This time, whole-cell patch clamp was used to avoid potential on-cell artifacts. The whole-cell ionic current, along with a cited value of Kv2.1 single channel conductance, was used to estimate the number of conducting channels. The number of total channels was taken as the number of fluorescent channels in the plasma membrane, which was elegantly estimated by extrapolating the fluorescence of a single GFP-tagged channel to the whole-cell area. The two measurements yielded wildly different numbers of conducting and total Kv2.1 channels, and suggested again that up to 96% of channels were non-conducting [101]. One strength of the method developed by Fox et al. was that it allowed them to measure the percentage of non-conducting channels from HEK293 cells across a range of expression levels. The data from those experiments suggested that channel density, as opposed to clustering, led to channel silencing.

While innovative, the method developed by Fox and colleagues also had some issues. In their method, ionic currents were measured from a known number of fluorescent channels bathed in a physiological K⁺ gradient. The ionic currents were extremely large under these conditions, so they also included TEA in the external solution to lower the potential for voltage error in their recordings. Thanks to work from the Korn lab, we now know that Kv2.1 has two major conducting states when bathed in physiological K⁺. We also know that TEA selectively blocks Kv2.1 channels in the high conductance state, but
not the low conductance state [113]. Therefore, the cited value of Kv2.1 single channel conductance that Fox and coworkers relied on to count conducting channels was likely inaccurate for Kv2.1 bathed in TEA. This means that Fox et al. probably overestimated the number of non-conducting Kv2.1 channels in HEK293 cells in that work.

Given the drawbacks of published approaches for counting non-conducting Kv2.1 channels, we developed an improved method for making these measurements in HEK293 cells. Our method builds on the approach taken by O’Connell and O’Dwyer by measuring gating charge and ionic conductance. However, largely inspired by the work of Benndorf and colleagues, we aimed to make both of these measurements from each cell. To ensure accurate channel counts, we went to great lengths to measure both the unitary gating charge and conductance of Kv2.1 channels in our system. We relied heavily on the fluorescent channel counting approach taken by Fox et al. to do this, and so build on their work as well. In all, our approach has three major advantages to those described in the literature: 1) it detects gating and conducting channels from each cell simultaneously, as opposed to separate cell populations 2) it does not require the use of pharmacological blockers and avoids any associated artifacts and 3) it is higher throughput because all the data are contained in a single voltage-clamp trace. We use this approach to count non-conducting Kv2.1 channels expressed in HEK293 cells. We find that on average, 50% of Kv2.1 channels are non-conducting, but this percentage is a function of channel density in the membrane and at the highest expression levels 70% of channels are non-conducting. Therefore, our results largely corroborate earlier findings. This approach represents a significant improvement in our ability to detect non-conducting channels and it will be used in the following chapter to further explore mechanisms of channel silencing.
2.3 Materials and Methods

2.3.1 DNA constructs

Plasmid DNA containing the coding sequence for GFP-Kv2.1 (rat) was transiently transfected into HEK293 cells and has been described previously [72, 74, 102, 123]. The fluorescent protein is fused in frame to the N-terminus of the Kv2.1 open reading frame which minimizes effects on channel trafficking and function.

2.3.2 Cell culture and transfection

HEK293 (ATCC #1573) cells were maintained in 10 cm cell culture dishes (CellTreat #229620) at 37°C under 5% CO₂ in DMEM (Corning #10-013-CV) supplemented with 10% FBS. Cells were transfected with plasmid DNA (200 ng-2 µg) via electroporation (BioRad GenePulse Xcell) in a 0.2 cm gap cuvette (Bulldog Biosciences #12358-346; single pulse, 110 V, 25 ms) and returned to new 10-cm dishes containing DMEM+10% FBS. After 12-18 hours, transfected cells were trypsinized and plated at low density on glass-bottom dishes (MatTek #P35G-1.5-14-C) coated with Matrigel (BD Biosciences #354230) for use in electrophysiological or imaging experiments over the course of a single day.

2.3.3 Electrophysiology

For simultaneous gating and ionic current recordings, transfected HEK293 cells plated at low-density on glass-bottom dishes were bathed in High K⁺ external recording solution to shift the potassium reversal potential to +40 mV (in mM: 150 KCl, 2 CaCl₂, 2 MgCl₂, 10 glucose, 10 HEPES, pH 7.37, 340 ± 3 mOsm/L). Transfected cells were identified by GFP fluorescence. Patch pipettes were fabricated from thin-walled borosilicate glass with a Sutter P-97 puller. Tip resistances were in the range of 1-3 MΩ when filled with low K⁺ intracellular recording solution, resulting in a theoretical $E_K=41.2$ mV (in mM: 30 KCl, 115 NMDG-Cl, 1 MgCl₂, 0.5 EGTA, 10 HEPES, 2 ATP-Mg₂, pH 7.35, 310 ± 3 mOsm/L). The
liquid-junction potential between these Flipped K$^+$ solutions was measured each recording day (9.5 ± 1.3 mV, N=23) and command voltages were corrected accordingly offline.

For noise fluctuation analysis, transfected cells were bathed in either High K$^+$ external solution (described above) or physiological external solution containing (in mM): 140 NaCl, 5 KCl, 2 CaCl$_2$, 2 MgCl$_2$, 10 glucose and 10 HEPES, pH 7.4, 340 ± 3 mOsm/L. The internal solutions varied to facilitate measurements of unitary channel properties in different potassium concentrations. The physiological and symmetrical High K$^+$ internals were the same and contained (in mM): 150 KCl, 4 NaCl, 1 MgCl$_2$, 0.5 EGTA and 10 HEPES, pH 7.4, 310 ± 3 mOsm/L. The internal solution used in the Flipped K$^+$ condition was as described above.

Whole-cell voltage-clamp experiments were carried out at room temperature using an Axopatch200b amplifier and a Digidata1550A digitizer using pClamp10.6 software (Axon Instruments). Currents were compensated for whole-cell capacitance and series resistance (>85%), digitized at 33 kHz and low-pass filtered at 5 kHz. Online leak subtraction was applied using the P/-2 (gating assay) or P/-4 (noise fluctuations) method prior to data acquisition. Raw traces were inspected by eye to ensure data quality.

2.3.4 Simultaneous gating and ionic current recordings

Transfected cells were identified by GFP fluorescence as described below (TIRF imaging). Giga-ohm seals were formed at 0 mV with light suction. After break-in, cells were held at -90 mV until the pipette solution exchanged with cytoplasm. Full solution exchange occurred over the first 2 minutes after break-in as evidenced by a stabilization of the K$^+$ reversal potential near +40 mV. Leaky seals were common after break-in with these solutions and cells with more than 1 pA/mV holding current after this time were not used further. Cells were depolarized from -90 mV to $E_K$ for 40 ms to activate all available voltage-sensors without eliciting significant ionic current. Four 5 ms, increasing voltage steps between 39 mV and 42 mV were applied before repolarizing the membrane to -90 mV (see Figure 2.2 for graphical protocol). The area under the on-gating current ob-
served at $E_K$ was used to calculate charge moved during the depolarizing step ($Q_{ON}$) and
the slope of the current-voltage relationship between 39-42 mV was used to calculated
membrane conductance ($G_{Mem}$). Membrane current was ohmic in this small voltage win-
dow. This “miniature” IV relationship was also used to confirm that the reversal potential
of each cell was near the theoretical $E_K$. All cells had $E_K$ within ±5 mV of the theoretical
$E_K$, ensuring voltage control in cells with membrane conductance up to 1400 nS.

2.3.5 Mitigation of electrophysiological errors

Non-ideal voltage-clamp conditions can lead to inaccurate measurements of mem-
brane conductance, and it is of paramount importance that these potential errors are
taken into consideration when making quantitative electrophysiological measurements.
We made several accommodations to ensure the best possible clamping conditions in this
work. First, we minimized the tip resistance of our electrodes to between 1-2 MΩ and we
only recorded from cells with less than 7 MΩ series resistance after break in. In addition,
we used at least 85% series resistance compensation for every recording so that our effec-
tive resistances were at most 1 MΩ. Because we measured ionic currents near the reversal
potential, their magnitudes were relatively small (<3 nA) and should not have caused
significant voltage error in our experiments. Nonetheless, we monitored the reversal po-
tential of each cell to ensure we had maintained voltage control and cells with observed
$E_K$ more than 5 mV away from the theoretical $E_K$ were discarded. We applied this cutoff
despite the fact that we believe the major source of error in $E_K$ was due to slight devia-
tions in the liquid junction potential from recording-to-recording, as opposed to voltage
error. We believe this for two reasons. First, liquid junction potential often differed by
up to ±3 mV on different recording days, differences that were of similar magnitude to
observed differences in reversal potential. Second, there was no relationship between re-
versal potential and current magnitude, as would be expected if voltage error were the
major determinant of the measured value of reversal potential.
2.3.6 Non-stationary noise fluctuation analysis

In order to obtain data on the unitary properties of Kv2.1 under the Flipped K$^+$ conditions, we repeatedly depolarized cells to +40 mV then repolarized to -60 mV. We analyzed the noise fluctuations in the deactivating tail currents as described in the Results section and Figure 2.6. In the symmetrical High K$^+$ and physiological solutions we depolarized cells to +80 mV and repolarized them at -80 mV. We analyzed noise fluctuations in both the activating step currents and deactivating tail currents, as shown in Figure 2.7. We collected between 56 and 200 consecutive sweeps from each cell. Data was inspected by eye for quality and traces with sources of noise not due to channel gating were discarded (i.e. sudden changes in leak, oscillations, seal deterioration, etc). The remaining traces were analyzed offline following the method of Liu et al. 2016 and as described below. The average current, $\bar{I}(t)$, during either the activation or deactivation phase of each experiment was calculated from M number of sweeps:

$$\bar{I}(t) = \frac{1}{M} \sum_{m=1}^{M} I_m(t)$$ (2.1)

We obtained the difference records, $y_m(t)$, by subtracting subsequent sweeps from one another (see [116]):

$$y_m(t) = \frac{I_m - I_{m-1}}{2}$$ (2.2)

Nonstationary noise was calculated as the variance in the difference records according to:

$$\sigma^2_y = \frac{2}{M-1} \sum_{m=1}^{M} (y_m(t) - \bar{Y}_m(t))^2$$ (2.3)

The variance was plotted as a function of the average current and fit with a second order polynomial with offset, $k$:

$$\sigma^2_y(I) = i \cdot \bar{I} - \frac{1}{N} \cdot \bar{I}^2 + k$$ (2.4)
The single channel current was obtained directly from this fit and converted to single channel conductance using:

\[ i = g \times (V_M - E_K) \]  \hspace{1cm} (2.5)

where \(E_K\) is the theoretical reversal potential in each solution pair (Physiological = -87 mV, symmetrical High K\(^+\) = 0 mV, Flipped K\(^+\) = 41.2 mV). In experiments using the Flipped K\(^+\) solutions the single channel conductance obtained from noise analysis of tail currents was adjusted by a rectification index (see Figure 2.6A) to estimate the single channel conductance near +40 mV.

2.3.7 TIRF microscopy

Images were acquired on a Nikon Eclipse Ti fluorescence microscope equipped with Nikon Perfect Focus and 100mW diode lasers at 405, 488, 561, and 640 nm. Light was collected using a 100x PlanApo 1.49 NA TIRF objective in conjunction with appropriate band pass filters housed in a Sutter Lambda 10-3 filter wheel. Images were acquired with an Andor iXon DU-897 EMCCD camera (512x512). Cells expressing Kv alpha subunits were identified by GFP fluorescence.

2.3.8 Fluorescent channel counting

HEK293 cells were transfected with either 200 ng or 2 µg of plasmid DNA encoding GFP-Kv2.1. Cells expressing the two amounts of DNA were mixed after transfection and plated on glass bottom dishes and bathed in external solution. First, each dish was searched for cells expressing low enough levels of transfected protein to resolve single channels. These cells were imaged at 20 Hz for 10 s with 15% 488 laser power for offline analysis of single-channel fluorescence. Offline, single channels were identified by their mobility [102, 124] and selected by hand with 3x3 pixel ROIs. The fluorescence intensity of each ROI was measured from the first frame of the time series to reduce effects of photobleaching. The average single channel fluorescence in each dish was calculated
from the distribution of single channel fluorescence values from 3-10 cells per dish. This value was used to estimate the number of fluorescent channels from brighter cells in the same dish (those yielding gating currents) as outlined below.

In the same dish, brighter cells were identified that were likely to contain enough channels to resolve gating currents from electrophysiological noise. Static images of these cells were acquired with 2% 488 laser power under the same TIRF illumination conditions used to acquire movies of single channels. The background-subtracted fluorescence from the entire cell footprint was multiplied by a conversion factor (7.8 ± 0.5) to account for the decreased laser power used to image bright cells. We determined this conversion factor from a separate experiment in which we acquired TIRF images of GFP-expressing cells at several laser powers. The response from our system was linear and cells imaged at 15% laser were 7.8 ± 0.5 times brighter than those imaged at 2% laser, on average. After this conversion, the corrected footprint fluorescence was divided by the average fluorescence of the single channels measured from that dish to obtain the number of channels in the TIRF footprint. This value was divided by the area (in square microns) of the cell footprint to estimate the fluorescent channel density in the footprint. Finally, the overall channel density on the basal surface was multiplied by the total cell area determined from cell capacitance (1.11 µF/cm$^2$ [125]) to estimate the total number of fluorescent channels in each patched cell.

2.3.9 Measuring the percent of channels in clusters

Kv2.1 TIRF images were analyzed offline to determine the percent of footprint fluorescence represented by clusters. Images underwent two separate thresholding events in order to select pixels representing either the entire cell footprint or clusters. Thresholding was applied by eye to capture pixels represented by each area without including background noise. Binary images were created from the thresholded images. The binary image of clusters underwent further Watershed analysis (built-in ImageJ algorithm) to prevent artifactual merging of bright clusters into single ROIs. The binary images were
used to create ROIs around the entire cell footprint and each individual cluster. The sum of GFP fluorescence in the footprint ROI and each cluster ROI was measured. Areas in the field of view devoid of cells were used to measure the background fluorescence associated with each ROI. The background-subtracted sum of fluorescence from all cluster ROIs was divided by the background-subtracted fluorescence in the entire footprint to obtain the percent of fluorescence in clusters, which we took to represent the percent of channels residing in clusters.

2.3.10 Analysis and statistics

Error bars represent standard error. Fitting was performed in Origin2018b using least-squares methods. Statistical significance was defined as \( p < 0.05 \) in T-tests comparing sample means.

2.4 Results

2.4.1 Resolving gating and ionic currents simultaneously from the same channels

As discussed in the introduction, we sought an improved method of counting Kv channels that could detect the fraction of non-conducting channels in individual cells. Given previous work cited above, we expected that all Kv2.1 channels would have functional gating machinery, even those that do not conduct. If true, we reasoned that we could count all the channels in the PM from the whole-cell gating current while relying on the whole-cell ionic current to report the number of conducting channels, as we have done in the past [101]. However, measuring these two parameters from the same population of channels is non-trivial because gating currents are several orders of magnitude smaller than ionic currents. Furthermore, because they are so small, gating current magnitudes are most easily measured from extremely large populations of channels. At the same time, this requirement for high expression compromises the ability to accurately measure the large ionic currents from that population due to inherent limitations of sin-
gle electrode voltage clamp. Compounded with these limitations, we wanted to avoid the use of pharmacological blockers so that we could study several different channel types with the same method. Our methodological solution to the above problems is described in detail below. In short, we shifted the potassium equilibrium potential by altering the potassium gradients in our electrophysiological solutions. The new equilibrium potential was at a voltage where Kv channels were maximally activated. The definition of equilibrium potential is the voltage at which the net flow of ions into and out of the cell is zero. Therefore, gating currents measured at the new equilibrium potential for potassium would be free of contamination from large ionic currents. Similarly, ionic currents measured within a small window near the $K^+$ equilibrium potential would be small, even from populations of hundreds of thousands of channels.

Like most Kv family members, Kv2.1 channels are activated by depolarization. The threshold of Kv2.1 activation is near -20 mV, a potential much higher than the physiological equilibrium potential for potassium, which is near -80 mV. Figure 2.1A shows typical ionic currents recorded from Kv2.1 channels expressed in a HEK293 cell bathed in a physiological $K^+$ gradient. Upon increasing step depolarizations, ionic currents are first observed at a command potential of -20 mV and are outward. Increasing the membrane potential leads to an increase in the current magnitude in the outward direction via 1) increased channel activation and 2) increased driving force on the $K^+$ ions. These two phenomena are evident from the filled symbols in Figure 2.1C, which shows the steady-state IV relationship (left) and the activation curve (right) for the Kv2.1 currents in Figure 2.1A. The reversal potential for $K^+$ in the physiological conditions is not obvious from the IV curve because channels are closed below -20 mV. We knew we could not measure gating currents from Kv2.1 at the physiological equilibrium potential because channels are not active there. However, the reversal potential for $K^+$ can be shifted to a potential where channels are active simply by altering the potassium concentrations on either side of the membrane. Figure 2.1B shows whole-cell currents from Kv2.1 expressed in a HEK293
**Figure 2.1:** A) Representative whole-cell currents from HEK293 cell expressing GFP-Kv2.1 bathed in physiological K⁺ gradient (5 mM K⁺ out / 150 mM K⁺ in) in response to 250 ms depolarizing steps to the voltages listed on the right. Tail currents were recorded at -40 mV and are seen at the end of the current traces. B) Representative currents from HEK293 cell expressing GFP-Kv2.1 bathed in Flipped K⁺ conditions (150 mM K⁺ out / 30 mM K⁺ in) in response to the same 250 ms steps as in A. Tail currents were again recorded at -40 mV and are large due to the increased driving force at negative potentials in these ionic conditions. C) Left - Steady-state current-voltage plots from recordings like that in A and B. Filled symbols are from GFP-Kv2.1 in a physiological K⁺ gradient and open symbols are from GFP-Kv2.1 in Flipped K⁺. Right – activation curves generated from normalized tail currents like those recorded in A and B. Filled symbols represent the activation of Kv2.1 in physiological K⁺ (N=4) while open symbols represent channel activation in Flipped K⁺ (N=3).
the opposite driving force on the potassium ions at these voltages. The open symbols in Figure 2.1C show the steady-state IV and activation curve of Kv2.1 measured in Flipped K⁺. The IV relationship clearly shows that ionic currents are inward below a command potential of about +40 mV, the predicted K⁺ equilibrium potential, while above +40 mV the direction of the current switches to outward. The activation curve on the right shows that despite the dramatic change in the polarity of Kv2.1 ionic currents, the voltage dependence of Kv2.1 activation was not different from that measured in a physiological K⁺ gradient (Two sample T-test for midpoints, p=0.26). Note that in both ionic conditions the activation curves are almost completely saturated at +40 mV (Figure 2.1C, right) suggesting that at this voltage all activatable Kv2.1 channels were activated. The Flipped K⁺ conditions represent an ideal system to record gating and ionic currents from Kv2 channels because gating currents can be recorded at the new equilibrium potential where channel activation is maximal, yet ionic currents are absent. Similarly, ionic currents are small in a window near the new Eᵦ and thus accurate ionic recordings can be made from a large population of maximally activated channels.

We designed a relatively simple voltage-clamp protocol to capture gating and ionic currents simultaneously from individual HEK293 cells as shown in Figure 2.2. We held the membrane at a strongly hyperpolarized potential (-90 mV) for 2 minutes to ensure all channels were removed from the active state. We then stepped the membrane directly to the new potassium equilibrium potential (+40 mV) for 40 ms to activate the channels without inducing time-dependent inactivation. We then stepped the membrane to voltages between +39 and +42 mV in 1 mV increments, then finally repolarized the membrane to the holding potential. As seen in the black trace in Figure 2.2, we saw no evidence of either gating or ionic currents when we applied this voltage-clamp protocol to untransfected HEK293 cells bathed in Flipped K⁺, because these cells have very few endogenous Kv channels. However, in HEK293 cells transfected with Kv2.1 channels we saw both gating and ionic currents as shown in the blue trace in Figure 2.2. The step to +40 mV elicited
a transient outward current that resembled ON gating current (dashed inset) but did not elicit a sustained current component, as expected at the $K^+$ equilibrium potential. The four 1 mV steps at the end of the protocol elicited square shaped ionic currents that reversed at the theoretical $K^+$ equilibrium potential (shaded box). Three pieces of evidence suggest that the transient current at the start of the +40 mV step is indeed gating current. First, these putative gating currents were not observed in recordings from untransfected HEK293 cells. Second, the magnitude of the charge moved in the putative gating current increased linearly with GFP-Kv2.1 expression (see Figure 2.5B). Third, the time constant of the decay of these currents was consistent with previous recordings of Kv2.1 gating currents ($\tau=1.6\pm0.5$ ms, $N=7$, data not shown, [54,55]).

2.4.2 Quantification of macroscopic gating charge and ionic conductance

Figure 2.3 illustrates the way we calculated values of macroscopic gating charge and membrane conductance from each cell in the Flipped $K^+$ assay. We patch-clamped HEK293 cells expressing variable levels of GFP-Kv2.1 in Flipped $K^+$ using the protocol described in
Figure 2.3: Quantification of macroscopic gating charge and ionic conductance

A) Representative current response to the voltage-clamp protocol from a HEK293 cell expressing GFP-Kv2.1 bathed in flipped K⁺. ON gating current was evident at the onset of the step to +40 mV (dashed box) and square ionic currents were seen in response to the 1 mV steps at the end of the protocol (shaded box). Whole cell gating charge was measured as the mathematical area under the curve of the ON gating current (dashed inset). In this cell, 663 nC were moved at the onset of depolarization. Membrane conductance was calculated as the slope of the current response from the four voltage steps at the end of the protocol (shaded inset). In this cell, membrane conductance was 1280 nS. The observed reversal potential was 42.1 mV.

B) Cross plot of Kv2.1 membrane conductance and whole-cell gating charge acquired from 25 cells as described in A. Note that at the highest expression levels the relationship begins to plateau.

Figure 2.2. Again, a step to the reversal potential from -90 mV elicited ON gating current (dashed box) and the 1 mV steps at the end of the protocol elicited ionic currents (shaded region). We measured the whole cell gating charge from the mathematical area under the first 3 ms of the ON gating current, as shown by the gray shaded area in the inset of Figure 2.3A. The area under the ON gating current had units of pA * ms, which is equivalent to fC. For brevity, we converted this value to nC, and in this cell we determined that 663 nC were moved at the onset of depolarization. From the same trace, we measured the average current during each of the four 1 mV steps at the end of the protocol. We plotted these currents against their respective command voltages to yield the IV relationship of the membrane, which is shown in the blue shaded inset in Figure 2.3A. Note that the IV relationship is linear in this small voltage window near the reversal potential. We fit the IV relationship with a line whose slope is equal to the membrane conductance, according to \[ I = G(V_M - E_K) \]. The cell in this figure had a membrane conductance of 1280 nS. We made these measurements in 25 HEK293 cells expressing a wide range of GFP-Kv2.1 lev-
Figure 2.3B shows a cross plot of membrane conductance and gating charge where each data point represents the two quantities measured from a single cell. In general, the relationship between the two parameters was positive as expected if membrane conductance comes from the same channels that gate. However, at the highest expression levels, the relationship between membrane conductance and gating charge appeared to plateau. This result is in accordance with our previous work which showed that the fraction of conducting channels depends on Kv2.1 density in the PM.

2.4.3 Measuring Kv2.1 unitary charge

To get a sense of the numbers of conducting and non-conducting channels represented by the data in Figure 2.3, we needed to convert the macroscopic charge and conductance measurements to channel numbers. To this end, we performed two independent experiments to estimate unitary gating charge and channel conductance in Flipped K^+ conditions.

In the literature, the Kv2.1 unitary charge has been estimated to be 12.5 elementary charges [54]. However, a recent study of Kv2.1 gating suggested that only half of that charge moves in a concerted manner within the first 10 ms after depolarization, such that ON gating currents under-report the unitary charge per channel [126]. Therefore, we felt it necessary to directly measure the unitary charge that moves within the first 3 ms after a depolarizing stimulus. To do this, we needed an independent measure of the total number of channels in the PM. We took advantage of the sensitivity of TIRF microscopy to count the GFP-Kv2.1 channels in a subset of the cells from which we had recorded gating currents. In short, we measured the fluorescence associated with a single GFP-Kv2.1 channel (the “unitary fluorescence”) and used that value to estimate the number of fluorescent channels in cells from which we had recorded gating currents.

We plated a mixture of HEK293 cells expressing high and low amounts of GFP-Kv2.1 protein in the same dish as illustrated in the cartoon in Figure 2.4A. We searched the dish for cells expressing low densities of GFP-tagged channels. Once identified, we imaged
Figure 2.4: The unitary fluorescence associated with GFP-Kv2.1  
A) Experimental set-up to allow quantification of gating and fluorescent channels from the same cell. A mixed population of transfected HEK293 cells was plated in the same dish. Single GFP-Kv2.1 channels could be resolved in low expressors while gating current and macroscopic fluorescence could be measured in high expressors. B) Still image from a movie of single, diffusing GFP-Kv2.1 channels expressed in a HEK293 cell. The right panels show a 3 sec time series of the boxed region and illustrate diffusive behavior of a single channel in this cell. Scale bar = 10 µm. C) Histogram of fluorescence intensities measured from putative single GFP-Kv2.1 channels as identified in B. The average fluorescence from the mobile single Kv2.1 channels in this dish was 2817±701 A.U. D) A plot of fluorescence vs. time showing two GFP bleach events taken from a time lapse movie like that in B. The inset shows a histogram of all GFP-Kv2.1 bleach events we analyzed. The average fluorescence of the smallest bin was 656±28 A.U. and corresponds to the fluorescence of a single GFP molecule.

these cells in TIRF continuously for at least 10 s at 20 Hz with high enough laser power to resolve single GFP-Kv2.1 channels. Figure 2.4B shows still images from one of these movies. Each fluorescent spot in the TIRF image likely represents 1-2 Kv2.1 channels. Some of these spots were mobile and some were immobile over the course of the time lapse imaging. The boxed region is enlarged on the right to show the mobility of a putative single GFP-Kv2.1 channel. Each panel is from a different frame of the movie and in total the panels span 3 sec. The white track overlaid onto the panels emphasizes the path of this particular channel in the membrane over those 3 sec. This characteristic diffusion
behavior of individual Kv channels has been studied extensively in our lab [102, 124]. We
used this diffusion behavior to identify individual mobile channels offline and measured
the fluorescence intensity associated with these mobile channels. Figure 2.4C shows a
histogram of the fluorescence intensities of individual mobile channels measured from
several cells in a single dish. The mean unitary fluorescence of GFP-Kv2.1 channels in
the dish was taken as the average from this distribution, and was equal to 2817±701 flu-
orescence units for this dish. The variability in the measurements is likely due to uneven
adhesion of the basal cell membrane to the glass or the less-than-perfect folding efficiency
of GFP proteins [101]. In order to further convince ourselves that this value was reason-
able for a single GFP-tagged channel, we measured GFP bleaching events from immobile
channels in the time lapse movies. Figure 2.4D shows an example of two bleach events
recorded from an immobile spot of GFP fluorescence. We measured the magnitudes of
several bleach events and the histogram of values is shown in the inset of Figure 2.4D.
The magnitudes of all bleach events we measured fell into four bins which represent the
bleaching of 1, 2, 3 or 4 GFP molecules at once. The average fluorescence from the small-
est bin was 656±28 fluorescence units and represents the fluorescence of a single GFP
molecule under our imaging conditions. Therefore, a channel with four GFP molecules
would have a total fluorescence of approximately 2624 A.U. This value was similar to the
average fluorescence associated with the mobile channels we identified by diffusion (Fig-
ure 2.4C), supporting the idea that these mobile spots represent single GFP-tagged Kv2.1
channels.

After imaging single channels from 3-5 cells per dish, we then searched the dish for
cells expressing higher amounts of Kv2.1. Figure 2.5A shows a TIRF image of a HEK293
cell expressing a high level of GFP-Kv2.1 and clearly shows the characteristic large clus-
ters of Kv2.1 that represent ER-PM junctions. We voltage-clamped these “high expres-
sors” in Flipped K+ to determine the macroscopic gating charge as described in Figures
1 and 2. Offline, we used the unitary fluorescence measured from low expressors in the
same dish to measure the density of channels in the cell membrane of the high expressors. We then estimated the number of channels in the entire cell using the whole cell membrane capacitance, which we also recorded during voltage clamp. We now had an independent estimate of total fluorescent channels from a subset of cells whose macroscopic gating charge was known. We plotted the gating charge against the number of fluorescent channels and found the relationship to be linear across the entire expression range as shown in Figure 2.5B. The relationship had a slope of $6.4 \pm 0.75$ elementary charges per channel, which we take to be the unitary charge per Kv2.1 channel that moves within the first few milliseconds after depolarization. This result is consistent with the report that about half of all Kv2.1 gating charge moves in the first 10 milliseconds after depolarization [126] and so we conclude that all fluorescent Kv2.1 channels in the membrane have functional voltage-sensing machinery.

2.4.4 Measuring Kv2.1 unitary conductance

We next needed to determine the single channel conductance of Kv2.1 at +40 mV in the Flipped K$^+$ conditions. Kv2.1 conductance is sensitive to external potassium concentra-
Indeed, at physiological potassium concentrations, Kv2.1 can open into either a high or low conductance state, while at extracellular $K^+$ concentrations above 60 mM all channels open into the high conductance state [113]. Given our bath concentration of 150 mM $K^+$, we expected that all Kv2.1 channels would open into a single, high conductance state. However, because some Kv channel pores are not saturated in solutions <600 mM $K^+$ [127] we could not predict the value of Kv2.1 single channel conductance under our exact ionic conditions. Therefore, we used non-stationary noise fluctuation analysis of macroscopic GFP-Kv2.1 currents to measure single channel conductance in the Flipped $K^+$ conditions.

We performed non-stationary noise fluctuation analysis on Kv2.1 tail currents from transfected HEK293 cells bathed in Flipped $K^+$. We chose to measure channel noise from tail currents instead of activating currents because single channel currents would be larger and easier to distinguish from baseline noise at hyperpolarized potentials due to the strong inward potassium gradient [5, 128]. Figure 2.6A shows the open channel IV curve averaged from 6 HEK293 cells expressing Kv2.1 in Flipped $K^+$. Indeed, there was significant inward rectification in the IV, especially at negative potentials where tail currents would be measured. To perform noise fluctuation analysis, we activated and deactivated Kv2.1 channels repeatedly between 56 and 200 times and collected the tail current sweeps. Figure 2.6B shows every tenth sweep from 60 consecutive recordings of Kv2.1 tail currents at -60 mV and illustrates that tail currents were relatively stable over multiple recordings. However, some cells did show variability in the tail current magnitudes due to channel run down over time, and therefore we analyzed the variance from the difference between adjacent sweeps to minimize errors (see [116, 118] and Methods). We plotted the variance from the set of difference traces for each cell as a function of the mean current during channel deactivation as shown in Figure 2.6C. As expected, the relationship was fit well by a parabola whose coefficients correspond to the single channel current and number of channels in the membrane. We converted the single channel
current to conductance according to Equation 2.5, and a summary of the single channel conductance values are given in Figure 2.6D. From 7 cells, we found the average single channel conductance at -60 mV to be 19.1 ± 1.1 pS (Figure 2.6D, dark blue). In order to estimate the single channel conductance at +40 mV, where our macroscopic conductance measurements were taken, we scaled the single channel conductance values at -60 mV by a rectification index. The index was simply the ratio of the slope of the open channel IV at +40 mV over the slope at -60 mV, which was 0.39 as measured from Figure 2.6A. We multiplied the single channel conductance values measured at -60 mV by 0.39 to obtain
the single channel conductance of Kv2.1 at +40 mV, which was 7.5±0.44 pS (Figure 2.6D, light blue).

In order to convince ourselves that the noise fluctuation analysis measurements were accurate, we performed two control experiments. First, we wanted to make sure that measuring noise from deactivating tail currents was just as valid as measuring noise from activating step currents. We reasoned that in symmetrical K⁺ solutions, the conductance values obtained in either way should be identical. Figure 2.7A shows the variance-current parabola obtained from Kv2.1 bathed in symmetrical 150 mM K⁺ after repeated activating sweeps to +80 mV. Figure 2.7B shows the variance-current parabola obtained from the same recording used in A, but this time noise was analyzed from tail currents recorded at -80 mV. We measured single channel currents from three cells in this way and converted them to single channel conductance, and the values from the fluctuations in the activating steps or deactivating tails are compared in Figure 2.7D (red). On average, the single channel conductance of Kv2.1 was the same when measured from the tails or the step when bathed in symmetrical 150 mM K⁺ (Tails = 18.2±3.2 pS, Step = 17.9±0.9 pS). Second, given that Kv2.1 single channel conductance is sensitive to potassium concentrations [113], we wanted to make sure noise fluctuation analysis would detect K⁺-dependent changes in Kv2.1 single channel conductance. Therefore, we repeated noise fluctuation analysis on Kv2.1 channels bath in physiological K⁺ concentrations. Figure 2.7C shows a variance-current parabola from repeated activating steps to +80 mV in a cell exposed to 5 mM extracellular and 150 mM intracellular potassium. We collected data from three such cells and calculated the single channel conductance of these channels at +80 mV, as shown in Figure 2.7D (grey). The average single channel conductance was 6.6±0.4 pS at +80 mV in physiological K⁺ which is a value similar to that of the large conductance state reported by Korn and colleagues [113] and from previous experiments in our own lab [88]. Importantly, this value is lower than the single channel conductance measured in symmetrical High K⁺, as expected. Together these results suggest that either activating step currents
Figure 2.7: Kv2.1 unitary conductance in other ionic conditions A) Variance vs. current plot from step current measured at +80 mV in HEK293 cell expressing Kv2.1. Extracellular solution contained 150 mM K\(^+\) and intracellular solution contained 150 mM K\(^+\). Variance was measured from the activation phase during a step to +80 mV. The unitary current obtained from the fit of the parabola was 1.56 ± 0.07 pA. B) Variance vs current plot from tail currents measured at -80 mV from the same HEK293 cell in A. The unitary current obtained from the fit of the parabola was -1.87 ± 0.05 pA. C) Variance vs current plot from step current measured at +80 mV in HEK293 cell expressing Kv2.1. Extracellular solution contained 5 mM K\(^+\) and intracellular solution contained 150 mM K\(^+\). Variance was measured from the activation phase during a step to +80 mV. The unitary current obtained from the fit of the parabola was 0.84 ± 0.03 pA. D) Absolute values of single channel conductance calculated from the single channel currents as obtained in A, B and C using Equation (2.5). In symmetrical High K\(^+\), the single channel conductance at -80 mV was 18.2±3.2 pS and at +80 mV it was 17.9±0.9 pS (N=3). In physiological K\(^+\), the single channel conductance at +80 mV was 6.6 ± 1.4 pS (N=3).

or deactivating tail currents can be used to measure single channel conductance and that noise fluctuation analysis in our hands can detect potassium-dependent changes in single channel conductance.
2.4.5 The number and density dependence of non-conducting Kv2.1 channels in HEK cells

The macroscopic gating charge is a function of the unitary charge and the number of channels in the membrane. Therefore, we divided each cell’s macroscopic charge from Figure 2.3B by the unitary charge obtained in Figure 2.5B (6.4 $e_0$) to estimate the number of gating channels. Similarly, macroscopic membrane conductance is a function of the unitary conductance, the number of channels and the channel open probability. We divided each cell’s membrane conductance from Figure 2.3B by the single channel conductance obtained from noise analysis and the open probability, which we also measured from our noise analysis experiments (Kv2.1 $P_o = 0.75 \pm 0.03$). Figure 2.8A shows a summary of the number of conducting and gating channels from each cell. As we expected,

![Figure 2.8](image_url)

**Figure 2.8:** Counting non-conducting Kv2.1 channels expressed in HEK293 cells A) Comparison of the number of conducting and gating channels in individual HEK293 cells expressing GFP-Kv2.1. These values were obtained from the macroscopic gating charge, membrane conductance, unitary charge, unitary conductance and open probability as described in the text. The number of conducting channels was consistently lower than the number of gating channels in individual cells. Note the logarithmic scale. B) The same data in A shown as the fraction of gating channels that were conducting. On average, about 51% of Kv2.1 channels were conducting (dashed horizontal line). Asterisk indicates that the sample mean was significantly different from a mean of 1. The box indicates the middle 50% of the data and the median. C) The fraction of conducting Kv2.1 channels plotted as a function of the overall density of gating channels. Data from all cells were binned into 100 channels/µm$^2$ bins. Bins without error bars only contain one data point. The conducting fraction decreased as more channels were expressed in the membrane, suggesting a density dependent mechanism that silences some channels. Asterisks indicate $p<0.05$ between bin means using two-sample T-tests.
most cells had fewer conducting channels than gating channels. We divided the number of conducting channels by the number of gating channels to determine the conducting fraction in each cell. Figure 2.8B shows that the average fraction of conducting channels was 0.51±0.06, which was significantly different from 1. Therefore, on average, about half of the gating Kv2.1 channels conducted potassium.

In our previous investigation of the Kv2.1 nonconducting state, it appeared that the fraction of nonconducting channels in HEK293 cells was not a constant. Instead, increased channel expression in the membrane was associated with higher fractions of nonconducting channels [101], suggesting that the non-conducting state of the channel was somehow dependent on channel density in the membrane. As seen in Figure 2.8B, the fraction of nonconducting Kv2.1 channels measured in this work was quite variable. We were curious whether this variability came from a density dependent mechanism, therefore, we plotted the fraction of conducting channels as a function of the density of gating channels in each cell. Figure 2.8C shows a summary of the Kv2.1 conducting fraction as a function of the density of gating channels in the cell, split into bins of 100 channels/µm². As channel density in the membrane increases the fraction of conducting channels decreases, as evidenced by the decreasing conducting fraction in the larger bins. These data support the earlier suggestion of a density-dependent mechanism regulating the Kv2.1 non-conducting state.

2.4.6 Kv2.1 single channel conductance and open probability are not density dependent

The non-conducting state is evidenced by a mismatch in the number of channels that sense voltage and the number that conduct. The number of channels that conduct is a function of single channel conductance and open probability. Therefore, a reduction in single channel conductance, open probability, or both at high expression levels could underlie the non-conducting state. We again used noise fluctuation analysis to look for evidence of expression dependence in these two Kv2.1 parameters. Figure 2.9 shows single channel conductance and open probability detected from noise fluctuation experiments
Figure 2.9: Kv2.1 unitary conductance and open probability are constant with increasing expression. A) Plot of Kv2.1 single channel conductance measured using noise fluctuation analysis in cells expressing a range of Kv2.1 expression levels. In this figure, the X-axis shows the maximal membrane conductance measured during tail currents, which is a proxy for expression level. Each data point represents one cell. A line fit to the data had an $R^2$ value of -0.02, indicating that there was no relationship between the two parameters. B) Plot of Kv2.1 open probability from the same cells in A as a function of the peak conductance. There was no relationship between these parameters across the expression range tested.

of Kv2.1 in Flipped K+ as a function of the maximum membrane conductance, which is a proxy for channel expression. Neither single channel conductance, nor open probability was a function of channel expression, as evidenced by the low $R^2$ values of the fits to the data in Figure 2.9. This suggests that the reduction in conducting fraction at high densities seen in Figure 2.8C is not due to a graded decrease in either of these parameters. Instead channel silencing is likely due to uncoupling of channel gating from pore opening, suggesting that these channels are in a specialized non-conducting state with an open probability near zero.

2.5 Discussion

2.5.1 Summary

We developed an improved method for counting non-conducting Kv2.1 channels expressed in HEK293 cells. This method uses a simple voltage clamp protocol to capture Kv channel gating transitions and ionic currents in the same trace. This was made possible by altering the potassium gradient of our recording solutions to shift the potassium rever-
sal potential to a value where Kv2.1 channel activation was maximal. These conditions allowed us to measure both the macroscopic charge associated with channel activation as well as the membrane conductance associated with pore opening from the same population of channels. We used this method to count conducting and non-conducting channels in HEK293 cells expressing a range of protein levels. We found that on average, about 50% of channels were non-conducting, but at the highest expression levels approximately 70% of channels were non-conducting. The results largely reproduce the findings of Fox et al. that the fraction of Kv2.1 channels that conduct is a function of the density of channels in the membrane. We also reproduce the findings of O’Connell et al., O’Dwyer et al. and Benndorf et al. which suggested that non-conducting Kv2.1 still have functional voltage sensing domains. Our approach provides several improvements over previous attempts to count non-conducting channels, as discussed below. Therefore, the method we developed will be useful in uncovering the molecular mechanism of Kv2.1 channel silencing.

2.5.2 A more direct approach

We set out to develop an approach to detect non-conducting Kv2.1 channels in HEK293 cells that improved on some of the shortcomings of earlier methods. One major disadvantage of previous methods was that estimates of non-conducting channels were made by comparing the activity of channels in different populations of cells. For example, O’Connell et al. compared the average macroscopic gating charge and the average ionic current in two populations of transfected HEK293 cells [88]. A similar approach was taken by O’Dwyer et al. to estimate the number of non-conducting Kv2 channels in arterial smooth muscle cells [98]. In each of these studies, macroscopic gating charge was measured from one population of cells, and ionic current was measured from another. The indirect nature of these comparisons made us wonder whether the cells from which they measured gating charge simply expressed more channels than the cells from which they measured ionic currents. Our method removed this shortcoming by recording gating
charge and ionic currents from the same cells. Furthermore, we collect these two parameters in a single voltage-clamp protocol and therefore we detected both pore opening and the gating rearrangements that precede it in each cell.

2.5.3 Minimal voltage error

Another disadvantage of earlier methods of counting non-conducting Kv2.1 channels was the potential for voltage error. In the assay described by Fox et al., ionic currents were measured from a known number of fluorescent channels. They used physiological K$^+$ gradients and measured potassium currents at maximal activation. The ionic currents were extremely large under these conditions, so they used TEA to lower the potential for voltage error in their recordings. We now know that TEA selectively blocks Kv2.1 channels in a high conductance state and is completely without effect on the remaining channels in the low conductance state [113]. Indeed, the cited value of Kv2.1 single channel conductance that Fox and coworkers relied on was likely inaccurate for channels bathed in TEA. Therefore, the percentages of non-conducting channels found in that work, which ranged from 50-96%, probably overestimated the non-conducting fraction of Kv2.1 channels in HEK293 cells. We mitigated voltage error in this work by recording ionic currents near the reversal potential, preventing the need for pharmacological agents. Furthermore, we directly measured Kv2.1 single channel conductance under our experimental conditions. Therefore, we believe the percentages of non-conducting channels found in this work, which ranged from 0-70% are more realistic than those published by Fox et al.

2.5.4 Measuring unitary Kv2.1 properties

Another distinct improvement in the current work was the empirical measurement of unitary gating charge and conductance of Kv2.1 channels in our system. We were able to measure the Kv2.1 unitary charge by relying on the fluorescent counting method described by Fox et al. to make an independent estimate the number of channels in each cell. We found that macroscopic charge scaled linearly with our estimate of fluorescent
channels with a slope equal to the unitary gating charge. The value we obtained was reasonable considering recently published evidence that only half of the total Kv2.1 gating charge moves in a concerted manner in the first few milliseconds after depolarization. Therefore, we believe our estimate of total channel number from macroscopic gating charge is not in error.

As previously mentioned, the incorrect assumption that Kv2.1 single channel conductance was unaffected by TEA was a major drawback to earlier methods. Interestingly, the switch from the TEA-sensitive to insensitive conformation is partially controlled by the effective potassium concentration at the outer mouth of the channel (see below and [113, 129]). Given our non-physiological potassium gradient, we felt it especially important to measure Kv2.1 single channel conductance in our solutions, which we did with noise fluctuation analysis. We further validated our use of noise fluctuation analysis by showing that we could detect potassium dependent changes in the Kv2.1 single channel conductance as predicted by the literature. Therefore we believe our estimation of conducting channel numbers is accurate.

2.5.5 Is the non-conducting state a low-conducting state?

Two major conducting conformations have been described in Kv2.1 channels, one high and one low. The two conformations are associated with the positions of two lysine residues in the outer pore which are sensitive to K⁺ concentration. With physiological internal K⁺, the external K⁺ site that determines the outer pore conformation has a K_D of 10 mM, and higher external K⁺ favors the high conductance state [113, 129]. This phenomenon is thought to allow Kv2.1 to maintain strong K⁺ efflux in the face of rising extracellular K⁺ conditions, such as occur during high frequency neuronal activity or pathological conditions. Interestingly, the ability of the outer vestibule to change conformations is governed by K⁺ occupancy of the channel central cavity, internal to the selectivity filter [130]. When K⁺ occupies this site (i.e. during channel conduction) the outer vestibule conformation is fixed. When the central cavity is empty (i.e. when the channel is
closed or blocked from the inside) the outer vestibule is free to change conformation. Is it possible that the detection of non-conducting channels in this work and others is instead a detection of Kv2.1 channels in the low conductance state?

In our study, intracellular $K^+$ was lower than the predicted $K_D$ of the central cavity (60 mM, [130]). Furthermore, we held the channels at -90 mV for at least 2 minutes before opening which should promote an empty central cavity. Therefore, the outer vestibule should be free to take on the high conductance conformation that is favored by our extremely high $K^+_{\text{out}}$. This was confirmed by our detection of the high conductance state with noise fluctuation analysis. Therefore we suggest that the non-conducting Kv2.1 channels are in a state that is different from the previously described low conductance conformation.

2.5.6 The relationship between clustering and conducting state

Kv2.1 clustering is linked to its function. Indeed, our lab showed that almost all conducting channels reside outside of clusters [88]. This suggested that clustering led to channel silencing, however, subsequent work showed that non-clustering Kv2.1 mutants also had a non-conducting population that was regulated by channel density in the membrane [101]. We decided to analyze the dependence of the Kv2.1 non-conducting state observed in this work as it related to channel localization. Figure 2.10 shows the fraction of conducting Kv2.1 channels as a function of the percent of channels that were clustered, binned into 10% bins. The data suggest that as more channels partition into clusters, fewer channels conduct. This may seem to suggest that clustering itself favors the non-conducting state. However, as the percentage of channels in clusters increases, there will be an overall increase in the average density that each channel experiences in the membrane. Therefore these data does not necessarily suggest that that non-conducting state is associated with a channel’s localization to clusters. It would be interesting to repeat the quantification of conducting fraction in a non-clustering mutant, as Fox et al. did, using
the updated approach. In general, the dependence of Kv2.1 non-conducting fraction on
density and clustering is consistent with our previous work.

2.5.7 Non-conducting channels are not non-functional channels

Earlier studies of Kv2.1 in HEK293 cells and arterial myocytes suggested that all of
these channels had functional voltage sensing domains, but did not directly test this hy-
pothesis since channel protein numbers were not measured. In the current work we mea-
sured the gating charge from fluorescent Kv2.1 channels expressed in HEK293 cells. To
our knowledge, this is the first quantitative measurement of gating transitions from a
known number of fluorescently-tagged Kv2.1 channels. The data revealed that only half
of the full charge associated with Kv2.1 gating moved in the first few milliseconds after
depolarization. However, this charge appeared to move in every fluorescent channel, not
only the conducting channels. Therefore, non-conducting channels are not simply non-
functional channels. Indeed, it may seem plausible that at high expression levels some
proteins would be synthesized incorrectly or be subject to misfolding. However, the detec-
tion of functional voltage-sensing machinery from non-conducting channels makes
this scenario unlikely. Since Kv2.1 gating charge is uncoupled from pore opening in non-conducting channels, is it possible that this charge is coupled to some other cellular process? Kv2.1 induced ER-PM junctions are thought to be specialized Ca\(^{2+}\) signaling domains. For example, voltage-gated Ca\(^{2+}\) channels are localized near these membrane contact sites [79, 121]. Furthermore, Kv2-dependent clustering of Cav channels in this domain appears to increase Cav channel open probability after depolarization [98]. The idea that gating charge movement from non-conducting Kv2.1 channels could be coupled to the gating of nearby calcium channels is an intriguing hypothesis. However, HEK293 cells do not express an apparent calcium current, therefore this type of direct functional coupling between Kv2.1 and calcium channels is not likely occurring under our experimental conditions. If Kv2.1 gating charge is somehow coupled to calcium channel gating, we expect the mechanism to require an intermediary protein. Alternatively, the gating charge movement from non-conducting Kv2.1 channels could be coupled to a completely different cellular process.

2.5.8 Limitations

Although the approach we took improves on earlier methods in several ways, it is not perfect. One issue we encountered was that many cells could only be recorded from once. After recording gating and ionic currents, we repolarized the membrane to the holding potential. Inevitably, at this point in the recordings a large influx of potassium flowed through the open Kv2.1 channels, then decayed as the channels underwent voltage-dependent closing. For many cells at the higher expression levels, this K\(^{+}\) influx either destroyed the patch or was fatal. For those cells that survived, we found that E\(_{K}\) was not stable in subsequent recordings. Indeed, several minutes of recovery time were needed before the K\(^{+}\) reversal potential returned to the theoretical E\(_{K}\). We attributed this problem to changes in the local K\(^{+}\) concentration at the plasma membrane, although we did not rigorously test it. Perhaps including a few millimoles of Na\(^{+}\) in the recording so-
olutions could alleviate these issues by supporting the function of the endogenous Na\(^+\)/K\(^+\) ATPase. Future studies could address this.

Another downside to our assay is that the large liquid junction potential coupled with high membrane conductances made it difficult to clamp cells to the exact zero-current potential on the first recording attempt. This meant that some cells had small amounts of ionic current contamination in the gating current waveform. For other cells, there was so much ionic current that we could not resolve enough of the gating current to confidently estimate the total charge moved, and these cells were not analyzed. Indeed in some of the highest expressing cells, sub-millivolt changes in the command potential could mean a difference of a few hundred picoamps of ionic current (see the recording in Figure 2.3 for an example). We believe that reducing the junction potential between internal and external solutions could improve this problem in future iterations by removing some of the variability in the measured E\(_K\). Perhaps using choline instead of NMDG as the replacement cation in the internal solution would solve this problem.

2.5.9 Future directions

The mechanism underlying the silencing of Kv2.1 conductance is not clear. Although expression level seems to modulate the non-conducting fraction, this could be due to multiple molecular mechanisms. For example, perhaps a binding partner required for Kv2.1 conductance is expressed at low enough levels to be limiting. Conversely, the expression of a silencing factor may be coupled to the expression of Kv2.1 channels. Alternatively, perhaps tight packing of the channels in the membrane leads to channel interactions that favor non-conducting states. Understanding how specific the non-conducting state is to Kv2.1 would be an important clue in the underlying mechanism of channel silencing. One additional advantage of the assay developed in this chapter is its general utility for any potassium-selective channel. Therefore we decided to investigate whether the second Kv2 isoform, Kv2.2, as well as two Shaker-related channels would show evidence of the density-dependent non-conducting state. The results from these studies are given in
Chapter 3 and suggest that the mechanism of channel silencing is likely more common than we originally thought.
Chapter 3

Channel density is a common regulator of Kv channel function

3.1 Chapter Overview

In this chapter we take advantage of the assay developed in Chapter 2 to quantify conducting and non-conducting channels from three other Kv channels. First, we apply the assay to the second Kv2 family member, Kv2.2. Next we apply it to Kv1.4, a Shaker-type channel which we have studied before in the context of the non-conducting state [101]. Lastly we apply the assay to another Shaker-type channel, Kv1.5. Each of these studies was differently motivated, as discussed in the introduction below. We show evidence for significant non-conducting populations in Kv2.2 and Kv1.5, but not Kv1.4. However, all three channels show density-dependent regulation of the number of non-conducting channels we counted, suggesting that channel silencing may be subject to a common mechanism across Kv channel families.

Hypotheses to be tested:

1. Gating rearrangements and ionic conductance from three additional Kv channels can be detected under the conditions set out in Chapter 2.

2. Kv2.2 has a similar fraction of non-conducting channels as Kv2.1 and that fraction is density-dependent.

3. Kv1.4 and Kv1.5 do not have non-conducting states nor density-dependent conductance.

3.2 Introduction

The Kv2 family has an additional member, Kv2.2, which is less-well studied than Kv2.1. Kv2.2 expression overlaps extensively with Kv2.1 and the two channels can form heterotetramers, although it is not uncommon to find cells that express one or the other
isoform exclusively [62,70,71]. Kv2.2 also aggregates into clusters on the plasma membranes at sites where it forms ER-PM junctions via interaction with ER VAPs [74]. However, Kv2.2 is less sensitive to stimuli that induce dephosphorylation-dependent changes in Kv2.1 function [62]. Kv2.1 and Kv2.2 are highly homologous in their N-terminal and transmembrane regions and diverge significantly in their distal C-termini, as shown in Figure 3.1. However, as indicated with the orange bar in Figure 3.1, the C-terminal VAP-binding motif is highly conserved between the two channels, consistent with their conserved ability to form ER-PM junctions. Despite the similarity between Kv2.1 and Kv2.2 function in vivo and their highly conserved sequence, a non-conducting population has not been reported for Kv2.2. Given our earlier work that suggested that the Kv2.1 C-terminus is not required for the non-conducting state [101], we expected that Kv2.2 would also have a significant non-conducting population of channels. Indeed the work herein shows a density-dependent non-conducting state of Kv2.2 for the first time.

Although we went to great lengths to convince ourselves that the assay developed in Chapter 2 was accurate, we sought an additional biological control. The previous quantitative assay published by our lab was tested on Kv1.4, a member of the Shaker-related channel family whose in vivo function is unrelated to that of Kv2 channels. In that work, Fox and coworkers found no evidence for a non-conducting population of Kv1.4 channels, nor density-dependent regulation of the Kv1.4 macroscopic current [101]. We were able to reproduce the finding that on average, nearly 100% of Kv1.4 channels were conducting. However, we did observe density dependence in the fraction of conducting Kv1.4 channels on a cell-by-cell basis.

We were curious whether another Shaker-related channel would behave similarly to Kv1.4. To that end, we applied the gating assay from Chapter 2 to Kv1.5, another delayed rectifier highly expressed in cardiac myocytes where it controls the cardiac AP [67]. Surprisingly, Kv1.5 had a more prominent non-conducting population than Kv2.2 and also showed density-dependent regulation. Together these results support the idea that
**Figure 3.1:** Alignment of Kv2.1 and Kv2.2. Amino acid sequence alignment for rat Kv2.1 and rat Kv2.2. Black residues are identical between the two sequences and grey residues are similar. Teal bars represent the location of the 6 transmembrane segments. The orange bar denotes the conserved VAP-binding motif. Note the divergence in the C-terminal end of the two proteins.

Diverse Kv channels are sensitive to their density in the membrane. This finding has implications for the function of cells that express high densities of channels or that localize channels to dense microdomains.
3.3 Materials and Methods

In general the methods were very similar to the methods described in Section 2.3. Pertinent details relating to this chapter specifically have been added below. Otherwise, the reader is directed to the appropriate subsection of Section 2.3.

3.3.1 DNA constructs

Plasmid DNA containing the coding sequence for GFP-Kv2.2 (rat), GFP-Kv1.4-BAD (rat) or YFP-Kv1.5 (human) was transiently transfected into HEK293 cells and have been described previously [72,74,102,123]. The fluorescent proteins are fused in frame to the N-terminus of each channel’s open reading frame to minimize effects on channel trafficking and function. The N-terminal GFP fusion to Kv1.4 interferes with N-type inactivation resulting in a slowly-inactivating current [90]. The Kv1.4 construct differs further from the wild-type channel in that it contains a biotin acceptor domain (BAD) encoded in the first extracellular loop, which does not alter channel activation or inactivation [102,123].

3.3.2 Cell culture and transfection

See Section 2.3.2.

3.3.3 Electrophysiology

See Section 2.3.3.

3.3.4 Simultaneous gating and ionic current recordings

See Section 2.3.4.

3.3.5 Non-stationary noise fluctuation analysis

See Section 2.3.6. In this chapter, noise fluctuations were measured from each channel in Flipped K+ ionic conditions only. Tail currents were collected at -70 mV for Kv1.4 and Kv1.5 and -60 mV for Kv2.2 because of their different voltage dependencies. Single
channel conductances estimated from tail currents were scaled by the same rectification index used in Chapter 2.

3.3.6 TIRF microscopy

See Section 2.3.7.

3.3.7 Fluorescent channel counting

See Section 2.3.8.

3.3.8 Analysis and statistics

Error bars represent standard error. Fitting was performed in Origin2018b using least-squares methods. Statistical significance was defined as p<0.05 in T-tests comparing sample means.

3.4 Results

3.4.1 Macroscopic gating charge and ionic conductance from Kv2.2, Kv1.4, and Kv1.5 in Flipped K+

As shown in Figure 3.2, Kv2.2, Kv1.4 and Kv1.5 were all amenable to the gating assay described in Chapter 2. Figure 3.2A shows representative TIRF images of HEK293 cells expressing high amounts of each of the three Kv alpha subunits. Kv2.2 had a punctate localization in the HEK293 cell membrane, in accordance with its ability to bind to ER VAPs and form ER-PM junctions. Micron sized clusters of Kv2.2 channels are readily visible in the top panel of Figure 3.2A. In contrast, Kv1.4 and Kv1.5 channels were uniformly distributed across the HEK293 cell plasma membrane, as seen in the middle and bottom panels in Figure 3.2A. We voltage-clamped cells expressing high levels of each Kv subunit in the Flipped K+ solution set described in Chapter 2. As expected, we observed small, transient currents resembling ON gating currents from all three channel types when we stepped the membrane to the new reversal potential for potassium (+40 mV). These gat-
Figure 3.2: Macroscopic gating charge and ionic conductance from Kv2.2, Kv1.4, and Kv1.5. A) TIRF images of HEK293 cells expressing GFP-Kv2.2 (top), GFP-Kv1.4 (middle) or YFP-Kv1.5 (bottom). Note the difference in Kv2.2 localization compared to the other two channels. Scale bars = 10 µm. B) Examples recordings of gating (dashed boxes) and ionic currents (shaded boxes) from Kv2.2 (top), Kv1.4 (middle), or Kv1.5 (bottom).

The currents are indicated by the dashed boxes in Figure 3.2B for Kv2.2 (teal), Kv1.4 (grey), and Kv1.5 (orange). We also observed ionic currents in the same voltage-clamp traces when we stepped the membrane to voltages near the $K^+$ reversal potential, as seen in the shaded boxes in Figure 3.2B.

We patched at least 18 cells expressing each Kv alpha subunit and measured the macroscopic gating charge and membrane conductance from each as described in Section 2.4.2. We plotted membrane conductance as a function of macroscopic gating charge for each channel type as shown in Figure 3.3. In general, the relationships between conductance and gating charge were positive, suggesting that the measured membrane con-
ductance came from the activity of the expressed subunits. The relationship between membrane conductance and gating charge appeared mostly linear for the three channels. However, as channel expression increased a plateauing effect could be seen for each of the three channels, although it was most prominent for Kv1.4.

3.4.2 Unitary properties of Kv2.2, Kv1.4, and Kv1.5 in Flipped K+

In order to convert the raw values in Figure 3.3 to channel numbers, we needed to measure the unitary properties of each channel. We again turned to TIRF microscopy to measure the unitary fluorescence of the GFP- and YFP-tagged channels expressed in HEK293 cells. Figure 3.4 shows results from our observations from HEK293 cells expressing low amounts of Kv channel subunits such that single channels could be resolved. Figure 3.4A, B and C shows still images from movies taken of HEK293 cells expressing each of the three channel subunits. The punctate pattern seen in these images is due to the low expression of fluorescent proteins in the cells, which are not dense enough to cover the entire plasma membrane. The arrowheads in Figure 3.4A, B and C indicate single channels identified from time lapse series of GFP-Kv2.2, GFP-Kv1.4 and YFP-Kv1.5, respectively. We selected putative singles from multiple cells per dish by their diffusion behavior and measured their intensities to obtain the average unitary fluorescence of each Kv subunit. Figure 3.4D shows histograms of the measured fluorescence intensity of pu-
Figure 3.4: Unitary fluorescence of Kv2.2, Kv1.4 and Kv1.5

A) TIRF image of a HEK293 cell expressing a low amount of GFP-Kv2.2. This image is the first frame of a 10s time series. Arrowheads indicate putative single channels as identified by their diffusion behavior. B) TIRF image from a time series of GFP-Kv1.4 expressed in HEK293 cell at low enough amount to resolve diffusing channels. Arrowheads indicate two single channels. C) First frame of a time series taken using TIRF of a HEK293 cell expressing a low density of YFP-Kv1.5. Arrowheads are single channels. D) Histograms of the fluorescence intensities associated with putative single channels from TIRF images like those in A, B and C. Each histogram is from a single dish. The average unitary fluorescence values were: Kv2.2 = 2987±742 A.U. (teal), Kv1.4 = 2987±548 A.U. (grey), and Kv1.5 = 2072±577 A.U. (orange). E) Plot of fluorescence vs time illustrating sequential bleaching of several YFP molecules. Inset - histogram of all bleach events we measured from YFP. The average fluorescence associated with a single YFP bleach event was 487±28 A.U.

tative single channels from individual dishes of GFP-Kv2.2 (teal), GFP-Kv1.4 (grey) and YFP-Kv1.5 (orange). The average intensity of the two GFP-tagged channels was similar (Kv2.2 = 2987±742 A.U. and Kv1.4 = 2987±548 A.U.), while the average intensity of the YFP-tagged Kv1.5 channels was significantly lower (2072±577 A.U.). We suspected this was because our emission filter set was more optimal for collecting light from GFP, as opposed to YFP molecules. To ensure that our estimation of YFP-Kv1.5 unitary fluorescence was accurate, we measured bleach steps from immobile YFP-Kv1.5 puncta. An example of sequential bleaching of several YFP molecules is shown in Figure 3.4E. A histogram of all events measured in this way is shown in the inset of this panel, and revealed that the
The smallest bin of YFP bleach events had an average fluorescence of 487±28 A.U. This value likely corresponds to the fluorescence of a single YFP molecule. Therefore, a Kv1.5 channel made of four YFP-tagged subunits would have a unitary fluorescence near 1948±112 A.U. This value was in good agreement with the averages obtained from histograms like that in Figure 3.4D (orange). Therefore, we accurately measured the unitary fluorescence of all three alpha subunits.

The unitary fluorescence values determined above allowed us to estimate the number of fluorescent channels from TIRF images of the brighter cells that we had patched in Flipped K⁺. We simply divided the footprint fluorescence of bright cells by the unitary fluorescence and then again by the footprint area, to obtain the density of fluorescent channels in the membrane. Because we had patched these cells using whole-cell voltage clamp, we also had a measurement of the total cell area from the cell capacitance. By assuming the density of channels on the basal surface is representative of the entire cell, we were able to estimate the number of channels in the entire cell membrane. The panels along the top of Figure 3.5 show crossplots of macroscopic gating charge and the number of fluorescent channels from HEK293 cells expressing each of the Kv channel types.

The relationship between macroscopic charge and fluorescent channels was linear for all

---

**Figure 3.5:** Unitary charge of three Kv channels

A) Macroscopic gating charge as a function of the number of fluorescent channels in individual Kv2.2-expressing cells. The slope of the line is the unitary charge and is equal to 6.4±0.84 elementary charges (N=13). The shaded region around the fitted line represents the 95% confidence interval of the fit.

B) Plot of macroscopic Kv1.4 gating charge vs. number of fluorescent channels in each cell. The unitary charge of Kv1.4 was 14.6±1.5 elementary charges (N=15).

C) Kv1.5 macroscopic gating charge as a function of fluorescent Kv1.5 channels in the same cells. The unitary charge of Kv1.5 was 6.4±1.0 elementary charges (N=17).
three channels, as shown by the fits of the crossplots in Figure 3.5. The slope of each line represents the charge per fluorescent channel that is moved in the first 3 ms after depolarization. Kv2.2 and Kv1.5 both moved approximately 6.4 elementary charges per channel, while Kv1.4 moved 14.6 elementary charges. The number of elementary charges moved by Kv1.4 was approximately double that moved by Kv2.2 and Kv1.5, and Kv2.1 which was shown in the previous chapter. The value of the Kv1.4 unitary charge is actually more consistent with what we expected to measure for all the channels studied here, as it matches closely with other estimates of unitary charge for Shaker, Shab, Kv2.1 and Kv1.2 gating charge per channel [54, 131, 132]. As discussed in Chapter 2, we believe only half of Kv2.1 charge moves in a concerted manner in the first few milliseconds after depolarization. Our data suggest the same is true for Kv2.2 and Kv1.5, but not Kv1.4. We believe the detection of \( \sim 14 \) elementary charges from Kv1.4 validates our measurements further, by proving that the underestimation of Kv2.1, Kv2.2 and Kv1.5 unitary charge is not due to an inherent lack of sensitivity in our recording system, but likely due to differences in these channels’ gating rearrangements.

In order to estimate the unitary conductance of Kv2.2, Kv1.4 and Kv1.5 we performed noise fluctuation analysis on tail currents from each channel bathed in Flipped K\(^+\). The results of these experiments are summarized in Figure 3.6. We voltage-clamped HEK293 cells expressing each channel type and made repetitive recordings of channel activation and deactivation. We activated channels at +40 mV for 40 ms and then recorded deactivating tail currents at hyperpolarized potentials. We repeated this protocol up to 200x per cell to build an ensemble of ionic recordings for each cell. We analyzed the statistical variance in ensembles of tail current recordings and obtained the single channel conductance as described in Section 2.3.6. As shown in the lower panels of Figure 3.5, the three channels had very similar single channel conductances in these ionic conditions. Indeed, the single channel conductances were 16.7±1.5 pS for Kv2.2 at -60 mV (teal), 15.5±1.9 pS for Kv1.4 at -70 mV (grey) and 16.9±2.3 pS for Kv1.5 at -70 mV (orange). After correction
for rectification, the single channel conductances were 6.5±0.6 pS, 6.4±0.4 pS, and 6.8±0.9 pS, respectively.

3.4.3 Counting non-conducting Kv2.2, Kv1.4 and Kv1.5 channels

With the unitary charge and conductance values in hand for the three channels, we converted the macroscopic charge and membrane conductance values from Figure 3.3 to channel numbers. Figure 3.7A contains a comparison of the number of conducting and gating channels obtained from individual cells expressing each channel isoform. These paired measurements show that in some cells the estimates of the number of conducting and gating channels were quite different. Panel B of Figure 3.7 shows the same data as the fraction of gating channels that were conducting in HEK293 cells expressing each channel type. Kv2.2-expressing HEK293 cells had an average conducting fraction of 0.79±0.06, Kv1.4-expressing cells had an average conducting fraction of 0.91±0.08 and Kv1.5 had an average conducting fraction of 0.51±0.04. One sample T-tests revealed that the average conducting fraction of Kv1.4 was not significantly different from a test mean of 1, supporting our previously published finding that Kv1.4 does not have a significant population of non-conducting channels. However, the conducting fractions of Kv2.2 and Kv1.5 were significantly different from 1, indicating that these two channels had significant non-
Figure 3.7: Density-dependence in Kv2.2, Kv1.4 and Kv1.5

A) Summary of the number of conducting vs gating channels for Kv2.2 (Top), Kv1.4 (Middle), and Kv1.5 (Bottom).

B) The same data in A shown as the fraction of conducting channels in each cell. On average, 79±6% of Kv2.2 channels, 91±8% of Kv1.4 channels and 51±4% of Kv1.5 channels were conducting. The fraction of conducting Kv2.2 and Kv1.5 channels were significantly different from 1 (One-sample T-test, p<0.05 and p<0.0005, respectively). Boxes represent the middle 50% of data and the median. The dashed horizontal lines represent the means.

C) Conducting fraction plotted as a function of the density of gating channels in the membrane for Kv2.2 (Top), Kv1.4 (Middle), and Kv1.5 (Bottom). Data from all cells were binned into 100 channels/µm² bins. Bins without error bars only contain one data point. Asterisks indicate p<0.05 between bin means from two-sample T-tests. The conducting fraction decreased as more channels were expressed in the membrane, suggesting a density dependent mechanism for each of the three channels types shown.

conducting populations. These are the first results to suggest that Kv2.2 and Kv1.5 exhibit non-conducting states.

Similar to our measurements from Kv2.1-expressing HEK293 cells in Chapter 2, the three channels studied here showed significant variability in the fraction of conducting
channels from cell-to-cell. This variability is evidenced by the spread of the data in Figure 3.7B. In Chapter 2 we attributed this variability to a density-dependent mechanism regulating the number of conducting channels in Kv2.1. We wondered if similar regulation was occurring for the three new channels studied in this chapter. Figure 3.7C shows the conducting fractions from Figure 3.7B as a function of the density of total channels in the membrane. We binned the data into 100 channels/µm² bins for ease of comparison between channel types. Much like we saw for Kv2.1 in Chapter 2, all three channels shown in Figure 3.7C appear to have conducting fractions that decrease with increasing channel density in the membrane. This phenomenon is apparent even for Kv1.4, which on average did not have a non-conducting state, but upon increased expression appeared to develop one.

3.5 Discussion

3.5.1 Summary

In this chapter we used the assay developed in Chapter 2 of this dissertation to explore the prevalence of non-conducting states in Kv channels of three different types. First we applied the assay to Kv2.2, the second member of the Kv2 family. We found that on average, only about 80% of Kv2.2 expressed in HEK293 cells were conducting. This is the first evidence of a non-conducting state for the second Kv2 family member and suggests that Kv2.1 and Kv2.2 are regulated similarly. Furthermore, as we showed for Kv2.1 in Chapter 2, the Kv2.2 conducting fraction was a function of the density of Kv2.2 channels in the membrane.

We next studied Kv1.4 using the gating and conducting channel assay. On average, 90% of the Kv1.4 channels were functional when expressed in HEK293 cells, indicating that this channel did not have a non-conducting population. This finding is consistent with our lab’s earlier quantification of functional Kv1.4 channels in HEK293 cells [101]. However, unlike in the earlier investigation, in the current work we noticed density de-
pendence in the percentage of conducting Kv1.4 channels. The discrepancy between these results can be attributed to the different expression ranges explored in each study. In this work we recorded from cells expressing up to 300 channels/µm², while the highest Kv1.4 density achieved by Fox et al. was 120 channels/µm². Indeed, the lack of a non-conducting Kv1.4 population on average is likely related to its overall lower expression in the membrane as opposed to its complete resistance to a silencing mechanism.

The last channel we studied was Kv1.5. We chose to investigate Kv1.5 after the interesting results we saw from Kv1.4. We were surprised to find that on average, only 51% of Kv1.5 channels were conducting. The conducting fraction of Kv1.5 was also influenced by density in the membrane, with higher expressing cells having a smaller conducting fraction.

3.5.2 Density-dependent silencing is common among Kv channels

In the current and previous chapter, we found that the activity of four Kv channels is sensitive to those channels’ expression level in HEK293 cells. We suggest that expression-dependent Kv channel silencing is prevalent phenomenon, even though Kv2.1 is the only channel in this work for which a non-conducting population has been observed before. If density-dependent silencing is common among Kv channels, why haven’t there been more reports of Kv channel silencing in the literature? We think this is can be explained by two properties of Kv2 channels that make them unique. First, Kv2 channels are expressed at high levels in many cell types. Indeed, cultured rat hippocampal neurons and arterial myocytes express between 100,000 and 200,000 Kv2 channels endogenously [98,101]. Therefore inconsistencies between the magnitudes of delayed rectifier currents generated by these cells and the number of channels are easy to detect. Second, Kv2 channels form clusters that are readily visible using light microscopy and therefore, relatively easy to study. The specialized localization of Kv2 channels was detected relatively early in the field of ion channel biology and likely contributed to the plethora of research attempting to relate Kv2 channel localization to its function.
Over the past several years, ion channel field has begun to focus on the subcellular organization of these membrane proteins. Super-resolution techniques have aided greatly in this work because most ion channel species are localized at the nanoscale [133–136]. Importantly, nanoscale clustering has been associated with changes in ion channel gating. Recent studies of the KcsA channel in lipid bilayers using atomic force microscopy and solid state NMR suggested that channel clustering is exquisitely linked to channel gating [137, 138]. Additionally, super-resolution light microscopy coupled with patch-clamp electrophysiology has revealed that voltage-gated calcium channels cluster in multiple cell types and clustering appears to facilitate their cooperative gating [139, 140]. Cooperative gating has also been recorded from sodium-activated potassium channels and appears to be favored by close proximity of the channels [141]. Therefore it is not entirely surprising that high expression levels modulate the function of Kv channels from multiple families.

3.5.3 The Kv non-conducting state exists at physiologically relevant channel densities

Kv2 channels are found at relatively high densities in many cell types in vivo. Fox et al. measured densities of Kv2.1 in rat hippocampal neurons using quantitative immunolabeling and found that the density of Kv2.1 channels in clusters was about 62 channels/µm², while channels outside of clusters had an average density of about 10 channels/µm² [101]. O’Dwyer and colleagues counted the number of gating Kv2 channels in mesenteric arterial smooth muscle cells and although they did not distinguish between clustered and non-clustered channels, they found overall densities of about 36 channels/µm² for males and 85 channels/µm² for females. Figure 3.8 shows the conducting fraction of the four Kv channels measured in this dissertation as a function of gating channel density, zoomed in to the range of physiological Kv2 densities. This figure contains the same data as that in Figure 2.8C and Figure 3.7C but is shown as the moving average of all data points, instead of as binned data. It is clear that significant silencing of
Figure 3.8: The conducting fraction in the physiological range of channel densities. A plot of the conducting fraction for each channel type as a function of the density of gating channels, zoomed to the range between 0 and 125 channels/µm$^2$. The data shown represents a moving average (window = 4) of the data from all cells. Note that the all Kv1.4 channels are conducting up to a density of 100 channels/µm$^2$.

Kv2.1 and Kv2.2 channels occurs in the range of 50-100 channels/µm$^2$, consistent with the aforementioned detection of non-conducting Kv2 channels in this density range in situ.

In contrast, as seen in Figure 3.8, Kv1.4 largely lacks a non-conducting population at densities up to 100 channels/µm$^2$. Therefore, the Kv1.4 non-conducting state is only likely to be physiologically relevant at extremely high densities, which to our knowledge have not been reported for Kv1.4 in any endogenous system. The physiological relevance of the Kv1.5 non-conducting state is somewhat difficult to predict. We did not acquire data from cells at the lowest expression levels, but as seen in Figure 3.8, 35% of Kv1.5 channels were non-conducting at a density of $\sim$75 channels/µm$^2$.

Do Kv1.5 channels ever reach this density in physiological systems? Kv1.5 is known to be enriched at the intercalated disc of cardiac myocytes, but quantitative measurements of the numbers of channels there are lacking [142, 143]. Interestingly, the function of Kv1.5 channels at the intercalated disk is equally mysterious. The ultra rapid potassium current ($I_{KUR}$) carried by Kv1.5 channels in the heart is undetectable in ventricular myocytes.
where these clusters of Kv1.5 have been observed by immunolocalization [142]. Might these channels be largely non-conducting?

3.5.4 A potential molecular mechanism

Membrane lipids are thought to be integral to ion channel behavior. Indeed, crystallization of a mammalian Kv channel required the presence of phospholipids, and the X-ray structure of Kv1.2 revealed multiple contacts between membrane lipids and channel transmembrane domains [30]. Kv7.1 channels are probably the most well-known lipid-regulated Kv channels to date. Indeed, phosphatidylinositol 4,5-bisphosphate (PIP2), an anionic membrane lipid, is thought to be required for coupling Kv7 voltage sensor activation to pore opening [144]. There are mixed reports on the effects of PIP2 on other Kv channels’ function [37, 145, 146]. However, even if PIP2 does not control the gating of the channels studied in this work, other membrane lipids could be involved. This hypothesis is attractive because individual cell types have different lipid compositions which could modulate pore opening among Kv channel families to different extents. A lipid composition that favors the Kv2.1 non-conducting state might be less effective at silencing Kv1.4 channels, and vice versa. Furthermore, plasma membrane lipid composition is dynamic and this mechanism could allow the cell to silence or activate Kv channels under variable conditions. Perhaps, as suggested by Hilgemann [145], all Kv channels require some type of anionic lipid for proper function and the non-conducting states seen here arise as the available lipids specific to HEK293 cells become saturated.

3.5.5 Limitations

It is evident in Figure 3.7B that in some cells we measured conducting fractions higher than 1, a result that is theoretically impossible. We believe this phenomenon is mostly due to error in the measurement of macroscopic gating charge from cells at the lower end of expression. Indeed, as fewer channels are expressed, it is more difficult to resolve gating currents from the baseline electrophysiological noise. Ideally we could have used averag-
ing to improve measurements in this range, but as discussed in Chapter 2, the ionic conditions were not conducive to making multiple recordings from each cell. Other sources of noise likely contributed to this phenomenon as well. For example, we used average values of single channel conductance and unitary fluorescence to quantify numbers of conducting and fluorescent channels, which each had their own measurement variability. Therefore, even if we could measure gating currents with 100% accuracy at all expression levels, we may still have obtained some conducting fractions >1.

One criticism of the present work is the sole use of fluorescently-tagged channels in heterologous systems. Indeed, it would be more convincing to show non-conducting states in wild-type channels, or better yet, wild-type channels endogenously expressed in physiological systems. This could theoretically be accomplished in the same way that Fox et al. counted non-conducting channels endogenous to rat hippocampal neurons. Those authors performed quantitative immunolabeling in conjunction with whole-cell patch clamp, where they measured delayed rectifier current magnitudes. This approach has its own limitations. For example, Fox and coworkers had to assume that immunolabeling was uniform across the entire cell and that antibodies interacted with antigens in a fixed ratio. Alternatively, we could have used O’Dwyer’s approach, using channel-specific gating modifiers and blockers to extract gating charge and ionic currents from endogenous channel populations. This approach comes with its own challenges, including finding isoform-specific pharmacological agents and dealing with the potential presence of heterotetrameric channels expressed endogenously. Indeed, the best approach would be a combination of the current work done in a heterologous system and studies in physiological systems. This has already been done for Kv2.1, but should be pursued for the others channels described in this chapter.

Another potential limitation of this work is the use of HEK293 cells for channel expression. Is this a good model system for the channels studied herein? Certainly a mammalian cell line is the best option for recapitulating regulatory mechanisms of mammalian pro-
teins. However, the results obtained in HEK293 cells should not be taken to represent the behavior of these channels in every mammalian cellular context. For example, neurons are thought to contain a higher mole fraction of cholesterol in their plasma membranes than other mammalian cell types [147]. If lipids play a role in the regulation of the non-conducting fraction, this fraction would likely be different if studied in central neurons. Another confounding factor present in HEK293 cells but absent in neurons might be cell cycle-dependent kinases, which are known to phosphorylate Kv2.1 in Cos cells [148], and could modulate additional Kv channels’ function as well.

3.5.6 Future Directions

Non-conducting ion channels are difficult to study. Ideally we could use single channel recordings to measure the open probability of ion channels at different plasma membrane densities. Unfortunately, non-conducting channels do not contribute ionic currents to electrophysiological recordings. Since the gating charge of a single channel cannot be detected electrically with patch-clamp, it is impossible to know the number of channels in patch that contains non-conducting channels. Perhaps optical methods could be coupled to single channel recordings to somehow visualize the gating of individual channels in the patch while recording the ionic currents from the same patch. This would yield a true measurement of the open probability of non-conducting channels. The data presented in this dissertation suggest than the non-conducting state we detected is uncoupled from channel activation, and that if the non-conducting channels’ true open probabilities could be measured they would be nominally zero. If single fluorescently-tagged channels could be resolved on the apical cell membrane, perhaps using spinning disk confocal microscopy, then one could estimate the number of fluorescent channels in an area of membrane and subsequently perform on-cell patch clamp of that membrane area to record single channel currents. This task is made difficult by the lower signal-to-noise ratio in confocal vs. TIRF microscopy. However, reasonable estimates would likely be possible with bright enough fluorophores.
It would be intriguing to test the hypothesis that lipid composition regulates the non-conducting state observed in this work. One simple approach would be to compare the prevalence of non-conducting states in various cell-types with different lipid profiles. For example, one study found that mammalian HEK293T cells and insect SF9 cells had reciprocal amounts of phosphatidylcholine (PC) and phosphatidylethanolamine (PE). Further, HEK293T cells had an almost 5-fold higher cholesterol-to-total phospholipid ratio than SF9 cells [149]. A comparison of non-conducting fractions in each of these cell types could be a starting point for determining which lipids might be important, if any.

Alternatively, studies could focus on correlating the presence of various types of lipids with the Kv channel isoforms shown here to have non-conducting states. The localization of different lipid species in cell plasma membranes in situ is not trivial. Current methods for localizing particular lipids include immunocytochemistry, expression of fluorescent lipid-binding protein domains, or imaging of incorporated synthetic fluorescently-tagged lipids, among others [150]. Each of these approaches has its drawbacks, and it is difficult to imagine building up a comprehensive picture of a cell’s total lipid profile using optical methods. Mass spectrometry is still the best method to investigate cell-type specific lipid composition, but of course applying this method to subcellular lipid localization is extremely challenging. It would be especially interesting to map the lipid composition of certain subcellular compartments known to contain high densities of ion channels in this work in situ, such as the intercalated disc.

3.5.7 Conclusion

We have developed an improved quantitative assay to detect gating transitions and ionic conductance from Kv channels transfected into heterologous cells. We used this assay to corroborate ours and others observations of a non-conducting population of Kv2.1 channels in Chapter 2. In the current chapter we went on to show potentially physiologically relevant non-conducting states in Kv2.2 and Kv1.5 for the first time. An additional unexpected finding in this chapter was the sensitivity of all channels to density in the
plasma membrane, including Kv1.4, a channel whose density dependence was not observed in past studies. We suggest that density in the PM is a common regulator of Kv channel activity. Our results suggest that increased channel densities favor an extremely low open probability state of the channels, although the mechanism of this effect remains elusive.
Chapter 4

Interaction of Kv2 channels with all three AMIGO β-subunits modulates both channel electrical properties and cell adhesion molecule surface trafficking

4.1 Chapter Overview

The Kv2 channels encode delayed rectifier currents in excitable cells that maintain membrane polarization under conditions of high excitability. They also form stable junctions between the endoplasmic reticulum and plasma membranes in many different cell types, creating membrane contact sites that mediate functions distinct from membrane excitability. Therefore, proteins that interact with Kv2 channels can alter conducting and/or non-conducting channel functions. One member of the AMIGO family of proteins is an auxiliary Kv2 subunit and modulates Kv2.1 electrical activity. However, the AMIGO family has two additional members of approximately 50% similarity that have not yet been characterized as Kv2 β-subunits. In this work we show that the surface trafficking and localization of all three AMIGOs are controlled by their interaction with both Kv2 channels. Additionally, assembly of each AMIGO with either Kv2 shifts the channel activation midpoint in the hyperpolarizing direction. However, only AMIGO2 significantly slowed inactivation and deactivation, leading to a prolonged open state of Kv2 channels. The co-regulatory effects of Kv2s and AMIGOs likely help tune both electrical and non-electrical properties of cells in which they are expressed.

Hypotheses to be tested:

1. AMIGO1, 2 and 3 co-localize with both Kv2.1 and Kv2.2 when co-expressed in HEK293 cells.

2. Co-expression with either Kv2 channel will enhance AMIGO1, 2 and 3 trafficking to the HEK293 cell surface.
3. AMIGO1, 2 and 3 each alter voltage-dependent and kinetic properties of both Kv2.1 and Kv2.2 current when co-expressed in HEK293 cells.

4. Co-expression of two AMIGO isoforms simultaneously with Kv2.1 will result in electrophysiological phenotypes in between those imparted by each AMIGO alone.

4.2 Introduction

$\beta$-subunits of the Kv superfamily are important regulators of nervous system function. Indeed, this diverse class of proteins can modulate almost every aspect of Kv channel physiology including subunit assembly, trafficking, protein stability, conduction, localization and pharmacology [151–153]. The classical Kv auxiliary subunits, Kv$\beta$1, 2 and 3, are soluble proteins that interact with the cytoplasmic domains of Kv1 channels. They confer dramatic effects on channel gating, in some cases inducing fast inactivation in otherwise non-inactivating channels [154, 155]. There are several additional classes of Kv $\beta$ subunits that alter the properties of other Kv families, such as the KChIPs (potassium channel interacting proteins) which modulate Kv4 channel gating and trafficking and the KCNEs that have been shown to assemble with Kv1, Kv2, Kv7 and others [152]. The importance of modulation of Kv channel function by auxiliary subunits is evidenced by the fact that mutations in KCNE genes can confer susceptibility to cardiac arrhythmias even upon coassembly with wild-type alpha subunits [156].

Recently, AMIGO1 (amphotericin-induced gene and ORF 1) was identified as a novel $\beta$-subunit of Kv2 channels [71,108]. That work showed that AMIGO1 assembles with both Kv2 isoforms in neurons in vivo and in vitro, and when co-expressed in HEK293 cells, and induces a 10 mV hyperpolarizing shift in the voltage-dependence of Kv2.1. Furthermore, while trafficking and localization of Kv2.1 and Kv2.2 were unchanged by assembly with AMIGO1, both Kv2s increased the surface expression of AMIGO1 and redistributed it to large clusters which are characteristic of Kv2 channel localization [71].
The clustered pattern of Kv2s is due to a phosphorylation-regulated interaction with an endoplasmic reticulum (ER) protein, VAP [74, 81]. This interaction between Kv2s and VAP brings the ER into close apposition with the PM, forming an increasingly appreciated organelle, called the ER-PM junction [74, 79]. ER-PM junctions represent approximately 12% of the total neuronal surface [157] and regulate many cellular processes, including endo- and exocytosis [65, 79, 102], Ca\(^{2+}\) signaling and store refilling [79, 98, 121], and cell-cell interactions [60, 157]. The consequences of AMIGO localization to Kv2-induced ER-PM junctions for each of these functions are not well understood. However, it is hypothesized that AMIGOs mediate transcellular interactions via their cell adhesion molecule-like extracellular domains, which could underlie cell-cell communication events at ER-PM junctions [107].

In addition to their non-conducting functions mentioned above, Kv2 channels are important regulators of neuronal excitability. They underlie the majority of the delayed rectifier current in central neurons and control neuronal excitability under conditions of high frequency firing [85, 158, 159]. Perhaps more importantly, periods of prolonged neuronal activity lead to calcium-dependent dephosphorylation of Kv2 channels, which in turn lowers their threshold of activation [87, 89, 158]. In addition to its effects on voltage-dependent gating, dephosphorylation of Kv2 channels also disrupts their interaction with ER VAPs, leading to dispersal of channels from clusters. Therefore, neuronal calcium load influences both Kv2 function and localization, albeit by distinct phosphorylation sites [89]. The physiological repercussions of Kv2 cluster dispersal is currently being investigated, but a recent study showed that blocking Kv2 clustering was neuroprotective after ischemic injury and this effect was independent of channel activation threshold [93].

The effects of AMIGO assembly on Kv2 electrical function under pathophysiological conditions have not been studied. Furthermore, because AMIGO - Kv2.1 assembly is maintained during Kv2.1 declustering [108], there are likely downstream effects on cell-cell interactions due to changing AMIGO localization on the cell surface.
While the assembly of Kv2 channels and AMIGO1 is well-documented, nothing is known about the assembly of Kv2s with other members of the AMIGO family. The AMIGO family consists of 3 members (AMIGO1, AMIGO2 and AMIGO3), all of which are type-I single-pass transmembrane proteins [160]. All 3 AMIGOs have an extracellular N-terminus that contains 6 leucine rich repeat (LRR) domains and an immunoglobulin (Ig) domain, regions which allow them to act as homophilic and heterophilic cell adhesion molecules [160, 161]. AMIGO1 is almost exclusively expressed in the brain, while AMIGO2 and AMIGO3 are more widespread, but also enriched in the brain [160]. Functionally, AMIGOs have been implicated in regulating neuronal morphology, as well as cell growth and survival. For example, neurons grown on plates coated with the AMIGO1 extracellular domain showed an increased number of neurites, suggesting a role for AMIGO1 in early axon guidance [160, 162]. Conversely, following the axotomy of adult rat dorsal root ganglion neurons, AMIGO3 expression increases and participates in the acute inhibition of axonal regeneration [163]. Although AMIGO2 has yet to be implicated in axon regulation, adult AMIGO2 knockout mice show larger dendrites in starburst amacrine cells and retinal bipolar cells [164]. Taken together, these studies suggest a role for AMIGOs in neurite outgrowth in early development and neurite inhibition in adulthood. Interestingly, AMIGO2 has also been implicated in enhanced growth and survival in a variety of cells, including cerebellar granule neurons [165], vascular endothelial cells [166], gastric adenocarcinoma cells [167], and melanoma cells [168]. This increase in cell viability may be due to an interaction between AMIGO2 and PDK1, a kinase that activates Akt in cell survival pathways [169]. While the residues involved in AMIGO1 - Kv2.1 interaction are unknown, electrophysiology studies with chimeras between AMIGO1 and neuronal cell adhesion molecule (NCAM) suggest that the AMIGO1 transmembrane domain is required for interaction with Kv2.1 [108]. The transmembrane domain of the AMIGO family is 48% conserved, supporting the possibility that the other AMIGO family members could also act as β-subunits for the Kv2 family.
Given the lack of detailed information regarding the structural basis of the AMIGO1 - Kv2 interaction it is difficult to predict whether AMIGO2 and AMIGO3 will interact with and exert similar functional effects on the Kv2 channels. The aim of the present study was to investigate whether AMIGO2 and AMIGO3 also act as auxiliary β-subunits for Kv2.1 and Kv2.2 and to further characterize the effects of interaction on the AMIGOs and the Kv2 channels. The results of this work suggest that all three AMIGOs assemble with both Kv2 channels. The interaction of Kv2 channels with the AMIGOs appears to have isoform-specific effects on AMIGO trafficking but minimal effects on Kv2 trafficking and localization. Furthermore, while all three AMIGOs modulate Kv2 channel activation, the association of AMIGO2 also specifically alters channel inactivation and deactivation. These results indicate that the three AMIGOs interact with both Kv2.1 and Kv2.2 and alter both channel conducting functions and the composition of Kv2 surface clusters.

4.3 Materials and methods

4.3.1 DNA constructs

The original AMIGO1, AMIGO2 and AMIGO3 constructs were obtained from the DNASU plasmid repository (plasmid IDs HsCD00-29615, HsCD00-513136, and HsCD00-512989, respectively). Fluorescent protein fusion constructs were generated by PCR-based addition of restriction sites to the ends of each AMIGO family insert. Fluorescent protein vectors were cut with the same enzymes and each insert was ligated into the recipient vector, such that the fluorescent protein (GFP-N1 or Ruby2-N1) was fused to the C-terminus of AMIGO. The full length, codon optimized Kv2.2 coding sequence (accession number NM_054000) was synthesized by GeneWiz and inserted into a pEGFP-C1 expression vector (Clontech) via EcoRI and Sall restriction sites. GFP-Kv2.1 and Kv2.1-loopBAD have been described previously [72, 78]. hBirA was a gift from Alice Ting [170]. Pleckstrin homology domain (PH)-GFP was obtained from Colin Clay. For additional details, see Table 4.1.
Table 4.1: DNA constructs used in this chapter.

<table>
<thead>
<tr>
<th>Construct Name</th>
<th>Insert Origin</th>
<th>Vector Backbone</th>
<th>Cloning Method</th>
<th>Restriction Enzymes</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMIGO1-GFP</td>
<td>AMIGO1 from DNA plasmid repository (plasmid ID HscCD0029615)</td>
<td>pEGFP-N1 from Clontech</td>
<td>Restriction Digest</td>
<td>Apal and Xhol</td>
</tr>
<tr>
<td>AMIGO1-Ruby2</td>
<td>AMIGO1-GFP (see above)</td>
<td>mRuby2-N1 from Michael Davidson (Addgene plasmid #54614)</td>
<td>Restriction Digest</td>
<td>Apal and Xhol</td>
</tr>
<tr>
<td>AMIGO2-GFP</td>
<td>AMIGO2-Ruby2 (see below)</td>
<td>pEGFP-N1 from Clontech</td>
<td>PCR and Restriction Digest</td>
<td>Nhel and BamHI</td>
</tr>
<tr>
<td>AMIGO2-Ruby2</td>
<td>AMIGO2 from DNA plasmid repository (plasmid ID HscCD005193136)</td>
<td>mRuby2-N1 from Michael Davidson (Addgene plasmid #54614)</td>
<td>Restriction Digest</td>
<td>Notl and Agel</td>
</tr>
<tr>
<td>AMIGO3-GFP</td>
<td>AMIGO3-Ruby2 (see below)</td>
<td>pEGFP-N1 from Clontech</td>
<td>PCR and Restriction Digest</td>
<td>Nhel and Agel</td>
</tr>
<tr>
<td>AMIGO3-Ruby2</td>
<td>AMIGO3 from DNA plasmid repository (plasmid ID HscCD00519889)</td>
<td>mRuby2-N1 from Michael Davidson (Addgene plasmid #54614)</td>
<td>PCR and Restriction Digest</td>
<td>Nhel and Agel</td>
</tr>
<tr>
<td>GFP-Kv2.1</td>
<td>Gift from the late Rolf Joho</td>
<td>pEGFP-C1 from Clontech</td>
<td>Restriction Digest</td>
<td>EcoRI and XbaI</td>
</tr>
<tr>
<td>GFP-Kv2.2</td>
<td>GeneWiz codon-optimized fragment</td>
<td>pEGFP-C1 from Clontech</td>
<td>Restriction digest</td>
<td>EcoRI and Sall</td>
</tr>
<tr>
<td>Kv2.1-loopBAD</td>
<td>GFP-Kv2.1 (see above), GFP removed</td>
<td>pEGFP-C1 from Clontech</td>
<td>PCR and Restriction Digest</td>
<td>EcoRI and Nhel to remove GFP, BgIII sites to insert BAD into S1-S2 loop</td>
</tr>
<tr>
<td>BirA</td>
<td>Gift from Alice Ting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PH-GFP</td>
<td>Gift from Colin Clay</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3.2 Cell culture and transfection

HEK293 cells were maintained in 10 cm dishes (CellTreat #229620) at 37°C under 5% CO₂ in DMEM (Corning #10-013-CV) supplemented with 10% FBS. For transfections, cells were trypsinized and electroporated (BioRad GenePulse Xcell) with either Kv2 alpha subunits (500 ng per dish), AMIGO subunits (300 ng per dish) or a combination of both. In some experiments a GFP-tagged pleckstrin-homology domain construct was used as a marker to facilitate measurements of fluorescence associated with the PM. For electrophysiology competition experiments, Kv2.1-loopBAD (500 ng) was transfected along with AMIGO2-GFP (300 ng) and either AMIGO1-Ruby2 (300 ng) or AMIGO3-Ruby2 (300 ng) simultaneously along with the biotin ligase hBirA. (1µg per dish). In these experiments, Kv2.1-LB was labeled with streptavidin-conjugated fluorophores to facilitate iden-
tification of transfected cells. Fluorescent labeling at this site does not alter Kv2.1 localization or function [77].

4.3.3 Microscopy

Spinning disk confocal microscopy was used for all imaging experiments where electrophysiology was not conducted. HEK293 cells were electroporated as described above and plated at a low density on glass-bottom dishes (MatTek #P35G-1.5-14-C) coated with Matrigel (BD Biosciences #354230) in a maintenance medium for 18-24 hours. Cells were briefly removed from incubation for medium exchange to HEK293 Imaging Saline (HIS), which contains the following: 146 mM NaCl, 4.7 mM KCl, 2.5 mM CaCl₂, 0.6 mM MgSO₄, 1.6 mM NaHCO₃, 0.15 mM NaH₂PO₄, 0.1 mM ascorbic acid, 8 mM glucose, and 20 mM HEPES, pH 7.4. After medium exchange, cells were immediately placed on the heated microscope stage and allowed to equilibrate for 10 minutes before imaging. Spinning disk confocal microscopy was performed on a Yokogawa-based CSUX1 system with an Olympus IX83 inverted stand, and coupled to an Andor laser launch containing 405, 488, 568, and 637 nm diode lasers, 100-150 mW each. Images were collected using an Andor iXon EMCCD camera (DU-897) and 100X Plan Apo, 1.4 NA objective. This system is equipped with the ZDC constant focus system and a Tokai Hit chamber and objective heater. Images were collected using MetaMorph software (version 7.8.13.0). Total Internal Fluorescence (TIRF) microscopy was used to identify transfected cells for electrophysiological experiments. TIRF microscopy was performed on a Nikon Eclipse Ti microscope equipped with 100 mW diode lasers at 405, 488, 561 and 640 nm. Cells were imaged using a Plan Apo TIRF 100x 1.49 NA objective and captured by an Andor iXon EMCCD DU-897 camera using appropriate band pass filters.

4.3.4 Electrophysiology

Transfected HEK293 cells were plated at low density on Matrigel-coated glass-bottom dishes. The next day, cells were bathed in extracellular solution containing (in mM): 140
NaCl, 5 KCl, 2 CaCl$_2$, 2 MgCl$_2$, 10 Glucose, 10 HEPES, pH=7.4, 340 mOsm/L. Transfected cells were identified by fluorescence using TIRF microscopy. Pipettes were pulled from thin-walled borosilicate glass and had tip resistances of 1-3 MΩ when filled with internal solution: 4 NaCl, 150 KCl, 1 MgCl$_2$, 0.5 EGTA, 10 HEPES, pH = 7.4, 310 mOsm/L. Whole-cell voltage-clamp experiments were performed at room temperature with an Axopatch200b amplifier and Digidata 1550A using Clampex 10.6 software (Axon Instruments). Data was acquired at 20 kHz and low pass filtered at 5 kHz. At least 80% series resistance prediction and compensation were used to mitigate voltage error and all recordings were leak subtracted using the P/-4 method. To investigate channel activation, cells were depolarized from a holding potential of -80 mV to between -80 and +70 mV for 250 ms in 10 mV increments (every other step is shown in figures for clarity). After each depolarizing pulse the membrane was stepped to -40 mV for 250 ms to probe channel deactivation before repolarizing to -80 mV. Tail currents at -40 mV were fit with a single exponential function and extrapolated backwards to obtain the instantaneous current at the end of the variable voltage pulse. These currents were normalized (I/I$_{\text{Max}}$) and fit with a Boltzmann function to estimate channel activation parameters. The time constants of single exponential fits of tail currents were used as a measure of channel deactivation. Channel inactivation was probed using a standard three-pulse protocol: a 100 ms pre-pulse to +40 mV was used to activate all channels followed by a 2500 ms pulse to potentials between -80 mV and +60 mV to elicit inactivation, followed by a 100 ms test pulse to +40 mV. The amount of channel inactivation was taken as the fraction of current in the test pulse compared to the pre-pulse for each variable voltage. Single Boltzmann functions were fit to the data between -80 mV and +10 mV to avoid fitting errors due to U-shaped inactivation. U-shaped inactivation is a characteristic of steady-state Kv2 inactivation curves thought to arise from either preferential closed state inactivation at intermediate voltages or voltage-clamp protocols that do not allow sufficient time for channels to reach steady-state [171, 172]. We also probed the kinetics of activation and
inactivation. The current traces associated with channel activation were fit with a single exponential function from the inflection point to the end of the trace. The current traces associated with channel inactivation were fit from 250 ms after the end of the pre-pulse to the end of the 2500 ms variable pulse. To estimate the voltage dependence of activation kinetics, we fit the \( \tau - V \) plots with the exponential equation:

\[
\tau = Ae^{-zFV/RT} + B
\]  

(4.1)

Where \( z \) is the charge associated with forward transitions underlying the activation kinetics [55].

4.3.5 Analysis and Statistics

Images were processed and analyzed using ImageJ (v1.52p). All images are single z-planes, unless otherwise noted.

Surface trafficking was measured from single z-planes at the center of each cell. A region of interest (ROI) was hand drawn around each cell and total fluorescence was measured for each channel. Seven pixels were then subtracted from the perimeter of the cell ROI (to account for the width of the membrane) to measure total fluorescence which was not on the PM. By subtracting the internal fluorescence from the total fluorescence, the fluorescence on the surface was determined. In the case of AMIGO3, where little fluorescence was on the surface, PH-GFP was co-expressed to determine the location of the plasma membrane. These measurements were performed in ImageJ.

Density in arbitrary fluorescence units per square micron (AU/\( \mu m^2 \)) was calculated by dividing the sum of fluorescence in each ROI by the area of the ROI in microns. A surface trafficking index was determined by dividing the surface density by total density. This measure indicates the preference of a protein for surface expression (if greater than 1) or intracellular expression (if less than 1). The surface trafficking index was compared to a test mean of 1 using a one-sample t-test to determine whether the protein significantly
preferred to localize to the surface or intracellularly. To determine if co-expression with Kv2s significantly increased the AMIGO surface trafficking index, one-way ANOVAs with post-hoc Tukey tests were used.

To assess competition between 2 AMIGOs for Kv2.1 binding sites, cells were cotransfected with Kv2.1-loopBAD, AMIGO2-Ruby2 and either AMIGO1-GFP or AMIGO3-GFP. For measurements of relative abundance in Kv2.1 clusters, the summed fluorescence of each AMIGO was measured in each cluster, and total expression of each protein was determined using an ROI drawn around the perimeter of the cell. Percent cluster expression was measured by using the summed cluster fluorescence over the total cell fluorescence for each protein. Competition ratios were calculated by dividing the percent cluster expression of AMIGO1 or AMIGO3 over the percent cluster expression of AMIGO2. A ratio of 1 indicates equal representation in clusters, while a ratio greater than 1 indicates a preference for either AMIGO1 or AMIGO3. One sample t-tests were used to compare ratio means to a test mean of 1.

Electrophysiological data were analyzed using MatLab and plotted using Origin2018b software. Data shown are mean and standard error. Data points with no error bars have standard error smaller than the symbol size. One-way ANOVA was used to test for significance between multiple groups, alpha = 0.05. Post-hoc Tukey’s tests were performed to determine significance between each group, alpha = 0.05. Sample sizes are included in figure legends and represent data from at least 2 biological replicates.

4.4 Results

4.4.1 Kv2s increase AMIGO surface expression

While previous work demonstrated that AMIGO1 is a $\beta$-subunit for Kv2s [71, 108], it is unknown whether other members of the AMIGO family also act as $\beta$-subunits. The relative localization of the Kv2s and each AMIGO could yield insight into this question. We first expressed each fluorescently-tagged AMIGO subunit alone in HEK293 cells.
Figure 4.1: Kv2s colocalize with AMIGOs and increase their surface trafficking. Representative images of A) AMIGO1, B) AMIGO2, or C) AMIGO3 alone (left images), with Kv2.1 (middle images) and with Kv2.2 (right images). Line scans through the center of the cells are indicated by the white lines on the images and plotted below. Images are single z-planes at the middle of the cell. Scale bars = 5 µm. D) AMIGO surface trafficking index for each condition. A ratio >1 indicates a preference for surface trafficking. AMIGO1 surface trafficking was significantly increased with co-expression of Kv2.1 (median=1.63, N=29, p<0.0005) and Kv2.2 (median=1.29, N=21, p<0.05) compared to AMIGO1 alone (median=1.14, N=65 cells, F=34.37, p<0.0005). AMIGO2 surface trafficking was significantly increased with co-expression of Kv2.1 (median=1.70, N=33 cells, p<0.0005) and Kv2.2 (median=1.51, N=18 cells, p<0.0005) compared to AMIGO2 alone (median=1.14, N=30 cells, F=35.99, p<0.0005). AMIGO3 surface trafficking was significantly increased with co-expression of Kv2.1 (median=1.33, N=30 cells, p<0.0005) and Kv2.2 (median=1.34, N=16 cells, p<0.0005) compared to AMIGO3 alone (median=0.67, N=27 cells, F=35.99, p<0.0005), which was largely internal. * = p<0.05, ****= p<0.0005.

panels in Figure 4.1A, B and C show optical slices of HEK293 cells expressing AMIGO1, AMIGO2 or AMIGO3 in the absence of Kv2 subunits, respectively. When expressed alone, AMIGO1 and AMIGO2 largely localized to the PM, as indicated by the peaks of fluorescence in the line scans that are associated with each cell’s perimeter. However, AMIGO1 and AMIGO2 were also found in intracellular vesicles, as seen by the punctate pattern of fluorescence within the cells in Figure 4.1A and B and their corresponding line scans. In contrast, AMIGO3 was almost exclusively localized to intracellular membranes with very
minimal fluorescence associated with the PM, as seen in the left panel of Figure 4.1C. In these cells, a PH-GFP construct was co-expressed with AMIGO3 to act as a membrane marker. It is clear from the linescan in the left panel of Figure 4.1C that there was no AMIGO3 fluorescence corresponding to the PH-GFP peaks at the perimeter of the cell.

The remaining panels in Figure 4.1A, B and C show representative images of HEK293 cells co-expressing each AMIGO isoform with each Kv2 alpha subunit. Co-expression with the Kv2s dramatically reduced the intracellular, vesicular fluorescence of AMIGO1 and AMIGO2 and appeared to increase their localization to the PM as seen in the dual-color linescans in Figure 4.1A and B. Likewise, co-expression of each Kv2 subunit with AMIGO3 also increased AMIGO3’s localization to the PM, as evidenced by the correspondence of AMIGO3 and Kv2 fluorescence peaks in the dual-color linescans in Figure 4.1C.

Figure 4.1D shows a summary of the changes in AMIGO surface expression conferred by co-expression with Kv2 subunits. The data are given as a trafficking index, which is a ratio of AMIGO fluorescence associated with the PM to total AMIGO fluorescence on a cell-by-cell basis. For this measure, a value >1 indicates preferential targeting to the PM and a value <1 indicates preferential targeting to intracellular membranes. Consistent with the images from panels A, B and C, AMIGO1 and AMIGO2 had trafficking indices slightly higher than 1 when expressed alone, indicating a small preference for PM localization. In contrast, AMIGO3 had a trafficking index of 0.67 when expressed alone, in accordance with its preference for intracellular membranes. Co-expression of each AMIGO isoform with either Kv2.1 or Kv2.2 significantly increased the AMIGO trafficking indices, as indicated by the asterisks in Figure 4.1D. This data suggests that all three AMIGO isoforms interact with both Kv2 subunits, and that assembly with Kv2 channels alters AMIGO expression on the PM.

4.4.2 The three AMIGOs enhance the voltage-sensitivity of Kv2 activation

After finding that Kv2s alter AMIGO surface expression we decided to characterize the effects of each AMIGO on Kv2 channel electrical function. We voltage-clamped trans-
fected HEK293 cells and recorded whole-cell currents in response to 250 ms depolarizing steps between -80 mV and +70 mV from a holding potential of -80 mV. Currents carried by Kv2 subunits alone or Kv2 subunits plus each AMIGO were qualitatively similar and resembled classic delayed rectifier currents as shown in Figure 4.2A and B. Differences in current magnitude in this figure, and throughout, are due to variable expression of

**Figure 4.2:** AMIGOs shift Kv2 activation. A) Representative activation traces from HEK293 cells expressing Kv2.1 alone (black) Kv2.1+AMIGO1 (blue), Kv2.1 + AMIGO2 (green), or Kv2.1 + AMIGO3 (orange). Every other depolarizing step between -70 and +70 mV is shown for clarity. Scale bar applies to all traces. B) Representative activation traces from HEK293 cells expressing Kv2.2 alone or with each of the three AMIGOs. Colors are the same as in A. Scale bar applies to all traces. C) Voltage dependence of Kv2.1 activation measured from normalized tail current magnitudes (inset). Coexpression with each of the three AMIGOs shifted the Kv2.1 activation midpoint to more hyperpolarized potentials (One-way ANOVA, F=31.7, p<0.0005). The midpoint of Kv2.1 alone was -2.4±1.1 mV (N=9 cells). AMIGO1 shifted the Kv2.1 activation midpoint to -8.5±1.2 mV (N=7 cells, p<0.0005), AMIGO2 shifted it to -10.3±1.2 mV (N=8 cells, p<0.0005), and AMIGO3 shifted it to -9.1±1.2 mV (N=9 cells, p<0.0005). D) Voltage dependence of Kv2.2 activation measured from normalized tail current magnitudes (inset). Coexpression with each of the three AMIGOs also shifted the Kv2.2 activation midpoint to more hyperpolarized potentials (One-way ANOVA, F=17.0, p<0.0005). The activation midpoint of Kv2.2 alone was -2.2±0.9 mV (N=12 cells). AMIGO1 shifted the Kv2.2 activation midpoint to -7.8±1.4 mV (N=9 cells, p<0.0005), AMIGO2 shifted it to -9.2±1.4 mV (N=8 cells, p<0.0005), and AMIGO3 shifted it to -9.0±1.4 mV (N=9 cells, p<0.0005).
the Kv channels in individual HEK293 cells as opposed to population level differences between conditions. Our voltage-clamp protocol to assay channel activation included a tail current step to -40 mV to facilitate the measurement of open probability as a function of prepulse voltage. Example tail currents from Kv2.1 and Kv2.2 alone are shown in the insets in Figure 4.2C and D. The tail currents were fit with an exponential function which was extrapolated back to the time corresponding to the end of the depolarizing pulse to obtain the maximal tail current magnitudes at each voltage. Plots of normalized tail current magnitudes for Kv2.1 and Kv2.2 with and without each AMIGO are shown in Figure 4.2C and D, respectively. We fit each data set with a single Boltzmann function in order to estimate the midpoint of the activation curves. The midpoint of Kv2.1 activation (-2.4 ± 1.1 mV) was shifted to more hyperpolarized potentials by AMIGO1 (-8.5 ± 1.2 mV, p<0.0005), AMIGO2 (-10.3 ± 1.2, p<0.0005) and AMIGO3 (-9.2 ± 1.2 mV, p<0.0005), consistent with the effect of AMIGO1 on Kv2.1 activation midpoint shown previously [108]. We also analyzed voltage dependent activation of Kv2.2, the second Kv2 isoform whose interactions with any AMIGO have not yet been characterized. The midpoint of Kv2.2 activation alone was -2.2 ± 0.9 mV. As we saw for Kv2.1, AMIGO1 (-7.8 ± 1.4 mV, p<0.0005), AMIGO2 (-9.2 ± 1.4 mV, p<0.0005), and AMIGO3 (-9.0 ± 1.4 mV, p<0.0005) each shifted Kv2.2 activation to more hyperpolarized potentials. Together these results suggest that each of the three AMIGO isoforms assembles with and modulates both Kv2.1 and Kv2.2 activation gating.

4.4.3 The AMIGOs alter Kv2 activation kinetics

To explore the mechanisms underlying the observed effects of AMIGOs on Kv2 voltage dependent activation we analyzed the time dependence of the each current trace from Figure 4.2. A comparison of normalized current traces during a step to +30 mV is shown in Figure 4.3A and reveals differences between Kv2.1 activation kinetics when expressed alone or with each AMIGO isoform. Each of the three AMIGOs sped up activation of Kv2.1 such that maximum current was reached earlier. We fit the late portion of the Kv2.1
activating currents with a single exponential function and plotted the resulting time constants as a function of voltage as shown in Figure 4.3B. The time constants of Kv2.1 late activation were faster when co-expressed with each of the AMIGOs at most voltages. For example, at +30 mV, the time constant of Kv2.1 activation was 11.9±0.7 ms. Co-expression with AMIGO1 increased this rate to 8.0±0.9 ms (p<0.005), AMIGO2 increased it to 7.2±0.5 ms (p<0.0005) and AMIGO3 increased it to 7.7±0.3 ms (p<0.0005). Results from the same experiment with Kv2.2 are shown in Figure 4.3C and D. The normalized current traces
in Figure 4.3C show that each of the three AMIGOs also tended to increase the rate of Kv2.2 activation. However, the extent of the increase on Kv2.2 kinetics was more dramatic for AMIGO2 than the other two isoforms. Indeed, Kv2.2 activation at +30 mV proceeded with a time constant of 10.5±1.5 ms, and this rate was sped up significantly by AMIGO2 (5.7±0.4 ms, p<0.05), but not AMIGO1 (7.1±0.9 ms, p=0.2) or AMIGO3 (6.2±1.1 ms, p=0.06).

The AMIGOs sped up the activation time course of both Kv2.1 and Kv2.2 channels, as seen in Figure 4.3. However, since the speeding effects were observed at voltages where voltage dependent gating is near maximal, this observation cannot explain the shifts in voltage dependent activation observed in Figure 4.2. We noticed that the voltage-dependence of Kv2 activation kinetics appeared to be increased by each of the AMIGOs, as evidenced by the shape of the data in Figure 4.3B and D. Therefore, following the method of Scholle et al. [55], we fit the plots in Figure 4.3B and D with an exponential function (Equation (4.1)) and compared the equivalent charge (z) contributing to activation kinetics between conditions. By eye, the fits in Figure 4.3B and D appeared steeper when Kv2.1 or Kv2.2 was co-expressed with each AMIGO. This was especially evident when either Kv2 was expressed with AMIGO2, which slowed activation kinetics below 0 mV but sped activation kinetics above 0 mV, causing the fits to intersect (Figure 4.3B and D, green vs black curves). Indeed, the equivalent charge associated with Kv2.2 activation kinetics (z=1.55 ± 0.18) was increased significantly by AMIGO2 (z=3.23 ± 0.71, p<0.05), suggesting that AMIGO2 did increase the voltage-dependence of Kv2.2 activation kinetics. Although all three AMIGOs tended to increase this voltage-dependent parameter for both Kv2.1 and Kv2.2, most of the comparisons did not reach the level of statistical significance. Table 4.2 includes a summary of the values reported for each parameter we analyzed in this work and is given at the end of this results section.
AMIGO2 specifically reduces Kv2 inactivation

Previous studies on AMIGO1 and Kv2.1 have not addressed the modulatory effects of AMIGO on Kv2 inactivation. We assayed voltage-dependent inactivation using a three-pulse protocol. Pulse 1 and 3 were 100 ms steps to +40 mV, and pulse 2 contained 2.5 s steps to variable voltages to elicit channel inactivation. Currents from cells transfected with Kv2.1 with and without each AMIGO isoform are shown in Figure 4.4A. In each case, the currents showed slow inactivation over the 2.5 s step as expected for currents carried by Kv2.1. Representative currents from the analogous experiment with Kv2.2 are shown in Figure 4.4B. In order to estimate parameters of voltage-dependent inactivation we measured the fraction of current remaining after 2.5 s at each variable voltage by taking the ratio of the current in pulse 3 over the current in pulse 1. We plotted the fraction of current remaining against the pulse 2 voltage for Kv2.1 plus/minus each AMIGO in Figure 4.4C and for Kv2.2 plus/minus each AMIGO in Figure 4.4D. Both Kv2.1 and Kv2.2 alone showed U-shaped inactivation that is characteristic of Kv2.1 channels (Figure 4.4C and D, black symbols) [171]. To minimize our analysis of the U-shaped inactivation we restricted Boltzmann fits of the inactivation plots to cover voltages between -80 and +10 mV (Figure 4.4C and D, smooth curves). The midpoints of Kv2 channel inactivation did not change by more than 5 mV with the addition of any single AMIGO isoform. While some of the small differences between inactivation midpoints reached statistical significance, others did not. Furthermore, we found that the midpoint of inactivation was sensitive to the voltage range used for the fit due to the U-shape of the data. Therefore, we did not deem changes in inactivation midpoint meaningful in this figure, and do not mention them further. Interested readers will find the values from the fits in Table 2.

Although the shifts conferred by the AMIGOs on Kv2 inactivation midpoint were difficult to interpret, we were immediately struck by the absolute reduction in inactivation conferred by AMIGO2, as is evident in the plots in Figure 4.4C and D (green symbols). In order to quantify this change in inactivation we compared the fraction of current re-
Figure 4.4: AMIGO2 reduces Kv2 inactivation. A) Representative currents illustrating the three-pulse protocol used to measure voltage dependent inactivation from Kv2.1. Colors are the same as in A. Pre- and test pulses were to +40 mV. Every other sweep between -80 and +60 mV is shown for clarity. Scale bar applies to all traces. B) Representative currents illustrating voltage dependent inactivation of Kv2.2 with and without each AMIGO. The protocol was the same as in E. Every other sweep between -80 and +60 mV is shown for clarity. Scale bar applies to all traces. C) Voltage dependence of Kv2.1 inactivation determined from the fraction of the pre-pulse current remaining in the test pulse after 2.5 s of inactivation. AMIGO2 reduced inactivation at voltages between -20 and +60 mV as indicated by the asterisks (p<0.05). For example, at +40 mV: Kv2.1=0.43±0.02 (N=10), +AMIGO1=0.46±0.02 (N=9), +AMIGO2=0.62±0.01 (N=8), +AMIGO3=0.49±0.02 (N=9); one way ANOVA, F=20.9, p<0.0005 with post hoc pairwise Tukey tests: p=0.7, p<0.0005, p=0.05, respectively for each AMIGO as compared to Kv2.1 alone. D) Voltage dependence of Kv2.2 inactivation with and without each AMIGO. AMIGO2 reduced inactivation between -10 mV and +30 mV, as indicated by the asterisks on the graph (p<0.05). At +30 mV, the inactivated fractions were: Kv2.2=0.47±0.03 (N=10), +AMIGO1=0.47±0.03 (N=8), +AMIGO2=0.59±0.03 (N=8), +AMIGO3=0.49±0.04 (N=9); one way ANOVA, F=3.2, p<0.05 with pairwise post hoc Tukey tests: p=0.99, p<0.05, p=0.97 as compared to Kv2.2 alone, respectively.

remaining in the test pulse for each Kv2 isoform alone, or with each AMIGO at individual voltages. For example, after a 2.5 s step to +40 mV, Kv2.1 had 0.43 ± 0.02 of its maximal current remaining (Figure 4.4C, black symbols). Assembly with either AMIGO1 (0.46 ± 0.02, p=0.7) or AMIGO3 (0.49 ± 0.02, p=0.05) did not change the available fraction of Kv2.1 current. However, assembly of Kv2.1 with AMIGO2 increased the available frac-
tion to 0.62 ± 0.01 (Figure 4.4C, green symbols, p<0.0005). In fact, AMIGO2 increased the available fraction of Kv2.1 channels at all voltages between -20 mV and +60 mV. AMIGO2 also conferred reduced inactivation to Kv2.2 (Figure 4.4D). Expressed alone, 0.47 ± 0.03 of Kv2.2 remained after a 2.5 s step to +30 mV (Figure 4.4D, black symbols). When co-expressed with AMIGO2, the fraction of Kv2.2 current remaining was increased to 0.59 ± 0.03 (Figure 4.4D, green symbols, p<0.05). AMIGO2 reduced Kv2.2 inactivation at voltages between -10 and +30 mV. The available fraction of Kv2.2 current after the +30 mV step did not change when co-expressed with AMIGO1 (0.47 ± 0.03, p=0.99) or AMIGO3 (0.49 ± 0.04, p=0.97), and so the reduction of inactivation was specific to AMIGO2.

4.4.5 AMIGO2 slows inactivation and deactivation

To further explore the mechanism underlying AMIGO2’s effect on inactivation, we compared the kinetics of Kv2 channel inactivation in the presence and absence of each AMIGO isoform. Normalized traces of Kv2.1 and Kv2.2 current decay over 2.5 s at +40 mV are shown on the left in Figure 4.5A and B, respectively. From these normalized current traces it is clear that AMIGO2 slowed the decay of both Kv2 channels’ inactivation kinetics (green traces). We quantified the time course of inactivation at each voltage by fitting a single exponential function to the decay of the Kv2 current over 2.5 s at various voltages. A summary of the time constants of inactivation for Kv2.1 and Kv2.2 are shown on the right side of Figure 4.5A and B, respectively. These plots reinforce the conclusion that AMIGO2 slowed inactivation for both Kv2.1 and Kv2.2. Indeed, at +40 mV, Kv2.1 alone inactivated with a time constant of 3.2±0.1 s. AMIGO2 (5.7±0.28 s, p<0.0005) but not AMIGO1 (3.2±0.2 s, p=0.99) or AMIGO3 (3.9±0.2 s, p=0.11) significantly increased this parameter. The results for Kv2.2 were similar, although at extremely depolarized potentials the differences disappeared. At +30 mV, Kv2.2 had an inactivation time constant of 3.6±0.3 s. AMIGO2 significantly increased Kv2.2’s inactivation time constant to 5.4±0.4 s (p<0.005) while AMIGO1 (3.6±0.3 s, p=0.99) and AMIGO3 (3.9±0.4 s, p=0.86) did not.
Figure 4.5: AMIGO2 slows Kv2 inactivation. **A)** *Left* - Normalized Kv2.1 currents during a 2.5 s step to +40 mV with and without AMIGO co-expression. Traces were normalized to their max values. *Right* - Summary of Kv2.1 inactivation kinetics with and without three AMIGOs. Time constants are from single exponential fits to 2.5 s current decay traces. At +40 mV, Kv2.1 $\tau=3.2\pm0.1$ s (N=10); one way ANOVA, F=28.6, p<0.0005 with post hoc Tukey tests: +AMIGO1=3.2±0.2 s, N=9, p=0.99; +AMIGO2=5.7±0.28 s, N=8, p<0.0005; +AMIGO3=3.9±0.2 s, N=9, p=0.11. AMIGO2 slowed Kv2.1 inactivation at all voltages between -10 mV and +60 mV as indicated by the asterisks on the graph (p<0.05). **B)** *Left* - Comparison of normalized Kv2.2 currents during a 2.5 s step to +40 mV with and without AMIGO co-expression. Traces were normalized to their maximum values. *Right* - Voltage dependence of Kv2.2 inactivation kinetics obtained from single exponential fits to 2.5 s current decay in the presence and absence of each AMIGO. At +30 mV Kv2.2 $\tau=3.6\pm0.3$ s (N=10); one way ANOVA, F=6.03, p<0.005 with post hoc Tukey tests: +AMIGO1=3.6±0.3 s, N=8, p=0.99; +AMIGO2=5.4±0.4 s, N=8, p<0.005; +AMIGO3=3.9±0.4 s, N=9, p=0.86. AMIGO2 slowed Kv2.2 inactivation at voltages between -10 mV and +30 mV as indicated by the asterisks (p<0.05).

Channel function can also be altered via changes in channel closing times. Therefore, we analyzed the kinetics of the tail currents from the recordings in Figure 4.2 to discern effects of AMIGOs on channel closing. Normalized tail currents at -40 mV are shown on the left in Figure 4.6A for Kv2.1 with and without each AMIGO isoform. AMIGO2 slowed the decay of Kv2.1 tail current, as seen in the green trace. We fit the tail currents and compared the decay time constants (Figure 4.6A, right) and found that Kv2.1 alone
Figure 4.6: AMIGO2 slows Kv2 deactivation. A) Left - Representative traces of Kv2.1 deactivation time course at -40 mV after a depolarizing step to +30 mV in the presence and absence of each AMIGO. Currents were normalized to the current at the beginning of the -40 mV step. Right - Summary of deactivation kinetics at -40 mV under the four conditions. Kv2.1 deactivation at -40 mV (18.6±1.0 ms, N=9 cells) was slowed by co-expression of AMIGO2 (60.7±7.0 ms, p<0.0005, N=8 cells) but not AMIGO1 (23.2±1.3 ms, p=0.8, N=7 cells) or AMIGO3 (29.2±1.2 ms, p=0.14, N=9 cells) (One-way ANOVA, F=28.8, p<0.0005). B) Left - Representative traces of Kv2.2 deactivation time course at -40 mV after a depolarizing step to +30 mV in the presence and absence of each AMIGO. Currents were normalized as in A. Right - Summary of Kv2.2 deactivation kinetics at -40 mV under the four conditions. Kv2.2 deactivation at -40 mV (19.5±1.5 ms, N=12 cells) was slowed by co-expression of AMIGO2 (70.7±11.2 ms, p<0.0005, N=8 cells) but not AMIGO1 (25.1±2.1 ms, p=0.99, N=9 cells) or AMIGO3 (32.6±4.8 ms, p=0.49, N=9 cells) (One-way ANOVA, F=17, p<0.0005). *** indicates p<0.0005.

had a time constant of 18.6±1.0 ms. AMIGO2 slowed this time constant significantly to 60.7±7.0 ms (p<0.0005). Although AMIGO1 (23.2±1.3 ms, p=0.8) and AMIGO3 (29.2±1.2 ms, p=0.14) tended to increase the time constant of tail current decay, they did not confer statistically difference values compared to Kv2.1 alone. Comparable results were seen when we analyzed Kv2.2 tail currents in the presence and absence of each AMIGO. Normalized traces illustrating Kv2.2 deactivation are shown on the left of Figure 4.6B and the summary of deactivating time constants is shown to the right. Kv2.2 tail currents
had an average time constant of 19.5±1.5 ms at -40 mV. AMIGO2 slowed this parameter to 70.7±11.2 ms (p<0.0005), while AMIGO1 (25.1±2.1 ms, p=0.99) and AMIGO3 (32.6±4.8 ms, p=0.49) did not.

4.4.6 Multiple AMIGOs can bind to a single Kv2.1 channel

The stoichiometry of the AMIGO/Kv2 complex is not known. While AMIGO1 was suggested to interact with Kv2.1 via their transmembrane domains, the residues involved in this interaction are also unknown [160]. Electrophysiological analysis of Kv2 channel behavior in the presence of multiple AMIGO isoforms simultaneously could help address the question of stoichiometry. Therefore, we undertook experiments of Kv2.1 channels expressed alone, with only AMIGO2, or with a combination of AMIGO2/AMIGO1, or AMIGO2/AMIGO3. We expected that if only one AMIGO binds to each Kv2 channel at a time, the inactivation and deactivation kinetic phenotypes would be in between those measured in the presence of each subunit individually.

We used the same voltage clamp protocols as described above to investigate Kv2.1 activation and inactivation. Figure 4.7A shows a comparison of the Kv2.1 activation curve when expressed alone (black), co-expressed with AMIGO2 only (green), co-expressed with both AMIGO2 + AMIGO1 (blue) or co-expressed with both AMIGO2 + AMIGO3 (orange). As before, co-expression with AMIGO2 shifted the Kv2.1 midpoint of activation in the hyperpolarizing direction (Kv2.1 alone = 2.4±1.3 mV, +AMIGO2 = -11.2±0.7 mV, p<0.05). Interestingly, simultaneous co-expression with two AMIGOs did not confer an additional effect on the midpoint of activation. The midpoint of Kv2.1 activation in the presence of AMIGO2 + AMIGO1 together was -13.0±2.6 mV, which was not significantly different from the midpoint of Kv2.1 in the presence of AMIGO2 only (p=.94). The same was true for Kv2.1 expressed with both AMIGO2 + AMIGO3 simultaneously (-11.6±2.2 mV, p=0.99 compared to +AMIGO2 only).

Kv2.1 inactivation under each condition is shown in Figure 4.7B. As before, AMIGO2 conferred a reduction in inactivation as evidenced by a larger fraction of current remain-
Figure 4.7: AMIGO1 competes with AMIGO2 electrical effects. A) Voltage dependence of Kv2.1 activation alone (black), +AMIGO2 (green), +AMIGO2/+AMIGO1 (blue) or +AMIGO2/+AMIGO3 (orange). AMIGO2 shifted the Kv2.1 midpoint from 2.4±1.3 mV (N=3) to -11.2±0.7 mV (N=5, p=0.007). Co-expression with two AMIGOs did not confer additional shifts over AMIGO2 alone (+AMIGO2/+AMIGO1=−13.0±2.6 mV, N=6, p=0.002; +AMIGO2/+AMIGO3=−11.6±2.2 mV, N=6, p=0.004). B) Voltage dependence of Kv2.1 inactivation under the four conditions. AMIGO2 alone and AMIGO2+AMIGO3 reduced inactivation, while AMIGO2+AMIGO1 did not. The inactivated fractions at +40 mV were: Kv2.1=0.40±0.02 (N=6), +AMIGO2=0.67±0.04 (N=5), +AMIGO2/+AMIGO3=0.68±0.02 (N=6), +AMIGO2/+AMIGO1=0.52±0.05 (N=5); One way ANOVA, F=13.0, p<0.005 with pairwise Tukey tests against Kv2.1 alone: p<0.005, p<0.005 and p=0.1, respectively. C) Voltage dependence of inactivation kinetics. At +40 mV, Kv2.1 inactivation had a time constant of $\tau=2.8±0.2$ s (N=6), which was slowed by AMIGO2 to 7.3±0.9 s (N=5, p<0.005). +AMIGO2/+AMIGO3 did not reverse this effect ($\tau=7.2±0.9$ s, N=6, p<0.005) while +AMIGO2/+AMIGO1 did ($\tau=4.3±0.6$ s, N=5, p=0.35 compared to Kv2.1 alone)(One way ANOVA F=12.0, p<0.005). D) Comparison of tail current decay kinetics at -40 mV under the four conditions. Compared with Kv2.1 alone (7.4±0.74 ms, N=3 cells), AMIGO2 slowed deactivation (37.4±3.9 ms, p<0.005, N=5 cells) as did +AMIGO2/+AMIGO3 (32.1±4.2 ms, p<0.05 compared to Kv2.1, N=6 cells). However, co-expression with +AMIGO2/+AMIGO1 abolished this difference (22.1±1.2 ms, p<0.05 compared to +AMIGO2, p=0.07 compared to Kv2.1, N=6 cells).
ing at the end of the inactivation protocol (Figure 4.7B, green symbols). Indeed, after a 2.5 s step to +40 mV, co-expression with AMIGO2 increased the fraction of remaining current from 0.40±0.02 for Kv2.1 alone to 0.67±0.04 (p<0.0005). Interestingly, co-expression with both AMIGO2 and AMIGO3 simultaneously resulted in an inactivated fraction that was not different from that of AMIGO2 alone (0.68±0.02, p=0.99 compared to AMIGO2 only). In contrast, co-expression of AMIGO2 and AMIGO1 simultaneously resulted in an inactivated fraction of 0.52±0.05, a value that just escaped significance from that obtained in the presence of AMIGO2 only (p=0.06) and was not different from the inactivated fraction of Kv2.1 alone (p=0.09).

We once again we fit the decay of Kv2.1 current during the inactivation protocol and compared the time constants at each voltage. Figure 4.7C shows a summary of the time constants of inactivation as a function of voltage for each condition. At +40 mV Kv2.1 current alone decayed with a time constant of 2.8±0.2 s and this was significantly slowed by co-expression with AMIGO2 to 7.3±0.8 s (p<0.0005). Co-expression of AMIGO2 and AMIGO3 together did not result in a different inactivation time constant from co-expression with AMIGO2 only (7.2±0.9 s, p=0.99 compared to +AMIGO2 only), while co-expression of AMIGO2 and AMIGO1 together reversed AMIGO2’s effect (4.3±0.6 s, p<0.05 compared to +AMIGO2 only).

Comparable phenotypes were observed in Kv2.1 deactivation kinetics under these conditions. Figure 4.7D shows a summary of the time constants obtained from fits to deactivating tail currents at -40 mV under each of the expression conditions. As before, AMIGO2 significantly slowed the time constant of Kv2.1 deactivation from 7.4±0.74 ms to 37.4±3.9 ms (p<0.005). Consistent with our observations of inactivation kinetic phenotype, co-expression of AMIGO2 and AMIGO3 together did not reverse AMIGO2’s effect on Kv2.1 deactivation. Indeed, when co-expressed with AMIGO2 and AMIGO3 simultaneously, Kv2.1 deactivation proceeded with a time constant of 32.1±4.2 ms, which was not different from that in the presence of AMIGO2 only (p=0.8). In contrast, co-expression
of AMIGO2 and AMIGO1 simultaneously reversed the effect of AMIGO2 on deactivation kinetics. The time constant of Kv2.1 deactivation in the presence of both AMIGO2 and AMIGO1 was 22.1±1.2 ms (p<0.05 compared to +AMIGO2 only), a value that was not significantly different from the time constant of Kv2.1 alone (p=0.07).

Based on the functional results, we hypothesized that AMIGO1 and AMIGO2 had higher affinity or longer-lived interactions with Kv2.1 than AMIGO3. To further explore this hypothesis, we measured the ratio of fluorescent AMIGO isoforms localized to Kv2.1 clusters in parallel with the electrophysiology experiment. We expected to find similar amounts of AMIGO1 and AMIGO2 localized to Kv2.1 clusters, and relatively less AMIGO3 than AMIGO2 localized to clusters at steady-state. Figure 4.8A shows the basal surface of HEK293 cells expressing Kv2.1 with AMIGO2-Ruby2 and AMIGO1-GFP simultaneously (left) or Kv2.1 with AMIGO2-Ruby2 and AMIGO3-GFP simultaneously (right). In these experiments Kv2.1 clusters contained fluorescence from both AMIGO isoforms,
however the ratio of GFP:Ruby2 fluorescence was non-uniform across cells and even across individual clusters (Figure 4.8A, ratio heatmaps). In general, the GFP:Ruby2 ratio was higher when AMIGO2 and AMIGO1 were co-expressed compared to when AMIGO2 and AMIGO3 were co-expressed, as evidenced by more white and yellow pixels in the Figure 4.8A ratio heatmaps. On average, the ratio of AMIGO1:AMIGO2 fluorescence in clusters was 1.76 ± 0.28 (Figure 4.8B, blue). This value was significantly different from 1 (p<0.05), suggesting that AMIGO1 was preferentially localized to clusters over AMIGO2. In contrast, the average ratio of AMIGO3:AMIGO2 fluorescence in clusters was not different from 1 (1.04 ± 0.14, p=0.31), indicating that AMIGO2 and AMIGO3 were found in similar amounts at Kv2.1 ER-PM junctions. The latter result was surprising, considering that the kinetic phenotype of Kv2.1 in the presence of both AMIGO2 and AMIGO3 was identical to that in the presence of AMIGO2 only. Together these results suggest that in the presence of both AMIGO2 and AMIGO3 very few of the Kv2.1 channels were exclusively associated with AMIGO3. Instead, these findings support the conclusion that multiple AMIGOs can bind to each Kv2.1 channel, and that the AMIGO2 kinetic phenotype is dominant over that conferred by AMIGO3. In contrast, AMIGO1 overcame AMIGO2 both in its ability to interact with Kv2.1 and determine the channel kinetic phenotype.

**Table 4.2:** Parameters from electrophysiological experiments of Kv2.1 and Kv2.2 expressed in HEK293 cells with and without AMIGO isoforms. Bold text indicates significant difference compared to the Kv2 alpha subunit expressed alone. $z_{act}$ refers to the voltage dependence of activation kinetics. * = after a 2.5 s step to +40 mV, % = at +30 mV, # = at +40 mV, & = at -40 mV.
4.5 Discussion

4.5.1 Summary

Kv β-subunits are well-known for their modulatory effects on channel function and localization. Our results show that all three AMIGOs do indeed modulate the activation of both Kv2.1 and 2.2 channels, and AMIGO2 specifically had an additional dramatic effect on channel inactivation and deactivation. While the effects of assembly on auxiliary subunit trafficking is often overlooked, we demonstrate that both Kv2s confer increased trafficking and a clustered localization to all three AMIGOs. Given the AMIGO family’s widespread physiological functions, such as neurite growth and cell survival, assembly with Kv2 channels likely modulates some of these functions as well. Therefore, the interaction between Kv2 channels and each AMIGO represents a co-regulatory mechanism for both electrical and non-electrical cell properties.

4.5.2 On the mechanism of AMIGOs effects on Kv2 channel function

The effects of the AMIGOs on voltage-dependent activation observed in this work agree with previously published data with AMIGO1 [108]. Namely, each AMIGO conferred a 10 mV shift in the hyperpolarizing direction to both Kv2.1 and Kv2.2 channel activation. This observed increase in voltage sensitivity could be due to multiple mechanisms which were not rigorously tested in this work. We did note that all three AMIGOs tended to increase the voltage-dependence of Kv2.1 and Kv2.2 late activation kinetics, however only AMIGO2 did so significantly. Although not tested in this work, it is possible that the shifts in activation are due to increased voltage-sensitivity of the gating machinery. However, we think this mechanism unlikely. Kv2.1 channels have a characteristic separation of the Q-V and G-V curves [88, 126], and thus a leftward shift in G-V (as seen here) could be caused by increased coupling between voltage sensing and pore opening without a change in the Q-V curve. A similar mechanism has been proposed for leucine-rich-repeat-containing protein 26 (LRRC26), which is an AMIGO-like
auxiliary subunit of the large conductance potassium channel (BK) that causes a dramatic increase in the coupling between voltage sensing and pore opening [173]. In addition to speeding activation, AMIGO2 specifically slowed inactivation and deactivation of Kv2 channels by about 2-fold and 3-fold, respectively. This effect is also qualitatively similar to the effect of LRRC26 on BK [173] further supporting a similar mechanism of action for AMIGO2 on Kv2 channels. However, there is clearly a dissociation between the AMIGOs’ effects on channel opening and closing, because all three isoforms shifted the G-V relationship to similar extents, while only AMIGO2 altered inactivation and deactivation kinetics. Mapping the interaction sites of the AMIGOs with Kv2 along with additional electrophysiological studies may shed light on the differences conferred by each AMIGO isoform.

The dramatic effects of AMIGO2 on channel inactivation and closing are particularly interesting in terms of Kv2 electrical function in the brain. Kv2 channels are not recruited for single AP repolarization, but are extremely important for maintaining polarized membrane potentials during high frequency firing by preventing depolarization block [86, 174]. Although the increase in activation rates seen in this work are not large enough to allow recruitment of Kv2 current during single action potentials, faster activation of the delayed rectifier current in general may improve the fidelity of high frequency AP firing. Once recruited, the additional stabilizing effect of AMIGO2 on the Kv2 open state could either enhance this fidelity or limit the AP frequency by slowing AP initiation. The physiological role of each AMIGO isoform’s modulatory effects on Kv2 electrical function in vivo will be interesting to tease apart.

4.5.3 Consequences of Kv2-mediated increase in AMIGO surface expression

In addition to AMIGO-dependent changes in Kv2 electrical function, we also identified Kv2-dependent changes in AMIGO trafficking and localization. Expressed alone in HEK293 cells, the AMIGO isoforms showed variable levels of surface expression and surface protein was distributed evenly across the cell surface. When co-expressed with Kv2
channels, each of the three AMIGOs was trafficked more efficiently to the plasma membrane and underwent re-localization to ER-PM junctions, as was previously observed with AMIGO1 and Kv2 channels (Bishop et al., 2018). Redistribution of AMIGOs to Kv2 clusters on the cell surface likely demonstrates a direct interaction between the two proteins as has been previously shown for AMIGO1 and Kv2.1 [108]. This interaction is proposed to occur via the transmembrane (TM) domain of AMIGO1 and an unidentified TM domain of Kv2.1. Since the TM domains of the 3 AMIGOs are fairly homologous (48% identical, 81% similar, Uniprot), interaction between each AMIGO and Kv2 likely occurs via a similar mechanism, although the specific residues involved in interaction have yet to be determined.

Each of the AMIGOs showed variable levels of surface expression and of the AMIGOs, AMIGO3 showed the lowest surface expression, with much of the internal AMIGO3 appearing to reside in the ER. Although an ER-retention motif has not yet been identified in any of the AMIGOs, AMIGO3 has an additional 6 amino acids in the proximal C-terminus (RCRRWP) that contain a di-arginine motif, which is a sequence involved in general ER retention [175]. Internal AMIGO1 and AMIGO2 appeared to be localized in trafficking vesicles, which may represent a forward trafficking or recycling pool. Future studies may wish to determine in which pool these vesicles belong, and whether assembly with Kv2 channels or transcellular homophilic AMIGO adhesion prolongs the lifetime at the plasma membrane.

The effect of Kv2 channels on AMIGO surface expression represents a gain-of-function phenotype that likely has downstream effects due to AMIGO functions at the cell surface. For example, AMIGO2 localization to the PM may upregulate lipid-dependent phosphorylation of Akt, leading to increased growth and survivability [169]. Likewise, since all 3 AMIGOs are thought to act as cell adhesion molecules [160], increased surface expression could increase the size, number or location of cell-cell adhesions. Indeed, EM micrographs of Kv2.1 clusters in the rat hippocampus have been identified as sites of astrocyte
adhesion [60], and more recently, it was reported that microglia often contact neurons at Kv2.1 clusters [107]. Although neither of these neuron-glial adhesions have been attributed to AMIGO family interactions, it is tempting to speculate that AMIGOs residing in Kv2 clusters play a role in adhesion.

4.5.4 The stoichiometry of the AMIGO - Kv2 complex

The stoichiometry of the AMIGO-Kv2 interaction has not yet been addressed to our knowledge. However, the combination of quantitative imaging and electrophysiology in the competition experiments undertaken in this work can offer some new insights. When expressed together, we found that AMIGO1 reversed AMIGO2's effects on inactivation and deactivation and outcompeted AMIGO2 in localization to clusters. In contrast, AMIGO3 did not compete with the AMIGO2 functional effects despite its equal representation in Kv2 clusters. The inability of AMIGO3 to compete with the AMIGO2 kinetic phenotype suggests that no Kv2 channels in the AMIGO2/AMIGO3 condition were associated exclusively with AMIGO3. Instead, almost all channels were likely associated with both AMIGO2 and AMIGO3 and took on the AMIGO2 inactivation/deactivation phenotype. Therefore, Kv2 channels can likely bind more than one AMIGO subunit simultaneously but the presence of one AMIGO2 subunit appears to be sufficient to slow inactivation and deactivation. Assembly of Kv2 channels with variable numbers of AMIGO subunits could also explain some of the scatter in our data, such as was seen in measurements of deactivation kinetics. KCNEs are another family of type-1 transmembrane proteins that act as Kv channel auxiliary subunits. Although the stoichiometry of interaction between KCNE and Kv channels is still under debate, it is well accepted that each channel can bind multiple KCNE subunits [176–178]. In further support of our conclusion, a single KCNE subunit is sufficient to maximally alter Kv1.3 inactivation kinetics [177]. In summary, our data can be explained by assuming that all AMIGO isoforms compete for similar binding sites on Kv2 channels, but that they have different potency for modulating channel function. Although this may be the most parsimonious explanation for our results, we
cannot rule out the possibility that AMIGO3 has a binding site separate from the one that AMIGO1 and AMIGO2 seemed to compete for. If this is the case, allosteric effects could underlie AMIGO2’s ability to overcome the AMIGO3 inactivation/deactivation phenotype.

4.5.5 Conclusion and Future Directions

Until recently, the Kv2 literature and AMIGO literature have been largely distinct bodies of work. The 2011 finding that AMIGO1 is a Kv2.1 auxiliary subunit marks the merging of the two fields. In this work we further intertwine the AMIGO and Kv2 fields by showing functional interactions between all members of both families. This result will inevitably lead to new and renewed interest in various aspects of each family’s physiological function. For example, could AMIGOs reduce or exacerbate effects of the known pathogenic de novo Kv2.1 mutations [95,96,179]? Are Kv2 channels somehow involved in the activity-dependence of AMIGO expression [165]? What are the consequences of concentrating each of the three AMIGOs at the extracellular surface of Kv2-induced ER-PM junctions? These and other questions await future investigation.
Chapter 5
Conclusions

5.1 Studying silent channels

Electrophysiology is an extremely powerful method to probe the behavior of single channels, single cells, cellular networks and even whole nervous systems. Since the late 1700s, scientists have studied the interactions between electricity and physiology and have made ground breaking discoveries along the way. Not the least of which is a detailed description of the function of individual voltage-gated ion channel molecules that underlie a myriad of cell functions - from action potential generation to apoptosis, cell volume regulation to synaptic communication, among others.

Electrophysiologists are well-versed in the study of well-behaved ion channels. These channels open and close as predicted and contribute to the aforementioned processes. However, the research in this dissertation suggests that "badly-behaved" channels are deserving of our attention as well. These channels defy the predictions of gating models and are recalcitrant to opening despite strong stimulation. Inevitably, silent channels are difficult to study with electrophysiology because they do not contribute to the ionic current flowing across the cell membrane. In this work we avoided this problem by relying on the electrogenic nature of ion channel activation. That is, by detecting the current associated with conformational changes in the protein structure we could infer the presence of channels that did not open. Might there be a better way to study silent channels? A method that does not rely on the absence of signal to report "bad" behavior?

My opinion is that optical methods will solve this problem in the future. Voltage-clamp fluorometry is a well-established method to visually observe structural rearrangements in ion channels during gating [180]. This technique has been used to show rearrangements in the voltage sensor during activation as well as rearrangements in the pore region during slow inactivation [181, 182]. Ion selective fluorescent dyes are also com-
monly used to image changes in ion concentrations due to ion channel activity in real
time [183–185]. One could imagine a method whereby voltage sensor and/or pore con-
formation is reported by voltage-clamp fluorometry while channel conductance is mon-
tored by a potassium sensitive dye. Of course, resolution of these signals at the sin-
gle channel level are impossible with the current fluorescent potassium sensor reagents.
Given the rapid development in this technical area over the past several years, I have no

doubt that this experiment will one day be feasible.

5.2 Kv silencing is related to channel density

Despite less-than-perfect methods to measure non-conducting channels, we showed
that the silencing of Kv2.1, and now Kv2.2, Kv1.4 and Kv1.5, is favored by an increased
density of those channels in the membrane, i.e. their expression level. We showed this by
comparing the numbers of gating and conducting channels in individual HEK293 cells,
finding that the conducting fraction decreased with the number of gating channels. This
was true for all four channels tested. However, there was a distinction in the sensitivity
of Kv1.4 channels to the silencing effect. While Kv2.1, Kv2.2 and Kv1.5 had significant
numbers of non-conducting channels below a density of 100 channels/µm², Kv1.4 did
not. Instead, non-conducting Kv1.4 channels were only detected above a density of 100
channels/µm². If we assume the non-conducting state arises due to saturation of a bind-
ing partner required for "good" channel behavior, then we might hypothesize that Kv1.4
has a less stringent requirement for that partner. Alternatively, expression of Kv1.4 may
specifically alter the available amount of that partner in some unknown way. It is difficult
to speculate on the mechanism distinguishing Kv1.4 from the other channels without a
better understanding of the mechanism of channel silencing in general.

Interestingly, we also found that Kv1.4 had a higher unitary charge than the other
three channels examined in this work. It should be noted that unitary charge in this
work meant the charge per channel that moves during the first 3 ms after a depolariz-
ing stimulus to +40 mV. Therefore, our results do not necessarily contradict previously published studies finding that Kv1 and Kv2 channels have similar amounts of total unitary charge. We believe the differences uncovered here represent differences in gating between Kv1.4 and the other three channels. A slow component to Kv2.1 channel activation was suggested by a study showing that the first 10 ms of ON gating do not contain the total gating charge [126]. Sequential voltage sensor activation has been described in Kv1.5 [186], Shaker channels [187], and even the voltage sensitive phosphatase from Ciona intestinalis [188]. We suggest that the underestimation of unitary charge obtained in this work from Kv2.1, Kv2.2 and Kv1.5 represents the detection of early voltage sensor transitions and not late ones. If true, Kv1.4 was the outlier in terms of voltage sensor activation in our studies, because we detected the full predicted number of elementary charges in the first few milliseconds after depolarization. Whether this distinction also underlies the less prevalent non-conducting state in Kv1.4 remains to be seen, but is an intriguing idea.

5.3 AMIGO and Kv2 functions are inextricably linked

Kv2 channels are complex proteins. As reviewed in the introduction to this dissertation, Kv2 channels do act as canonical voltage-gated potassium channels but the majority of their known functions are not related to their ion conductance. The discovery that Kv2 channels assemble with a cell adhesion molecule-like protein, AMIGO1, in 2011 added to this growing list of non-canonical functions associated with Kv2 channels. In chapter 4 of this dissertation, we expanded on this finding and showed that Kv2s assemble with two additional AMIGO isoforms and localize these proteins to ER-PM junctions. In addition to their effects on AMIGO localization and trafficking, the AMIGOs conferred functional differences to Kv2 channel conductance. The most striking effects were seen upon assembly with AMIGO2. Specifically, AMIGO2 slowed Kv2 inactivation and deactivation by 2- and 3-fold, respectively, resulting in channels spending more time in the open, conduct-
ing state. Whether the AMIGO2 functional phenotype confers altered electrical properties onto neurons or other excitable cells remains to be seen.

Both AMIGOs and Kv2 proteins are expressed in tissues throughout the body [160]. However, the cell-type and subcellular compartment-specific expression of each AMIGO isoform remains largely unexplored. This is mostly due to the relatively recent discovery of these proteins and the consequential lack of tools being used to study them. However, the connection between the AMIGO and Kv2 families’ functions will likely accelerate these investigations. It will be interesting to know whether Kv2s are always associated with an AMIGO in vivo or if certain conditions favor assembly and/or disassembly. Studies of the relative abundance of AMIGO isoforms across tissues, cells and throughout development will also be intriguing. Perhaps most exciting is the idea that AMIGOs could mediate transcellular contacts between the cell types that express them. The finding that Kv2s improve surface trafficking of AMIGOs to the PM of HEK293 cells suggests that where Kv2s are highly expressed, AMIGOs will also be localized. Intercellular binding partners of the Kv2-AMIGO complex await discovery, as do the downstream effects of their interaction.

5.4 The big picture

The nervous system is a fascinating thing. My motivations for studying neuroscience were largely based on my awe for the way arrangements of atoms and molecules bring about the human experience. It has been a privilege to study a small corner of this field over the past six years. I am not sure how much the work in this dissertation will contribute to our understanding of complex neurological phenomena. However, throughout the course of these studies I have become more aware and even more in awe at the complexities within us, indeed within each of our individual cells. The prospect of scientists one day explaining all the intricacies of molecular neuroscience is actually more daunting now than before I started. But that is the journey of science - learning what you do not
know, in the hope that you can contribute a bit of knowledge of your own and push the boundaries of human understanding.
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Appendix A

Non-stationary noise fluctuation analysis: Theory and Validation

A.1 The accuracy of our noise fluctuation measurements

In Figure 2.9 I showed the single channel conductance of Kv2.1 measured from noise fluctuations as a function of channel expression. There was no relationship between those parameters. Noise fluctuation analysis also yields an estimate of the number of channels contributing to the macroscopic current. In Figure A.1 below I show the number of channels estimated from HEK293 cells expressing Kv2.1 as a function of the peak membrane conductance during the recording. It is immediately clear that the number of channels is a linear function of the membrane conductance, and this relationship does not deviate across the range tested. This is strong evidence that noise fluctuation analysis was accurate across the expression range.

Figure A.1: N from noise analysis is a function of channel expression. A plot of the number of channels in each cell estimated using noise fluctuation analysis of Kv2.1 in Flipped K⁺. The relationship was fit well with a line, suggesting that our analysis method was accurate across the range tested. Each data point is one cell. The data is from the same cells whose single channel conductance values are shown in Figure 2.9.
A.2 Derivations

Here I will walk through the theory that predicts the parabolic nature of gating fluctuations as a function of mean current. I have mostly followed the work of Alvarez et al 2002 but included a few more mathematical steps here for my own benefit.

A.2.1 One Channel, one open state

Variables:

\[ \langle I \rangle \text{ Mean Current} \]
\[ i \text{ Unitary Current} \]
\[ p \text{ Open probability} \]
\[ q \text{ Closed probability} \]

Note that \( p + q = 1 \).

The mean current is the single channel current time the open probability:

\[ \langle I \rangle = ip \]

The variance in the current is the sum of the squared deviations from the mean. In other words, the sum of each state times the probability of finding the channel in that state. In the case of a single channel, there are only two states that deviate from the mean, open and closed (we are ignoring the variance in the mean current that flows through a single open channel). The probability of finding the channel in the open or closed state is given by \( p \) and \( q \), respectively:

\[ \sigma^2 = q(0 - ip)^2 + p(i - ip)^2 \]
\[ \sigma^2 = q(i^2p^2) + p(i^2 - 2i^2p + i^2p^2) \]
\[ \sigma^2 = i^2p^2q + i^2p - 2i^2p^2 + i^2p^3 \]
\[ \sigma^2 = i^2p(pq + 1 - 2p + p^2) \]
At this point we will make the following substitution: \( p^2 = (1 - q)^2 = (-1 + 2p + q^2) \).

\[
\sigma^2 = i^2p(pq + 1 - 2p - 1 + 2p + q^2)
\]

\[
\sigma^2 = i^2p(pq + q^2)
\]

\[
\sigma^2 = i^2pq(p + q)
\]

\[
\sigma^2 = i^2pq
\]

A.2.2 \( N \) Channels, one open state

The mean and variance are similar to above but scaled by the number of channels in the membrane, \( N \):

\[
< I > = Nip
\]

\[
\sigma^2 = Ni^2pq
\]

Let us write the variance in terms of \( < I > \):

\[
\sigma^2 = Ni^2p(iq)
\]

\[
\sigma^2 = < I > (iq)
\]

Let us substitute \( iq = i(1 - p) = (i - ip) \):

\[
\sigma^2 = < I > (i - ip)
\]

\[
\sigma^2 = i < I > - ip < I >
\]

And one more substitution where \( ip = \frac{< I >}{N} \) from the definition of mean current above:

\[
\sigma^2 = i < I > - \frac{< I >}{N} < I >
\]
\[ \sigma^2 = i < I > - \frac{< I >^2}{N} \]

We have arrived at a second order polynomial (parabola) that relates the statistical noise associated with channel gating to the mean current. Ideally the data we collect will be fit well with a parabola. If it is not, artifacts due to filtering, channel rundown or excess noise are likely present.

If we take the derivative with respect to \(< I >\):

\[ \frac{d\sigma^2}{d < I >} = i - \frac{2 < I >}{N} \]

we see that as \(< I >\) approaches 0, the derivative approaches \(i\). Therefore, the slope of the parabola near \(< I > = 0\) is equal to the single channel current. This is the basis for our treatment of noise fluctuation data to estimate unitary current.
Appendix B

Silent subunit Kv9.3 does not alter the non-conducting fraction of Kv2.1

Kv9.3 is a member of one of the Kv channel silent subunit families [189]. Kv9.3 is widely expressed throughout the nervous system and body where it associates with Kv2 channels and modulates their gating behavior [189–191]. Interestingly, Kv9.3 is highly expressed in smooth muscle where it may impart ATP- and oxygen sensitivity to the delayed rectifier current [192, 193]. Given the large number of non-conducting Kv2.1

Figure B.1: Kv9.3 assembles with and modulates Kv2.1 function in HEK293 cells. A) TIRF image of the basal surface of a HEK293 cell co-expressing GFP-Kv2.1 (cyan) and RFP-Kv9.3 (red) showing co-localization of the two subunits. Scale bar = 10 microns B) Whole-cell currents from a HEK293 cell expressing GFP-Kv2.1 alone. The command potentials were between -60 and +60 mV. Inset - Zoom of tail currents recorded at -40 mV after the depolarizing pulses. Note that tail currents decayed to baseline within 50 ms. C) Currents from HEK293 cell expressing both GFP-Kv2.1 and RFP-Kv9.3. Inset - Zoom of tail currents recorded at -40 mV. Note that tail currents do not reach baseline within several hundred milliseconds. D) Time constants of current deactivation at -40 mV from 3 cells expressing GFP-Kv2.1 alone (grey) or GFP-Kv2.1 and RFP-Kv9.3 together (red). E) Voltage-dependence of current inactivation from HEK293 cells expressing GFP-Kv2.1 only (grey) or GFP-Kv2.1+RFP-Kv9.3 (red). The midpoint of inactivation was hyperpolarized in the presence of Kv9.3.
channels recently identified in arterial smooth muscle cells, we wondered whether Kv9.3 could promote the non-conducting state of Kv2.1 channels. To that end, we co-expressed Kv2.1 and Kv9.3 subunits in HEK293 cells and counted non-conducting channels.

First, we convinced ourselves that Kv2.1 and Kv9.3 would co-assemble when expressed together in HEK293 cells. Figure B.1A shows a TIRF image of a HEK293 cell expressing the two subunits. GFP-Kv2.1 and RFP-Kv9.3 were largely co-localized both within and outside of Kv2.1 clusters. We also recorded whole-cell currents from cells expressing both subunits in physiological K\(^+\) solutions. Figure B.1B and C show representative currents from cells expressing Kv2.1 alone or Kv2.1+Kv9.3, respectively. The currents were similar, although there were subtle differences in the voltage dependence of activation (not shown) and the kinetics of inactivation (not shown). Co-expression with Kv9.3 did impart a dramatic slowing to Kv2.1 deactivating tail currents, strongly suggesting that the two subunits assembled into functional heterotetramers. Further supporting this conclusion was that Kv9.3 shifted the voltage dependence of Kv2.1 inactivation by -20 mV, as shown in Figure B.1E. This finding is in good agreement with the published effects of Kv9.3 on Kv2.1 inactivation [190].

We next co-expressed Kv2.1 and Kv9.3 subunits in HEK293 cells bathed in Flipped K\(^+\). We voltage-clamped them as described in Chapter 2 of this dissertation and recorded the macroscopic gating charge and membrane conductance associated with the heteromers. Figure B.2A shows the numbers of conducting and gating heteromers we obtained from HEK293 cells. The number of gating channels was consistently higher than the number of conducting channels. Indeed, when we calculated the average conducting fraction, we found that about 45% of channels were conducting, as shown in Figure B.2B. Similar to our findings from the other channels in this dissertation, the Kv2.1/Kv9.3 conducting fraction was a function of the density of channels in the membrane, as seen in Figure B.2C. These results were extremely similar to the measurements we made from Kv2.1 alone in Chapter 2. There certainly was no evidence that 10 fold fewer channels were conduct-
ing upon co-expression of Kv9.3. Therefore, we do not believe that this silent subunit regulates entry into the non-conducting state we measured here.

**Figure B.2:** Non-conducting fraction of Kv2.1/Kv9.3 heteromers. A) Comparison of the number of conducting and gating Kv2.1/Kv9.3 heteromers expressed in HEK293 cells as determined from the macroscopic gating charge and membrane conductance in Flipped $K^+$. We used the unitary values of gating charge, single channel conductance and open probability from Kv2.1 alone (Chapter 2) to calculate channel numbers here. B) The same data in A shown as the fraction of gating channels that were conducting. The average fraction was $0.45 \pm 0.05$, which was significantly different from 1 ($p<0.0005$, One sample T-test). C) The conducting fraction from B shown as a function of the density of gating channels in each cell. The relationship shows that silencing of Kv2.1/Kv9.3 heteromers is sensitive to expression level.

One caveat to these data is that we did not make measurements of unitary charge or single channel conductance from Kv2.1/Kv9.3 heteromers. We used the unitary measurements from Kv2.1 alone to estimate the numbers of gating and conducting heteromers. Patel and coworkers found that Kv2.1/Kv9.3 heteromers had a larger single channel conductance than Kv2.1 alone in physiological $K^+$ [192]. Therefore, it is possible that we overestimated the number of conducting channels in this work. To our knowledge, the unitary charge of Kv2.1/Kv9.3 has not been measured. Bocksteins et al. found that the voltage sensors of Kv2.1 and Kv6.4 subunits moved independently and with different voltage dependence when assembled into Kv2.1/Kv6.4 heteromers [194]. Whether the same is true of heteromers formed with Kv9.3 is unknown. Furthermore, whether this would alter the charge moved in the first 3 ms after maximal activation is also unknown. For now, we conclude that Kv9.3 does not alter the fraction of non-conducting Kv2.1 channels in HEK293 cells.