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ABSTRACT

HIGH-POWER DEEP-UV LASER FOR IMPROVED AND NOVEL EXPERIMENTS ON HYDROGEN

This dissertation details the design, performance, and cavity enhancement of a novel, high-power coherent 243.1 nm laser system, and through simulations, its ability to trap hydrogen in a magic wavelength optical trap. This wavelength of light is necessary to address the 1S–2S two-photon transition in hydrogen, and the primary motivation behind development of this laser system is obtaining high enough 243.1 nm powers for two-photon cooling of hydrogen. Due to the light mass of hydrogen, high precision spectroscopy of hydrogen is limited by unwanted motional effects, which could be mitigated with laser cooling and confinement in an optical trap. Besides laser cooling, a high power deep-UV laser system at this wavelength has great utility for improving spectroscopy of hydrogen and other exotic simple systems.

High-power fiber lasers from 1-1.2 µm have flourished as a result of advances in ytterbium(Yb)-doped fiber amplifiers. In addition, high-power Yb-fiber lasers between 975-980 nm have also been developed—a notable accomplishment due to gain competition in the > 1 µm spectral region. These systems initially lacked sufficiently narrow spectral bandwidth for efficient harmonic generation, motivating further development since there is significant interest in frequency doubling and quadrupling these sources to produce coherent blue radiation and deep-UV radiation. Here, we generate coherent, high-power deep-UV radiation through frequency quadrupling of a high-power, highly coherent Yb-fiber amplifier at 972.5 nm. The Yb-fiber amplifier system consists of a frequency stabilized master oscillator power amplifier (MOPA) that can be referenced to a coherent frequency comb. This MOPA can be amplified to > 10 W of narrow linewidth power at 972.5 nm in the Yb-fiber amplifier. This is a technically challenging and notable result for this wavelength as gain is much more readily obtained in Yb-doped fibers at the absorption/emission cross-section
peak near 975 nm and in the > 1 µm spectral region where the emission cross-section is much larger than the absorption cross-section. This system successfully combated unwanted gain at these wavelengths by using a relatively short (≈ 10 cm), angle-polished Yb-fiber with a large core-cladding ratio, along with aggressive spectral filtering and large amounts of seed power at 972.5 nm.

With this narrow linewidth Yb-fiber amplifier, efficient frequency conversion of high power 972-976 nm radiation to 243-244 nm radiation is possible through intracavity doubling. Through successive resonant doubling stages, this system demonstrates > 1 W of highly stable, continuous-wave (CW) 243.1 nm power. To the author’s knowledge, this is a record amount of CW deep-UV power below 266 nm, and is made possible thanks to advances in the production of a relatively new non-linear crystal for robust deep-UV generation, cesium lithium borate (CLBO). The precise frequency control of this radiation is established via excitation of the 1S–2S transition in hydrogen, and the viability for two-photon laser cooling on this transition is shown through enhancement of this power to > 30 W of intracavity power in a deep-UV enhancement cavity. At these powers, UV-induced mirror degradation was observed and mitigated by flushing the enhancement cavity mirrors with ultra-pure oxygen. With these powers, rapid two-photon laser cooling of a hydrogen atomic beam approaches reality. The 243.1 nm powers offered by this laser system also offer unique methods for capturing hydrogen in an optical trap. Explored via simulations, single optical scatter capture of hydrogen in a magic wavelength dipole trap is demonstrated, promising exciting new avenues for high precision spectroscopy of hydrogen.
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Chapter 1

Motivation

Spectroscopic measurements of hydrogen have inspired, confirmed, and ultimately improved our physical description of the universe. Owing to its simplicity and amenability to theoretical study, investigations on hydrogen have motivated the Bohr atomic model and quantum mechanics, validated the Dirac equation, and eventually revealed a flaw in Dirac’s theory leading to the development of Quantum Electrodynamics (QED) [1]. This simplicity is seen by an expression of the energy levels in hydrogen, which can be written as

\[ E_i = -\frac{R_\infty h c}{n_i^2}(1 + \delta_i), \]  

(1.1)

where \( R_\infty \) is the Rydberg constant, \( n_i \) is the principal quantum number of state \( i \), and \( \delta_i \), where \( |\delta_i| \ll 1 \), contains details of the theory of the energy level [2].

Since the transition frequency between different energy levels is \( h \nu_{ii'} = E_{i'} - E_i \), high precision spectroscopy of hydrogen can test Eq. 1.1. For example, these measurements can precisely determine the Rydberg constant, \( R_\infty = \alpha^2 m_e c^2 / 2h \), which links several fundamental constants (\( \alpha \to \) fine-structure constant, \( m_e \to \) electron mass, \( c \to \) speed of light, \( h \to \) Planck’s constant) and is useful for adjustment of these constants [3]. Besides this, \( \delta_i \) is abundantly rich with information as it contains relativistic corrections predicted by Dirac and further relativistic corrections due to proton recoil, as well as nuclear polarizability and a multitude of QED corrections such as self-energy, vacuum polarization, and effect of the proton size [2]. Therefore, increasingly precise spectroscopic studies of hydrogen that probe Eq. 1.1 continue to test bound-state QED [3–5], provide knowledge of nuclear structure [6], and give a more precise determination of the Rydberg constant and proton radius [3, 7]. Furthermore, these studies may provide tests of the charge conjugation, parity, and time (CPT) reversal theorem by comparing certain hydrogen transitions...
with the same measurements on anti-hydrogen that are now possible due to recent advancements in trapping hydrogen’s anti-matter counterpart [8–12].

A common limitation to all these experiments is the non-zero atomic velocity of the hydrogen sample at finite temperature. This introduces Doppler shifts and transit-time broadening, inhibiting the precision with which hydrogen transitions can be measured. This is illustrated by measurements on the 1S–2S transition, a cornerstone of hydrogen spectroscopy due its naturally narrow linewidth of 1.3 Hz. Measured with an impressive fractional uncertainty of $4.2 \times 10^{-15}$ [5], the recovered linewidth of 2 kHz is still three orders-of-magnitude larger than the natural linewidth due to transit-time broadening.

These unwanted velocity effects that impact the 1S–2S transition and other hydrogen transitions could be mitigated through laser cooling. Ubiquitous in experimental atomic, molecular, and optical (AMO) physics, laser cooling has spurred remarkable advances in high precision spectroscopy of heavier atoms [13, 14]. For example, laser cooled strontium has been trapped into an optical lattice clock with accuracy and stability at the $10^{-18}$ level [15]. While the potential benefits of laser cooling hydrogen have long been known, laser cooling of hydrogen has proven elusive. Instead, hydrogen spectroscopy has relied on other methods to reduce velocity effects such as two-photon spectroscopy, crossed-beam spectroscopy, and cryogenic atomic beams [3–5,16,17]. While commendable precision has been achieved with these techniques, rapid and robust laser cooling of hydrogen would be a much more preferable method. One can imagine the potentially revolutionary implications of laser cooled hydrogen. For example, a crowning achievement could be an optical lattice clock on the 1S–2S transition in hydrogen. The definition of time could therefore be directly related to fundamental constants instead of arbitrary transitions in heavier atomic species [18, 19]. For the purist, this would be a much more aesthetically pleasing definition of time and put us closer to having all our units defined in terms of fundamental constants.

Despite significant interest, laser cooling hydrogen has proven to be challenging. The most straightforward cooling cycle would use the single-photon 1S–2P transition shown in Fig 1.1(a). However, this single-photon cooling cycle requires Lyman-α radiation at 121.6 nm. Unfortunately,
this wavelength is notoriously difficult to produce and work with. There are no lasers that directly emit this wavelength, and the next common method of frequency conversion through second harmonic generation in a nonlinear crystal does not work since transparent nonlinear crystals at this wavelength do not exist. Therefore, the general way in which Lyman-$\alpha$ is generated is through more complicated, less-efficient frequency conversion methods in gases [20, 21]. Once generated, Lyman-$\alpha$ must propagate in vacuum and the MgF$_2$ lenses used for collimation will transmit at best $50 - 60\%$ of the power. Due to these challenges, there has only been one demonstration of laser cooling hydrogen using Lyman-$\alpha$ radiation. The laser cooling took several minutes and was done on magnetically trapped spin-polarized hydrogen that was first cooled in a dilution refrigerator [22].

![Diagram](image)

**Figure 1.1:** Single-photon versus two-photon cooling scheme for hydrogen. a) Single-photon scheme using Lyman-$\alpha$ light at 121.6 nm b) Two-photon scheme using 243.1 nm radiation and a quenching field from the metastable 2S state to the short-lived 2P state.

Due to the challenges posed by producing and working with Lyman-$\alpha$ radiation, there have been several proposals motivating two-photon cooling of hydrogen [23–26]. As seen in Fig. 1.1(b), this would require a two-photon excitation from the 1S–2S state using 243.1 nm radiation that is much easier to produce and work with than Lyman-$\alpha$. However, there are two challenges with this
two-photon cooling scheme. Since the 2S state is metastable with a lifetime of $\tau_{2S} = 122 \text{ ms}$, the 2S state must be quenched by mixing with the short lived 2P state ($\tau_{2P} = 1.6 \text{ ns}$) to complete a cooling cycle. This could be accomplished with a 10 GHz microwave field or optical excitation to the 3P state [26]. A more significant challenge is the small absorption-cross section of this two-photon process since there is no near-resonant intermediate state between the 1S and 2S states [27]. As shown in Chapter 4, when maximally mixed with the 2P state and on resonance, the scattering rate between the 1S and 2S state is

$$\Gamma_{\text{scat}} = 6.8 \times 10^{-8} I^2 \text{s}^{-1} \frac{\text{cm}^4}{\text{W}^2}$$

(1.2)

where $I$ is the intensity of the 243.1 nm radiation. Due to the relatively large recoil velocity of hydrogen, $v_r = 3.3 \text{ m/s}$, scattering rates of $\Gamma_{\text{scat}} = 1000 \text{ s}^{-1}$ could slow a 100 m/s atom to its recoil velocity in 30 ms over $\approx 1.5 \text{ m}$. This could be realized by overlapping the 243.1 nm radiation with the slow velocity tail of a cryogenic beam of hydrogen. However, even though the scattering rate is modest by typical laser cooling standards, due to the small probability of two-photon interactions, it would require 60 W of 243.1 nm power assuming a reasonable beam waist of 180 $\mu\text{m}$. Despite interest and development of 243.1 nm laser sources for exciting the 1S-2S transition over the last several decades [28–30], before the work presented in this dissertation, only 50-100 mW of 243.1 nm power could routinely be produced, which could be increased to $\approx 1 \text{ W}$ through cavity enhancement [17].

Notwithstanding the progress made on these systems, these powers are still one to two orders-of-magnitude less than what is needed for rapid and robust two-photon cooling of hydrogen. Spurred by technological advances in high power fiber amplifier and nonlinear crystals, the primary motivation for the work presented in this dissertation is the development of a power scalable 243.1 nm laser system capable of two-photon cooling hydrogen.

As mentioned, a source of laser cooled hydrogen atoms in the ground state would prove invaluable for hydrogen spectroscopy and could enable an optical lattice hydrogen clock. Even without
laser cooling, a high power 243.1 nm laser system has significant utility for spectroscopy on hydrogen and hydrogen-like atoms. For example, a larger interaction volume for spectroscopy of the 1S–2S transition would be possible without sacrificing statistics. This would decrease transit-time broadening and increase the fraction of the atomic beam excited [5]. Increasing the interaction volume is also pertinent for 1S–2S spectroscopy of anti-hydrogen as it currently takes $\approx 300$ s per data point due to the relatively large trap volume versus small interaction volume with the 243.1 nm radiation [10–12]. Similarly, with a slight tuning of the laser wavelength to 244 nm, such a laser can study muonium which is ideal for testing bound-state QED due to its lack of internal structure [31]. Measurements of muonium face low detection rates due to limited flux of muonium atoms and would benefit from increased 244 nm power [32]. Another relevant use of a high power 243.1 nm laser for hydrogen spectroscopy would be its contribution in addressing the discrepancy in the determination of the proton radius between spectroscopic comparisons of hydrogen and muonic hydrogen, known as the proton radius puzzle [1, 7, 33]. Due to their relatively narrow linewidth, the measurements on the 2S-8S/D transitions in hydrogen have significantly contributed to this discrepancy [34, 35]. These measurements used a thermal hydrogen beam at room temperature and the electron impact method used to populate the 2S state was only $\sim 10^{-6}$ efficient and further heated the beam [34, 36]. A high power 243.1 nm source could populate the 2S with unit efficiency. In tandem with a 6 K cryogenic atomic beam source this would drastically increase the statistics. This would reduce the necessary laser power needed to address the 2S-8S/D transitions which in turn would decrease the AC Stark shifts that were leading systematics in the past measurements.

Outside of the metrology of simple atomic systems, there is also utility for coherent, high-power deep-UV lasers at 243–244 nm. In Raman spectroscopy, the signal intensity follows a $\lambda^{-4}$ dependence, motivating the use of UV lasers. Due to the relatively small cross sections of Raman processes, high-power UV sources could help in detection of trace gases, which would assist in identification of explosive materials [37]. While high-power 266 nm lasers are available [38], a 243–244 nm laser is preferable in some cases since the fluorescent background in Raman
spectroscopy diminishes rapidly below 250 nm [39]. The 243–244 nm wavelength range also matches the semiconductor industry’s standard KrF photoresists. Therefore, these laser systems could offer an alternative to the argon-ion lasers often used in laser interference lithography [40]. This technique can produce nanoscale, periodic patterns over large areas on substrates which can be used in a diverse set of versatile technologies such as 2D photonic crystal slabs, plasmonic color filters, optical data storage, and nanophotonic devices [40, 41].

### 1.1 Thesis Outline

Motivated by improving spectroscopy of simple and exotic atoms, the general utility of a high-power deep-UV laser, and primarily, the ability to robustly two-photon cool hydrogen, we developed a novel, high-power, coherent 243.1 nm continuous wavelength (CW) laser based on frequency quadrupling a Yb-fiber amplifier system at 972.5 nm (see Fig. 1.2), and demonstrated that this laser system can be cavity enhanced to powers practical for two-photon laser cooling. Through simulations, we explored this laser’s ability to capture hydrogen in an optical trap, and show that an optical lattice hydrogen clock could be realizable with this laser system.

![Figure 1.2: Simplified design of the Yb-fiber amplifier and resonant doubling stages.](image)

Chapter 2 contains a description of our high-power, narrow linewidth Yb-fiber amplifier system. As seen in Fig. 1.2, the system begins with a master oscillator power amplifier at 972.5 nm
that is then amplified within a Yb-doped fiber amplifier. Using this system, we are able to generate > 10 W of power at 972.5 nm with an estimated linewidth of < 1 kHz. Following this, Chapter 3 describes the frequency conversion of our Yb-fiber amplifier system through the successive intracavity doubling stages that follow the Yb-fiber amplifier in Fig. 1.2. These stages are able to generate > 4 W of power at 486.3 nm and > 1 W of power at 243.1 nm. Chapter 4 describes cavity enhancement of the high-power 243.1 nm output from this laser system. We demonstrate intracavity 243.1 nm powers > 30 W, which are approaching those required for robust and realizable two-photon cooling of hydrogen. Chapter 5 explores through simulations how a single two-photon cooling cycle from this 243.1 nm laser system can capture hydrogen atoms in a magic wavelength optical trap, and how this could translate to capture into an optical lattice. Chapter 6 summarizes the results and presents future planned studies built upon them.
Chapter 2

Yb-Fiber Amplifier at 972.5 nm

2.1 Introduction

The common method for generating highly coherent 243.1 nm radiation to excite the hydrogen 1S–2S transition is through a frequency-quadrupled solid-state master oscillator power amplifier (MOPA) system at 972.5 nm. MOPAs at 972.5 nm typically consist of a low power master oscillator followed by a semiconductor optical amplifier called a tapered amplifier (TA) [12, 29, 30, 42]. Limited by the TA's maximum performance, MOPAs at 972.5 nm can generate 2.5–3 W of power at this wavelength, which upon frequency quadrupling, results in 50-150 mW of radiation at 243.1 nm, depending on the efficiency of the quadrupling systems.

As seen in Fig. 2.1, second harmonic power generated behaves quadratically at low fundamental input powers when using intracavity doubling. This suggests that a factor of two to three times more power at 972.5 nm could lead to one to two orders-of-magnitude more power at 243.1 nm. This is seen in Fig. 2.1. We see that with 2.5 W of power at 972.5 nm—standard outputs for available 972.5 nm MOPA systems—frequency quadrupling results in \( \approx 50 \) mW of 243.1 nm power. However, with 10 W of 972.5 nm radiation, just a factor of four more power, \( \approx 2 \) W of 243.1 nm radiation is available, which is 40 times more power. Since two-photon scattering processes are quadratic with intensity, this would increase 1S–2S excitation rates by 1600!

While this factor of four increase in fundamental IR power may seem a modest task, generating further gain at 972.5 nm is technically challenging as there are no gain mediums that preferentially operate at this wavelength. However, there are gain mediums that operate close to this wavelength, such as Yb-doped fibers. The absorption and emission cross-section data for a Yb-doped fiber is shown in Fig. 2.2. As seen, gain is much more readily obtained in Yb systems above 1 \( \mu \)m due to the low absorption cross section in this spectral region. Gain at the emission cross-sectional peak near 975 nm is also possible but requires population inversions near 50% because the ab-
Small increases in 972.5 nm power result in large gains at 243.1 nm. Following a model for intracavity frequency doubling (described in Chapter 3), second harmonic power increases quadratically at low fundamental input power. This means that small gains at the fundamental IR power of 972.5 nm lead to drastic increases in the frequency-quadrupled UV power. a) Expected 243.1 nm output using available 972.5 nm MOPA systems. b) Expected 243.1 nm output with higher power 972.5 nm input radiation.

Figure 2.1: Small increases in 972.5 nm power result in large gains at 243.1 nm. Following a model for intracavity frequency doubling (described in Chapter 3), second harmonic power increases quadratically at low fundamental input power. This means that small gains at the fundamental IR power of 972.5 nm lead to drastic increases in the frequency-quadrupled UV power. a) Expected 243.1 nm output using available 972.5 nm MOPA systems. b) Expected 243.1 nm output with higher power 972.5 nm input radiation.

Figure 2.2: The absorption and emission cross-section versus wavelength for Yb$^{3+}$ in a phosphosilicate host. There are three peaks of interest: 1) Absorption peak at 915 nm 2) Absorption and emission peak at 975 nm 3) Emission peak at 1010 nm. Note, the cross-section data for Yb$^{3+}$ depends on the host material. This commercially available fiber data was provided to us by the manufacturer (CorActive DCF-YB-20/128P-FAC).
When the work presented in this thesis began, the highest power, narrow linewidth Yb-fiber laser systems at this cross-sectional peak were a few hundred mW [45], and just recently reached 10 W following a similar design to the system developed for this thesis [46]. However, all these lasers operated at or above the emission cross-sectional peak. Below this peak, the emission cross-section drops rapidly, and generating gain becomes even more challenging. To the best of our knowledge, there are limited studies of Yb-fiber laser systems being pushed to wavelengths below 975 nm [47], and these studies were only at low power ($\approx 10$ mW).

In this chapter, a highly coherent, high power Yb-fiber laser system operating below this emission cross-section peak is presented. With its current design, the system is capable of generating 10 W of power at 972.5 nm stably over several hours. The system also possesses a narrow linewidth of $< 1$ kHz, and can be frequency referenced to a frequency comb.

This chapter will start by briefly reviewing the history of fiber lasers leading to the birth and success of Yb-fiber lasers. Then, the difficulties of making Yb-fiber lasers at and below the cross-sectional peak will be presented. This will focus on two main challenges, photodarkening and gain competition. An explanation of each challenge and the techniques that have been developed to overcome them will be presented. The chapter will then present the design, development, and performance of our high power, single-frequency Yb-fiber amplifier laser system.

### 2.2 Brief History of Fiber Lasers

The first proposal and demonstration of an optical maser (i.e., laser), utilized a gain medium enclosed within a Fabry-Perot cavity [48, 49]. While confining the medium within a waveguide offers increased mode selection and stronger mode coupling compared to a Fabry-Perot, the traditional metallic waveguides utilized for masers were not viable in the optical regime. In 1961, one year after Maiman’s ruby optical maser demonstration, Snitzer proposed that an optical fiber could serve as a dielectric waveguide to provide a resonant structure for optical masers [50], and took the first steps towards this goal by demonstrating optical maser action of Neodymium(Nd)$^{3+}$ in a "quasi-fiber," which consisted of a barium glass rod [51]. During this burgeoning era of optical
maser development, understanding the complicated spectra of rare-earth ions attracted significant renewed interest owing to their numerous optical and infrared transitions [52–54]. By 1963, optical maser effects had been observed in nine of the seventeen rare-earths in either divalent or trivalent form [55], including Yb$^{3+}$ [56]. One year later, the first true rare-earth fiber laser was demonstrated using a one-meter long, helically wound Nd$^{3+}$ fiber that was flash-pumped and seeded with a Nd$^{3+}$ glass rod laser [57].

After this initial demonstration, the next 20 years focused on developing more robust Nd fiber laser technology, highlighted by three main advances. These were end-pumped fiber lasers [58,59] fabricating single mode fiber lasers [60], and developing low loss, uniform doping techniques with rare-earth ions [61,62]. These advances made fiber lasers more accessible, and scientists quickly investigated other rare-earth fiber lasers. This led to the first Erbium(Er)-doped fiber lasers in the late 1980’s [63,64]. This development was critical for long range optical fiber communications as Er fibers can amplify light at 1.5$\mu$m, the lowest loss region for the silica-based telecommunication fibers [65]. Although beyond the scope of this dissertation, it should be noted the enormous impact Er fiber amplifiers have had on our modern world as they led to the development of the internet among other things.

2.2.1 Birth of the Yb-Fiber Laser

From a fundamental laser development perspective, the ability to amplify radiation within a single-mode fiber encouraged studies of other rare-earth fiber lasers besides Nd and Er, such as holmium, prasodymium, and thulium [66], and in 1988, the first Yb$^{3+}$ fiber laser was demonstrated [67]. Over the next several years, numerous results showed the versatility of Yb-fiber lasers. As demonstrated by [68,69], and seen in Fig. 2.2, Yb-fiber lasers could emit and absorb over a $\approx$250 nm bandwidth, as well as operate with high-efficiency and high-power [70, 71].

The culmination of these results was the recognition of Yb-doped fiber lasers as future leaders in the field of high-power rare-earth fiber lasers [72,73]. The energy structure of Yb ions in silica, seen in Fig. 2.3, boasts a small quantum defect, which reduces thermal stress, and is simple
for a rare-earth ion, with only two Stark manifolds. This simple energy structure prevents excited state absorption, allows high doping, and helps mitigate certain quenching affects [73]—all advantageous properties for building a high-power fiber laser.

![Energy structure diagram](image)

**Figure 2.3:** The energy structure of Yb$^{3+}$ ions hosted in the lattice of an optical fiber consists only of a ground and excited state manifold [72]. Each manifold is split into Stark levels due to the electric field of the host lattice. The energy separation between different levels is given in nm with common pump wavelengths represented by upward arrows and lasing by downward arrows. As can be seen, lasing at 975 nm resembles a 3-level system, whereas lasing at longer wavelengths can be more appropriately described as quasi-3-level or quasi-4-level systems depending on the choice of pump wavelength. Note: The energy separation between these levels varies based on the host material. The values here represent the phosphosilicate host of our Yb-fiber.

The potential of high-power Yb-fiber lasers was demonstrated through the use of two complementary technologies that were concurrently being developed, high-power laser diode arrays [74] and double-clad fibers [75, 76]. As seen in Fig. 2.4, a double-clad fiber consists of a doped single-mode core surrounded by a much larger inner cladding, which is confined by an outer cladding. The large area of the inner cladding enables propagation of high-power multi-mode beams, which could be absorbed within the single-mode core. This enabled pumping of Yb-fibers with the newly developed high-power laser diode arrays. Numerous studies of high power multi-mode pump absorption [77–81] showed that pump absorption can be increased by breaking the symmetry of the inner-cladding. This increases mixing of the higher order modes contained in the multi-mode pump beam with the core. Therefore, double-clad Yb fibers with the proper geometries can be efficiently
pumped with high power multi-mode sources without sacrificing the single-mode quality of the lasing wavelength output. The first Yb-doped double-clad fiber was demonstrated in 1994, with an output of \( \approx 0.5 \) W at 1042 nm [82]. By 1999, continuous-wavelength (CW) Yb-fiber laser power had reached 100 W [83], by 2004, 1 kW [84], and by 2009, 10 kW [85]. Similarly, femtosecond pulsed Yb-fiber lasers reached 100 W by 2005 [86] and up to 1 kW by 2009 [87]. These are just a few examples of the highlights in high power Yb-fiber laser development, and a more complete overview can be found in the following review articles [88–90].

These are impressive results. However, these systems, along with the majority of Yb-fiber systems operate above 1 \( \mu m \). As seen in Figs. 2.2 and 2.3, \( \sigma_e \gg \sigma_a \) in this spectral region and Yb-fiber lasers behave as a quasi-4-level system. This makes gain in this spectral region extremely favorable. Exciting hydrogen with a frequency-quadrupled Yb-fiber laser requires a

---

**Figure 2.4:** Key technologies for high-power fiber lasers: High-power laser diode arrays and double-clad fibers. a) Arrays of single emitters constitute a laser diode array. The light from all the emitters can be focused and combined with optical elements, creating a high-power multi-mode output. For increased power, the arrays can be stacked. b) Double-clad fiber geometries enable high-power multi-mode pumping. A doped single-mode core is surrounded by a much larger inner cladding, which is confined by an outer cladding. c) A common asymmetry to increase pump absorption in the core is through use of an octagonal inner cladding.
high-power, single-frequency Yb-fiber operating near 975 nm. At the beginning of this work, a Yb-laser satisfying these requirements did not exist and the following section explains the difficulties that were overcome to accomplish this.

### 2.3 Gain near the Absorption & Emission Cross Section Peak

For a homogeneously broadened Yb-doped fiber of length $L$, the gain in dB can be written as

$$G(\lambda) = 10 \log_{10} \exp \left[ \int_0^L g(z) dz \right] \text{dB}$$

$$= k \int_0^L g(z) dz,$$

where $k = 4.343 \text{ dB}$ and

$$g(z) = N_2(z)\sigma_e^\lambda - N_1(z)\sigma_a^\lambda,$$

where $N_1$ and $N_2$ correspond to the population in the ground and excited state manifolds (see Fig. 2.3), and $\sigma_e^\lambda$ and $\sigma_a^\lambda$ are the emission and absorption cross-section values at the laser wavelength, $\lambda$. Since $N_1(z) = N - N_2(z)$, where $N$ is the total concentration of active Yb-ions, Eq. 2.2 can be rewritten as

$$G(\lambda) = k [\sigma_a^\lambda + \sigma_e^\lambda] \int_0^L N_2(z) dz - kNL\sigma_a^\lambda$$

Averaging the excited state population across the length of the fiber gives $\bar{N}_2 = 1/L \int_0^L N_2(z) dz$. With this average, we can rewrite this form as
\[ G(\lambda) = kNL[(\sigma_a^\lambda + \sigma_e^\lambda)n_2 - \sigma_a^\lambda], \tag{2.5} \]

where \( n_2 = \bar{N}_2/N \) is the fraction of excited ions. From Eq. 2.5, we can see the difficulty with achieving gain near the absorption-cross section peak. The population inversion required just to reach transparency, \( n_{2t} \), is found by setting \( G(\lambda) = 0 \). Using the cross-section values from Fig. 2.2, we see the inversion required for transparency for operation at 1010 nm vs 975 nm is

\[
\begin{align*}
n_{2t,1010} &= \frac{\sigma_a^{1010}}{\sigma_a^{1010} + \sigma_e^{1010}} = 0.15 \tag{2.6a} \\
n_{2t,975} &= \frac{\sigma_a^{975}}{\sigma_a^{975} + \sigma_e^{975}} = 0.5 \tag{2.6b}
\end{align*}
\]

Since \( n_2 \propto I_{\text{pump}} \) (see, for example [72]), the higher inversion required for gain at 975 nm requires significantly larger intensities that can optically damage Yb-fibers. Furthermore, since the pump intensity and inversion needed for gain at 1010 nm is significantly lower than 975 nm, the large inversions needed for gain at 975 nm will produce large gain at 1010 nm. A discussion of preventing damage in Yb-fibers at these high inversions and an understanding of the subsequent gain competition between these two wavelengths is therefore necessary.

### 2.3.1 Photodarkening

The high inversions required for gain at 975 nm lead to an unwanted effect that limits the efficiency and lifetime of Yb-fiber lasers. This effect is called photodarkening and, as the name suggests, is an optically induced process in Yb fibers that results in loss. This loss comes from structural changes, often referred to as impurities or color centers, that exhibit broadband absorption over the visible to near-IR range. As photodarkening increases with increased inversion, understanding this process has attracted significant interest from the high-power Yb-fiber community [91, 92].
This effect was first observed in Yb fibers in 1997, and labeled as lifetime quenching. It was an unexpected occurrence as the simple two-level structure of Yb fibers should preclude typical quenching mechanisms such as multi-phonon decay and concentration quenching. While the mechanism was not fully understood, the authors attributed the unwanted absorption to some impurity or structural defect in the fiber [93].

The physical mechanism behind the creation of these absorbing color centers has remained actively under debate since this initial observation. The two main competing theories attribute photodarkening to a Charge Transfer (CT) process or Oxygen Deficiency Centers (ODCs) in the fiber. In the first case, a high-energy process can excite a Yb\(^{3+}\) ion to a CT band, upon which an electron is transferred from the surrounding fiber lattice to the Yb\(^{2+}\), forming Yb\(^{2+}\). This creates free holes in the fiber lattice that can form color centers [94,95]. In the second case, ODCs can exist in a Yb-fiber, which upon excitation through a high-energy process can release a free electron that can form a color center [96], as well as create a variety of undesirable energy transfer mechanisms between ODCs and Yb\(^{3+}\) [97,98].

It is experimentally difficult to distinguish between these two effects as both excitation to the CT band and excitation of an ODC occur over a broad, highly overlapped UV range. Furthermore, strong evidence supporting both mechanisms exists. Loading a Yb-fiber with oxygen or doping the silica with aluminum reduces the amount of ODCs in a Yb-fiber, and both have been shown to reduce photodarkening [96]. However, hydrogen loading a Yb-fiber as well as co-doping the fiber with phosphorous and cerium have all shown to reduce photodarkening, and can be explained via the CT argument [95,99,100]. Furthermore, an increase of Yb\(^{2+}\) have been found in photodarkened Yb-fibers, supporting the CT mechanism [101].

Despite the uncertainty in the exact mechanism behind photodarkening, the attempts to prevent photodarkening have been very successful. Co-doping the silica glass has produced highly efficient, 100 W powers with almost no loss from photodarkening [102], and commercially available Yb-fibers co-doped with phosphorous are available and marketed as photodarkening free at high powers.
2.3.2 Gain Competition at 975 nm Operation

Besides the problems from photodarkening, the high inversions required for gain at 975 nm lead to gain competition at 1010 nm. These high inversions require significant pump intensities, which can be achieved through double-clad fibers as high-power multi-mode pump lasers can be coupled into the inner cladding. The gain equation in Eq. 2.5 can be adjusted to account for modes that propagate in this inner cladding through the following modification [73]

\[
G(\lambda) = k N A_{\text{core}} L \Psi_d^\lambda \left[ (\sigma_a^\lambda + \sigma_e^\lambda) n_2 - \sigma_a^\lambda \right],
\]

(2.7)

where \( A_{\text{core}} \) is the area of the doped core and \( \Psi_d^\lambda \) is the normalized modal intensity (in m\(^{-2}\)) averaged over \( A_{\text{core}} \). For modes propagating purely in the core, \( A_{\text{core}} \Psi_d^\lambda = A_{\text{core}} / A_{\text{core}} = 1 \); however, for modes propagating in the inner cladding, \( A_{\text{core}} \Psi_d^\lambda = A_{\text{core}} / A_{\text{clad}} = \beta^{-1} \). As suggested in [73], we can manipulate Eq. 2.7 to understand the gain at one wavelength based on the gain at two other wavelengths. Using superscripts to differentiate between three different wavelengths, \( \lambda^A \), \( \lambda^B \) and \( \lambda^C \), we get three equations:

\[
G^A = D \Psi_d^A \left[ (\sigma_e^A + \sigma_a^A) n_2 - \sigma_a^A \right]
\]

(2.8a)

\[
G^B = D \Psi_d^B \left[ (\sigma_e^B + \sigma_a^B) n_2 - \sigma_a^B \right]
\]

(2.8b)

\[
G^C = D \Psi_d^C \left[ (\sigma_e^C + \sigma_a^C) n_2 - \sigma_a^C \right],
\]

(2.8c)

where \( D = k N A_{\text{core}} L \). Using Eqs. 2.8b and 2.8c, \( D \) and \( n_2 \) can be eliminated in Eq. 2.8a, relating the gain at three different wavelengths purely based on their cross-sections and mode size.
\[ G^A = G^B \frac{\Psi^A_d}{\Psi^B_d} (\frac{\sigma^A_e}{\sigma^A_a} - \frac{\sigma^B_e}{\sigma^B_a}) + G^C \frac{\Psi^A_d}{\Psi^C_d} (\frac{\sigma^A_e}{\sigma^A_a} - \frac{\sigma^C_e}{\sigma^C_a}) \]  
\[ = G^B \frac{\Psi^A_d}{\Psi^B_d} A_1 + G^C \frac{\Psi^A_d}{\Psi^C_d} A_2, \]  
(2.9a)

where \( A_1 \) and \( A_2 \) are the cross-section ratios. In our case, we are interested in creating gain near the absorption/emission peak of 975 nm, while pumping at 915 nm, and beating unwanted gain at 1010 nm. Applying this specific case to Eq. 2.9a, we see that \( \lambda_A = 1010 \) nm, \( \lambda_B = 975 \) nm, and \( \lambda_C = 915 \) nm. Using the data from Fig. 2.2, the cross-section ratios \( A_1 \) and \( A_2 \) in Eq. 2.9b can be calculated. Furthermore, since gain at 975 nm and Amplified Spontaneous Emission (ASE) only occur in the doped core, \( \Psi^A_d/\Psi^B_d = 1 \), as they share the same pump modal intensity. Whereas, \( \Psi^A_d/\Psi^C_d = A_{\text{clad}}/A_{\text{core}} = \beta \). With these simplifications, Eq. 2.9b takes the form

\[ G_{1010} = 0.276 G_{975} + 1.39 \beta \alpha, \]  
(2.10)

where \( \alpha \) is the pump absorption in dB. From Eq. 2.10, we see that minimizing \( \beta \) and \( \alpha \) reduces the gain at 1010 nm. However, for double-clad fibers, \( \beta = A_{\text{clad}}/A_{\text{core}} > 1 \), and for commercially available double-clad Yb-doped fibers, \( \beta \) is normally between 40-400. As a reference, for \( \beta = 40 \), just 1 dB of pump absorption would result in a tremendous gain of 55 dB at 1010 nm.

In order to make pure Yb-fiber lasers at 975 nm, laser scientists have developed numerous techniques to compete with this enormous gain above 1 \( \mu \)m. One method is to decrease \( \beta \) by making the core larger. Using rod-type photonic crystal fibers, \( \beta \), and thus unwanted gain above 1 \( \mu \)m, can be reduced by nearly an order of magnitude. This has enabled output powers of 27 W, 94 W, and 94 W at 976 nm, 977 nm, and 980 nm, respectively in rod-type photonic crystal fibers [43, 44, 103]. This technique has produced the highest power Yb-fiber lasers at 975 nm, nearly two orders of magnitude larger than other Yb-fiber lasers (described next) at this wavelength. However, the spectral output of these systems had several nm bandwidths, which is too large for frequency doubling and spectroscopy.
Instead of increasing the core size, another approach to reducing $\beta$ is decreasing the inner cladding area. The challenge here is keeping the inner cladding's numerical aperture (NA) large enough such that multi-mode pump power can still be coupled into the inner cladding. This is possible with jacketed air-cladding. More than 1.4 W of 980 nm has been achieved using this technique [104]. Another creative way to manipulate $\beta$ is via ring-doping, which increases the area over which the lasing radiation can interact with pump radiation without affecting the area over which the pump radiation interacts, effectively reducing $\beta$ [73]. However, neither of these techniques have demonstrated single-frequency operation or the power of the rod-type systems.

The above techniques all imposed spectral gain discrimination by geometrically altering the gain medium to increase its interaction with the pump as less pump interaction favors lasing at the 4-level 1010 nm region. More obvious spectral gain discrimination is through the use of spectral filters and short fiber lengths. This has been accomplished using dielectric mirror coatings [105], as well as distributed Bragg reflectors [45, 106, 107], reaching powers of 1 W, 45 mW, 100 mW, and 230 mW at 978 nm, 977 nm, 976 nm and 978 nm, respectively. A more creative solution to spectral filtering is through the use of photonic bandgap fibers that only allow certain wavelengths to propagate in the core. Using this technique, 130 mW at 977 nm was generated [108]. While all these powers are low (1 W or less) the work in [45, 107] demonstrated Yb-fiber sources in this wavelength region with single-frequency linewidths of $< 10$ kHz.

2.3.3 Gain Competition at 972.5 nm Operation

Evidenced by the numerous creative ways to combat gain near 1010 nm, achieving gain near 975 nm in a Yb-fiber laser has received significant attention. For hydrogen, the 1S-2S transition is excitable through a two-photon process with 243.1 nm radiation, which requires frequency quadrupled 972.5 nm light. As seen in Fig. 2.2, this wavelength is approximately half way down the absorption/emission cross-section peak at 975 nm. Therefore a laser at 972.5 nm will face the same 1010 nm gain competition as 975 nm, and additionally compete with gain at 975 nm. Fol-
following the same method used to generate Eq. 2.10, we see that the gain at these two competing wavelengths are

\[
G_{1030} = 0.85 G_{972.5} + 1.7 \beta \alpha, \quad (2.11a)
\]
\[
G_{975} = 3.08 G_{972.5} + 1.1 \beta \alpha, \quad (2.11b)
\]

which for \( \beta = 40 \) results in 68 dB of gain at 1030 nm and 44 dB of gain at 975 nm for every dB of pump absorption. As before, the unwanted gain competition is enormous, but now occurs at two wavelengths. With coherent 975 nm lasers only showing modest power [45, 107], it therefore seems unlikely a coherent 972.5 nm laser could be made with high power. While a pure, high-power, coherent Yb-fiber laser at 972.5 nm may be improbable, a Yb-fiber amplifier at 972.5 nm is different.

The 975 nm systems described above generated respectable powers at 975 nm by making the initial ASE at 975 nm dominate the gain competition. However, as mentioned in the introduction of this chapter, with current tapered amplifier technology, MOPAs can create up to 2-3 W of frequency stabilized power at 972.5 nm. This non-trivial amount of power at 972.5 nm can be used to seed a Yb-fiber amplifier. Pairing this with the techniques utilized above to compete with unwanted gain, e.g., short fiber lengths, spectral filtering, and decreasing \( \beta \), gain at 972.5 nm is viable in a Yb-fiber amplifier.

### 2.4 Yb-Fiber Amplifier at 972.5 nm

#### 2.4.1 Preventing Photodarkening and Parasitic Gain in our Design

The issues presented by photodarkening and parasitic gain at 975 nm and 1010 nm helped guide our design of a high-power Yb-fiber amplifier at 972.5 nm. We needed a Yb-fiber resistant to photodarkening at high power with a relatively large core/cladding ratio as, seen in Eqs. 2.11a and 2.11b, this reduces \( \beta \) and thus parastic gain. Fortunately, a Yb fiber co-doped with phosphorous
that demonstrated photodarkening free performance at high power existed commercially (CorActive DCF-YB-20/128P-FAC). Furthermore, while not a rod type photonic crystal fiber, in terms of commercially available Yb double-clad fiber, this fiber has a relatively small value of $\beta$ due its large core/cladding ratio with a 20 $\mu$m core and 128$\mu$m cladding ($\beta \approx 41$). Besides decreasing $\beta$, we see from Eqs. 2.11a and 2.11b that reducing the pump absorption $\alpha$ also reduces gain at these parasitic wavelengths. This can be done by keeping the fiber length relatively short. In our design, we use $\approx 10$ cm which makes $\alpha \approx 0.5$ dB since our fiber has a 5.5 dB/m pump absorption in the cladding. Still, this gives $\approx 36$ dB and 26 dB of gain at 1010 nm and 975 nm, respectively, for every dB of gain at 972.5 nm. Therefore, it is advantageous to keep the gain at 972.5 nm small, which is possible using a large amount of seed power at 972.5 nm. Using the $\approx 2.5$ W of 972.5 nm power available from MOPAs, a factor of four increase in power gives 10 W of power. As shown in Fig. 2.1, this leads to dramatic gains in UV power at 243.1 nm. This factor of four increase corresponds to 6 dB of gain at 972.5 nm, meaning the gain at 1030 nm and 975 nm would be $\approx 40$ and 41 dB, respectively. These are still very large, and to combat them we utilize a common technique used in Yb-fibers. We angle polish the ends to prevent the fiber lasing at these wavelengths. Lastly, these large gains make it imperative that we do not seed the Yb-fiber amplifier with radiation at these wavelengths. As MOPAs use tapered amplifiers that contain a broad spectrum of ASE underneath the amplified 972.5 nm light, we aggressively filter these unwanted wavelengths amplified by the TA using $OD_{abs} > 5$ spectral filters centered at 972.5 nm with $\approx 4$ nm FWHM bandwidth.

2.4.2 Seed Laser Design

The design of our Yb-fiber amplifier system is shown in Fig. 2.5. It begins with the Master Oscillator Power Amplifier (MOPA). We use an extended cavity diode laser (ECDL) as our master oscillator. The ECDL is in Littrow configuration and consists of a single mode laser diode (QPHOTONICS:QLD-980-300S) collimated with an aspheric lens and 1200/mm diffraction grating. The first diffracted order provides optical feedback to the laser diode, and rotating the grating tunes the wavelength. The tuning ranged needed to study exotic simple systems is 972-976 nm, as
this results in 243-244 nm radiation upon frequency quadrupling. The diode can output from 970-990 nm, and the grating has no problem tuning over this 972-976 nm window. Within the ECDL is an electro-optic modulator for fast frequency control, and for slow stabilization the diffraction grating rests upon a piezo-controlled translation stage. For increased environmental isolation, the entire system is contained on its own breadboard, surrounded by thick aluminum walls, and an Anti-Reflective(AR) coated window is used to output the 972-976 nm radiation. The diode’s temperature is controlled by a peltier device upon which the diode is mounted, with feedback provided by a Thorlabs laser diode temperature controller (TEC200C). The current of the diode is controlled by a thorlabs laser diode driver (LDC205C) and Table 2.1 shows the output power of the ECDL as a function of current.

<table>
<thead>
<tr>
<th>Current (mA)</th>
<th>Power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>9.4</td>
</tr>
<tr>
<td>75</td>
<td>18.2</td>
</tr>
<tr>
<td>100</td>
<td>26.8</td>
</tr>
<tr>
<td>125</td>
<td>35.5</td>
</tr>
<tr>
<td>150</td>
<td>44.3</td>
</tr>
</tbody>
</table>

As seen in Fig. 2.5, the output of the ECDL then goes through optical isolators before it is amplified by the tapered amplifier (TA). The isolators are necessary as the TA emits significant ASE in the reverse direction, which can destabilize the master oscillator. The original system only had one optical isolator separating the TA and ECDL, and we believe we saw instabilities that went away with addition of a second isolator. The TA needs 20-30 mW of seed power, and since each isolator has \( \approx 7\% \) loss, the ECDL current is generally run between 100-125 mA.

As seen in Fig. 2.5, the master oscillator radiation is then amplified within a commercial tapered amplifier (DILAS TA-0976-3000). The TA chip is in a F-mount configuration. This commercial mounting options places the TA chip first on a gold-coated copper block inset, which is then housed within a larger frame. This mounting option provides increased heat dissipation, sta-
Figure 2.5: Schematic of the ECDL Master Oscillator and Amplification Stages. SD: Seed Diode, DG: Diffraction Grating, FI: Faraday Isolator, F1 and F5: Bandpass Filters, F2: Longpass Filter, F3 and F4: Shortpass Filters. The ECDL contains an electro-optic modulator (EOM) for fast frequency control.

bility, and protection of the TA chip. The F-mount is then secured on a water cooled aluminum block for temperature stabilization. Also mounted onto the block are aspheric lenses for coupling the seed radiation into the TA, as well as collimating the amplified output. The current is controlled by a Wavelengths electronic current driver and the output directly after the TA is shown in Table 2.2. While we have run the current up to 8 A, generating > 5 W of amplified power from our MOPA, the beam quality and stability of the TA output degrades past 5 A of current, which is the manufacturer recommended maximum current.

The output of the TA following following the aspheric lens is still highly astigmatic in one direction due to the tapered geometry of the output. We compensate for this with a cylindrical lens. As seen in Fig. 2.5, after the cylindrical lens, the MOPA beam is collimated, and its size reduced with a beam reducer in order to efficiently couple this light to the Yb fiber. However, before the MOPA radiation is amplified within the Yb fiber, it passes through an optical isolator to prevent optical feedback into the TA from back-reflections or ASE emitted from the fiber. The
<table>
<thead>
<tr>
<th>Current (A)</th>
<th>Power after TA (W)</th>
<th>Power at Yb-fiber (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>1.5</td>
<td>0.46</td>
<td>0.32</td>
</tr>
<tr>
<td>2.0</td>
<td>0.87</td>
<td>0.65</td>
</tr>
<tr>
<td>2.5</td>
<td>1.31</td>
<td>1.01</td>
</tr>
<tr>
<td>3.0</td>
<td>1.75</td>
<td>1.38</td>
</tr>
<tr>
<td>3.5</td>
<td>2.24</td>
<td>1.74</td>
</tr>
<tr>
<td>4.0</td>
<td>2.66</td>
<td>2.05</td>
</tr>
<tr>
<td>4.5</td>
<td>3.15</td>
<td>2.42</td>
</tr>
<tr>
<td>5.0</td>
<td>3.50</td>
<td>2.75</td>
</tr>
</tbody>
</table>

Table 2.2: TA Output Power

TA contains a broad spectrum of ASE underneath the amplified radiation. Due to the large gain at parasitic wavelengths, it is critical we filter this before amplification in the Yb fiber. Therefore the MOPA radiation is also passed through an OD$_{abs} > 5$ spectral filter (F1) centered at 972.5 nm with $\approx 4$ nm FWHM bandwidth before amplification within the Yb-fiber. After all these components, the MOPA power is reduced from the output directly after the TA, and Table 2.2 has the measured input power before amplification within the Yb-fiber. At max settings, we have measured $\approx 2.5$ W of 972.5 nm radiation within a TEM$_{00}$ mode before amplification within the Yb fiber. This measurement is an estimate based on the power remaining in the MOPA beam in the far-field.

### 2.4.3 Yb-fiber Amplifier Design

As seen in Fig. 2.5, the output from the TA is then further amplified within the double-clad Yb-doped fiber with a 20 $\mu$m diameter core, 128 $\mu$m cladding and 260 $\mu$m outer coating (CorActive DCF-YB-20/128P-FAC). The core of this fiber has a numerical aperture of 0.075 which is large enough to support the propagation of a few higher-order modes. However, we have observed the majority of the TA output power not contained within the TEM$_{00}$ mode exists in transverse modes of significantly higher-order. These modes cannot propagate through the fiber, thus the fiber acts as a spatial filter.

We angle polish the fiber tips to ensure efficient coupling of radiation into the fiber, as well as to prevent back-reflections off the faces of the fiber that could cause lasing at parasitic wavelengths.
The fiber is prepared by removing ≈ 1 cm of outer cladding from both ends using a hot jacket stripper (AFL: RS02 Thermal Stripper) with a FH-100-250 Fiber Holder. The fiber is then placed in an angled ceramic ferrule and angle-polished by hand using a variety of Thorlabs diamond, aluminium oxide, and calcined alumina lapping paper. During this process, the quality of the finish of the fiber face is inspected using a Thorlabs fiber microscope (Thorlabs: FS201). The fiber is then mounted on a stainless steel mount with a V-groove, with metal end clamps holding the fiber in place near each end.

Although the fiber preparation instructions above seem straightforward, reaching this method required a lot of very frustrating trial and error. From the beginning we knew we needed angled ends and faced several problems. The first was removing the outer jacketing from the fiber. The outer jacketing is soft and protects the brittle Yb-doped silica fiber within. We attempted to remove the jacketing with a hand-held fiber stripper, but would often break off several centimeters of the fiber in the process. With the amount of fibers we went through in the beginning as we refined our techniques, and a pricetag of ∼ 750 $/m, this was very wasteful. The hot jacket stripper solved this problem. The stripper works by fixing the portion of the fiber that will remain unstripped in a slidable v-groove holder. The portion of the fiber jacketing that is stripped is then sandwiched gently between two heating plates. As the v-groove portion of the stripper is moved away from the heating plates, the jacketing is removed and the bare fiber moves away from the plates freely.

With this problem resolved, the next difficulty was achieving an angle polish. While angle cleavers and angle polishers exist, our inspection of flat cleaved fibers with the fiber microscope revealed unsatisfactory finishes to the fiber surface, and angle polishers were a significant investment. Therefore, we honed our angle polishing skills. We purchased ceramic ferrule fiber connectors (Thorlabs B30140E1) matching the inner cladding diameter of the fiber as closely as possible. We then inserted the ceramic ferrule connector into an angled polishing puck (Thorlabs D50-FC/APC) at 8°, and polished the ferrule on diamond lapping paper, creating an angled ceramic ferrule. At this point, we inserted the ceramic ferrule into a bare fiber terminator (Thorlabs BFT1). The fiber is placed through the terminator until the bare fiber is barely visibly protruding from the
ceramic ferrule tip. At this point, the terminator clamps down on the fiber jacketing, fixing the fiber in place. Originally, we used a series of different grit diamond lapping paper for angle polishing the fiber tip as diamond lapping paper is recommended for ceramic ferrules. The first step used 6 \( \mu \text{m} \) grit (Thorlabs LF6D). As the bare fiber is still protruding at this point, this step required the most finesse. The lapping paper must be held in free space while the fiber is gently polished flush with the ceramic ferrule with minimal pressure. The "flushness" of the fiber tip is quantifiable two ways. First, when flush and inspected with the fiber microscope, the fiber tip should come in focus with the ceramic ferrule at all points. Second, when flush, the gentle polishing on the 6\( \mu \text{m} \) paper should sound very smooth with no scratch-scratch sounds. If this step is done correctly, the remaining polishing is generally successful.

Originally, after the 6\( \mu \text{m} \) diamond lapping paper, we would then polish on 3\( \mu \text{m} \) followed by 1\( \mu \text{m} \) grit diamond lapping paper intended for polishing ceramic ferrules (Thorlabs LF3D and LF1D). These finer grit papers were not held in free space, but instead placed on a silicone polishing pad (Thorlabs NRS913A) on top of a glass polishing plate (Thorlabs CTG913). While good angle polishes could be achieved with this method, it was common for the fiber tip to get chipped severely on the edges in the process. We believe this is because the diamond lapping paper would polish off bits of the ceramic ferrule which would then collide with the fiber tip while polishing, chipping the edges. This was supported when we more carefully read the product description of the diamond lapping paper. The diamond lapping paper was recommended for ceramic ferrules, versus cheaper lapping paper like silicon carbide, as it does not cause undercutting in which the fiber material is removed more quickly than the ferrule material, creating a dip just above the fiber. This is a problem when trying to connect two ceramic ferrules as it creates a glass-air-glass interface instead of a glass-glass interface. However, for us, we wanted to removed the fiber material more quickly than the ferrule material as removing the ceramic ferrule material was damaging our polish process. Therefore, we switched to these cheaper lapping papers designed for use with stainless steel ferrules. We still start with the LF6D diamond lapping paper to make the fiber flush with the ceramic, but for the polishing on the pad and plate we use 3\( \mu \text{m} \) and 1\( \mu \text{m} \) grit aluminum.
oxide (Thorlabs LF3P LF1P) followed by 0.3\(\mu\)m grit calcined alumina paper (Thorlabs LF03P). Using this technique, we can reproduce quality angle polishes on both sides of the fiber in less than 1 hour. The best method for inspecting the quality of the final finish is by pointing the fiber microscope at a ceiling light while rotating the fiber tip, looking for any shadows formed by ridges or grooves on the surface of the fiber.

As seen in Fig. 2.5, the angle-polished fiber is pumped using a high-power, fiber-coupled (NA = 0.22) laser diode array at 915 nm from nLight photonics (nLight element e06). The pump diode is mounted on a water-cooled aluminum block and powered with a high current source. The output power of the pump as a function of current is shown in Table 2.3, along with the pump power remaining after passing through the fiber. This data was taken for a 10 cm long fiber, and no seed light was present, but is useful for optimal alignment of the pump light into the fiber.

<table>
<thead>
<tr>
<th>Current (A)</th>
<th>Output Power (W)</th>
<th>Remaining Pump Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.60</td>
<td>0.37</td>
<td>0.22</td>
</tr>
<tr>
<td>1.0</td>
<td>2.60</td>
<td>1.73</td>
</tr>
<tr>
<td>2.0</td>
<td>8.24</td>
<td>5.90</td>
</tr>
<tr>
<td>3.0</td>
<td>13.90</td>
<td>10.20</td>
</tr>
<tr>
<td>4.0</td>
<td>19.40</td>
<td>14.36</td>
</tr>
<tr>
<td>5.0</td>
<td>24.75</td>
<td>18.28</td>
</tr>
<tr>
<td>6.0</td>
<td>29.80</td>
<td>21.90</td>
</tr>
<tr>
<td>7.0</td>
<td>34.25</td>
<td>25.20</td>
</tr>
<tr>
<td>8.0</td>
<td>42.30</td>
<td>28.20</td>
</tr>
<tr>
<td>9.0</td>
<td>45.70</td>
<td>31.26</td>
</tr>
<tr>
<td>10.0</td>
<td>45.71</td>
<td>NA</td>
</tr>
</tbody>
</table>

Another important characteristic about the nLight pump diode is that the wavelength shifts with current. Fig. 2.6 shows the spectrum of a higher power nLight pump diode at 915 nm (nLight element e18) taken at low and high currents (1 A and 10 A), demonstrating a near 20 nm shift in center wavelength. This is slightly greater than the manufacturers specification of 1 nm/A, which could be attributed to the pump diode heating up as there is also a 0.32 nm/°C wavelength shift.
dependence on temperature. This effect was important when explaining the performance of our Yb-fiber as pump current increased.

**Figure 2.6:** Spectrum recorded on an optical spectrum analyzer (Thorlabs OSA202C) of the 915 nm pump diode at low and high currents. The center peak shifts over \( \approx 20 \) nm over this range.

As seen in Fig. 2.5, the 915 nm pump light is collimated with an aspheric lens and pumped in the reverse direction of the 972.5 nm light propagation. The pump radiation is overlapped with the 972.5 nm radiation and both are coupled to the Yb-fiber using aspheric lenses mounted on flexure stages. To overlap the pump and signal for this process we combine both beams using two shortpass filters at 950 nm (F3 and F4), and subsequently separate both beams using a longpass filter at 950 nm (F2) after the pump exits the Yb-fiber in the reverse direction. We use two shortpass filters when we combine the pump and amplified 972.5 nm light as the high power 972.5 nm radiation can damage the fiber pump diode if it is coupled into the pump. We believe this destroyed one of our first pump diodes, when we only used one shortpass filter. With two shortpass filters we have not observed this effect. After the amplified 972.5 nm light is separated from the pump radiation, it is then passed through another \( \text{OD}_{\text{abs}} > 5 \) spectral filter (F5) centered at 972.5 nm with \( \approx 4 \) nm FWHM bandwidth to remove amplified ASE before the frequency conversion process.
2.4.4 Yb-fiber Amplifier Performance

Fig. 2.7 shows the backward propagating radiation from the Yb-fiber amplifier measured off of filter F1 in Fig. 2.5 when pumping with 22.5 W of 915 nm radiation. Without seed power, the high inversion favors gain at 975 nm. With seed power, the peak at 975 nm is still dominant; however, this is due to ASE from the TA which is incompletely attenuated by filter F1 in Fig. 2.5. Back reflections from the output facet of the amplifier fiber also cause this radiation to be amplified in the reverse direction, along with a small amount of the 972.5 nm radiation. Without seed, the integrated power in Fig. 2.7 is \(\approx 270 \text{ mW}\), but this drops to only \(\approx 9 \text{ mW}\) when seeded. The ASE is roughly linear with pump power, and therefore does not significantly degrade the amplifier performance for this short length of fiber.

![ASE without Seed](image)

**Figure 2.7:** Backward propagating radiation from the Yb fiber amplifier with and without seed. Both spectra were taken with 22.5 W of pump power at 915 nm.

The 972.5 nm output power of the fiber amplifier as a function of 915 nm pump power is shown in Fig. 2.8. Amplification of the 2.4 W of seed occurs at \(\approx 15 \text{ W}\) of pump power. However, even with zero pump power, significant inversion of the gain medium can occur due only to the input seed radiation, so that the fiber exhibits semi-transparency before the amplification threshold. At
our maximum pump power of 41.5 W, we obtain an output power of 6.3 W at 972 nm, corresponding to a gain of 4.2 dB. The rolloff at high pump power is a result of the pump wavelength shifting away from the absorption peak at 915 nm as the diode current is increased (see Fig. 2.6). This effect is more pronounced in our system due to the low absorption of the pump. Our model predicts that more power at 972.5 nm could be obtained with a pump diode that provides 130 W of output power and reaches the 915 nm absorption peak at a higher power.

![Graph showing measured and modelled radiation at the output of the fiber amplifier as a function of 915 nm pump power.](image)

**Figure 2.8:** Measured radiation at the output of the fiber amplifier as a function of 915 nm pump power. A linear fit to our data indicates a slope efficiency of $\approx 13\%$. The measured values agree well with a theoretical model (solid line) based on [43]. The rolloff at high pump power is due to an increase of the pump wavelength as the diode current is increased. Our model predicts that more power at 972.5 nm could be obtained with a pump diode that provides 130 W of output power (dashed line) and reaches the 915 nm absorption peak at a higher power.

### 2.4.5 Power Scaling and Power Stability

While the model shown in Fig. 2.8 predicted significantly more 972.5 nm was possible by pumping our Yb-fiber amplifier with more power, replacing the lower power pump diode with one capable of 3-4 times more power required significant re-engineering of our laser system. There were two severe limitations with the Yb-fiber amplifier in the original design that would become
worse with power scaling. The first was the mounting of the fiber. The fiber was mounted on a v-groove holder (Thorlabs HFV001 or HFV002). The bare fiber would protrude from the ends of the v-groove holder, into free-space. The fiber was fixed at the edge of the v-groove holder with rubber magnetic clamps. The amount of bare-fiber protruding is important. Too much bare-fiber hanging off the v-groove holder caused instabilities due to unwanted motion of the fiber tip. While this could be mitigated with less bare fiber overhanging, if the fiber was too close to the v-groove holder, the holder could heat up from pump radiation not coupled into the fiber. Multiple times we saw the entire fiber spontaneously combust, starting at the rubber magnetic clamps on the side of the fiber in which we coupled the 915 nm pump power. We attributed this to the rubber heating up to the point of catching on fire, which would then provide enough thermal energy to catch the jacketing on fire, destroying the fiber. We mitigated this problem by securing the fiber with metallic clamps without any combustible material. These clamps were in fact just one of the V-groove holders (HFV001) placed upside down on top of the fiber. With these clamps, we have not seen the fiber spontaneously combust. Unfortunately, these clamps can only secure the jacketing portion of the fiber, whereas the rubber clamps could apply pressure to any bare fiber remaining in the v-groove holder. Therefore, we believe the fiber has more freedom for movement with these clamps.

With this problem fixed, there was still another problem with our Yb fiber we needed to address before increasing the pump power. The fiber tip would sometimes catch fire. This was different from the spontaneous combustion as the reaction would occur at the tip, and only burn a few mm. The burn would stop as the bare silica would fuse into a ball, stopping the flame from spreading. We noticed that the likelihood of the fiber tip to burn was correlated to days with increased dust activity in the lab. At this point in the laser design, there were no heafilters on the optical tables, and the laser system was not enclosed by a box. Installing heafilters, enclosing the laser in a box, and monitoring the dust activity with a particle counter, we were able to mitigate the fiber tip burning.
With these improvements in our laser design, we upgraded to a pump diode capable of generating 155 W of power at 915, almost quadruple our previous pump power capability. This pump diode is also a fiber coupled, laser diode array system from nLight (nLight element e18), with the same fiber NA = 0.22 as the previous low power pump diode. Table 2.4 shows the output power of this pump diode as a function of current.

**Table 2.4: High Power Pump Output Power**

<table>
<thead>
<tr>
<th>Current (A)</th>
<th>Pump Power (W)</th>
<th>Center Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>0.32</td>
<td>NA</td>
</tr>
<tr>
<td>1.0</td>
<td>3.82</td>
<td>903.8</td>
</tr>
<tr>
<td>2.0</td>
<td>16.34</td>
<td>904.9</td>
</tr>
<tr>
<td>3.0</td>
<td>28.74</td>
<td>905.7</td>
</tr>
<tr>
<td>4.0</td>
<td>41.88</td>
<td>906.8</td>
</tr>
<tr>
<td>5.0</td>
<td>55.20</td>
<td>907.8</td>
</tr>
<tr>
<td>6.0</td>
<td>71.17</td>
<td>909.4</td>
</tr>
<tr>
<td>7.0</td>
<td>83.24</td>
<td>910.4</td>
</tr>
<tr>
<td>8.0</td>
<td>96.61</td>
<td>912.1</td>
</tr>
<tr>
<td>9.0</td>
<td>109.98</td>
<td>913.6</td>
</tr>
<tr>
<td>10.0</td>
<td>123.34</td>
<td>915.1</td>
</tr>
<tr>
<td>11.0</td>
<td>136.71</td>
<td>917.1</td>
</tr>
<tr>
<td>12.0</td>
<td>150.08</td>
<td>919.1</td>
</tr>
</tbody>
</table>

A plot of the Yb fiber amplified 972.5 nm power versus launched 915 nm pump power for this more powerful pump diode is shown in Fig. 2.9. As predicted in Fig. 2.8, we see a linear increase with IR output as a function of pump power. With 120 W of pump power, we are able to generate 10.8 W of power at 972.5 nm. Fortunately, our previous engineering worked, and even with tripling the pump power we did not see spontaneous combustion of the fiber or burning of the fiber tip. However, we did see new issues caused by thermal instabilities. One of these was cracking of the achromatic lenses we were using for coupling into and out of our pump-diode and Yb-fiber. We originally used achromatic doublets with $f = 10$ mm and 8 mm optical diameter (Thorlabs AC-080-10-B-ML) in the low power system as we saw the best fiber coupling with these lenses. However, the achromatic doublets consist of two-optics cemented together, and at the
Figure 2.9: Measured 972.5 nm Yb fiber output power vs. launched 915 nm pump power for more powerful pump diode. With zero pump power, the 972.5 nm Yb-fiber output power does not pass through zero as the seed power at 972.5 nm is large enough to invert the medium to a point of semi-transparency.

High pump powers several of these doublets developed cracks. We believe the cracks could have developed by thermal stress caused by heating the mounting holding the doublets. Therefore, we switched to polished aspheres of the same focal length (f = 10 mm) (Thorlabs AL1210M-B), which had a larger optical diameter (12.5 mm diameter) and were one solid optic. These new lenses have not cracked at the increased pump powers. The increased pump power also requires significant thermal management of the fiber mount and coupling lens mounts as Fresnel reflections off the fiber tips and scatter off the optics heats these components. This causes amplitude instabilities in the 972.5 nm power output as the coupling to the fiber is highly sensitive to any thermal induced motion. We currently address these issues using radiation shields and water cooling of the lens mounts and fiber v-groove holder, as well as a water cooled beam-trap for the 915 nm pump power that is not absorbed within the fiber and reflected off of filter F1 in Fig. 5.3.

With these new thermal management techniques, we can maintain stable IR power > 10 W for time periods greater than 1 hour as seen in Fig. 2.10. We have run the system for a combined duration greater than 20 hours at these high powers, and see no evidence of degradation from photodarkening. Overall, we believe this system is still power scalable with more pump power, but further thermal management caused by the free-space coupling could prove exhausting. We
are currently investigating pump combiners that combine the signal and pump beam into one fiber, which will then be spliced to the Yb-fiber.

![Figure 2.10: The power stability of the amplified 972.5 nm radiation.](image)

### 2.5 Frequency Stabilization and Coherent Comb Lock

To perform precision spectroscopy on simple and exotic atomic species, it is imperative that the laser frequency is well-controlled and determined. Control over the absolute frequency of the 243.1 nm radiation is also necessary to perform two-photon Doppler-cooling on atomic hydrogen beams. Additionally, a narrow-linewidth laser is especially critical for a frequency-quadrupled system. For semiconductor laser sources, each two-photon process quadruples the spectral linewidth [42, 109]. Besides increasing the linewidth, these multi-photon processes associated with frequency doubling reduce the amount of power in the optical carrier, which reduces the excitation efficiency for narrow spectroscopic transitions. With a \( \approx 1 \) Hz natural linewidth, this is a serious problem for two-photon spectroscopy of the 1S-2S transition in hydrogen, especially considering that three two-photon processes are involved. For two-photon spectroscopy of the 1S-2S transition in hydrogen using a frequency quadrupled 243.1 nm laser source, these three two-photon processes are: 1)
Doubling from 972.5 nm to 486.3 nm 2) Doubling from 486.3 nm to 243.1 nm, and 3) Two-photon excitation of the 1S-2S transition. These three processes reduced the excitation efficiency of earlier frequency-quadrupled MOPA 243 nm systems to 40% compared to if all the power remained in the carrier [30, 42, 110]. However, in [42], they demonstrated that a long ECDL ($\approx 20$ cm) stabilized to an ultra-stable reference cavity had no measurable losses in the excitation efficiency of the 1S–2S transition as a result of these two-photon processes.

For these reasons, and as shown in Fig. 2.11, we establish a narrow linewidth source by actively stabilizing our ECDL to a pre-stabilization reference cavity which consists of relatively high reflectivity mirrors at 972.5 nm ($R = 99.8\%$) mounted on a zerodur cylinder and vibrationally isolated from the environment. Then, for absolute frequency control, we can adjust the reference cavity’s length to lock the oscillator to a coherent, GPS referenced frequency comb [111].

![Figure 2.11: Schematic of the 972.5 nm locking system. SD: seed diode, EOM: electro-optic modulator, DG: diffraction grating, ECDL: extended cavity diode laser, $\lambda/2$: half-wave plate, $\lambda/4$: quarter-wave plate, PBS: polarization beam-splitter, PD: photodiode, PC: pre-stabilization cavity, PZT: piezo-electric transducer. Frequency stabilization of the master oscillator at 972.5 nm involves simultaneous locking to a pre-stabilization cavity and an optical frequency comb. Feedback from the PC to the master oscillator is done with an EOM internal to the ECDL, whereas a PZT on the PC is used to lock the frequency of the 972.5 nm radiation to the frequency comb.](image-url)
The beat note between the oscillator and the frequency comb is shown in Fig. 2.12. This beat note, along with the in-loop error signal with the pre-stabilization cavity, quantifies the noise performance of our system. By integration of the phase noise on these signals, $S_\phi$, we determine the linewidth of the 972.5 nm light, $\Delta$, which is given by $\int_\Delta^\infty S_\phi df \approx 1 \text{ rad}^2$ [112].

![RF spectrum of the coherent beat note between the master oscillator at 972.5 nm and frequency comb taken at a resolution bandwidth of 1 kHz.](image)

**Figure 2.12:** RF spectrum of the coherent beat note between the master oscillator at 972.5 nm and frequency comb taken at a resolution bandwidth of 1 kHz.

Determining the laser phase noise on the beat note requires discriminating between actual laser noise and frequency comb noise. However, the beat note in 2.12 doesn’t distinguish between these two. This is why we needed to look at the frequency spectrum of the in-loop error signal and compare it to the frequency spectrum of the comb, as this tells us the pre-stabilization cavity’s ability to suppress noise on the laser. The frequency spectrum of the in-loop error signal can be found by analyzing the error signal of the stabilization cavity while locked with a spectrum analyzer. The error signal power spectrum in dB can be converted to voltage. The voltage excursion of the error signal can be converted to frequency excursion through the error’s signal relation to the linewidth of the cavity [113]. Therefore, the raw error signal power spectrum data can be translated to the frequency spectrum of the laser. This conversion is shown in Fig. 2.13.
We can now compare the laser noise from the pre-stabilization cavity with the noise introduced by the frequency comb. Overlapping these two signals, along with the original beatnote in Fig. 2.14, we can figure out over which spectral regions each component contributes to the noise. We see that at frequencies greater than 100 kHz, the beat note’s noise matches that of the comb, which masks that the laser noise is actually much smaller due to the significantly reduced noise performance from the pre-stabilization cavity at these high frequencies. However, at frequencies < 100 kHz, the beat note noise does not match the comb noise, and instead increases along with the noise from the pre-stabilization cavity. Therefore, at these frequencies the beat note shows actual laser noise. Therefore, for determining the linewidth, we integrate the phase noise from the pre-stabilization cavity at frequencies greater than 100 kHz, and at frequencies less 100 kHz, integrate the phase noise from the beat note.

Using this method, we estimate that \( \approx 95\% \) of our optical power at 972.5 nm is in the coherent carrier, and that the fundamental linewidth is < 100 Hz. While the percentage of power in the carrier is degraded through frequency quadrupling [42, 109], we estimate the linewidth at 243.1 nm is < 10 kHz. This is sufficient for spectroscopy on muonium and positronium due to the
Figure 2.14: RF spectrum of frequency comb, 972.5 nm beat note with comb, and pre-stabilization cavity

short lifetime of the species; as well as two-photon laser cooling of hydrogen since the transition would be broadened substantially by coupling the 2S state to the 2P state for quenching [24, 25]. However, for state-of-the-art hydrogen spectroscopy on the 1S–2S transition [5, 110], the linewidth of our source would need to be reduced further. Currently, the pre-stabilization cavity has a relatively low finesse of \( \approx 1000 \), and a higher finesse cavity would be needed to compensate for the low frequency noise that is currently dominating our linewidth, as well as further isolation from environmental noise. Nonetheless, the linewidth of our source meets the requirements for our next two proposed experiments with a frequency quadrupled 972.5 nm laser source. In both these experiments, the use of a high power 243.1 nm laser is not for spectroscopy but for strongly driving the 1S-2S transition. The first experiment is spectroscopy of the 2S-8D transition. Here, the stringent linewidth requirements are placed on the laser exciting this transition; whereas a high power 243.1 nm laser is useful for exciting a large portion of atoms to the metastable 2S state. The second proposed experiment is laser cooling where large scattering rates make the cooling faster. As explained in the introduction, this would require quenching to the 2P state, giving the 2S state an effective linewidth of 50 MHz, well above the linewidth of our laser.
2.6 Conclusion

In conclusion, we have demonstrated a power scalable, 972.5 nm laser system consisting of a MOPA and Yb-fiber amplifier [114, 115]. Currently, the system can generate > 10 W of narrow frequency, stable output power at 972.5 nm for time periods greater than one hour. This is an impressive result for a Yb-fiber system, as gain is much more favorable in Yb-fibers at wavelengths > 1 µm. While gain near the absorption/emission cross-section peak at 975 nm is also possible, only a handful of high power Yb-fiber systems exist. Of these, only one has demonstrated narrow linewidth operation, utilizing a design similar to the system described here. To the author’s knowledge, achieving high-power in Yb-fibers below this absorption/emission cross-section peak is a unique and challenging accomplishment, due to the gain competition at more favorable spectral regions. We overcame these challenges by using a short fiber length with a large core/cladding ratio, large seed power, and high inversion.

The current system is limited by available pump power, but as was demonstrated, increasing pump power is a viable method for increasing the 972.5 nm output power of this system. However, our current system currently uses free space coupling for both the pump power and seed power, which requires significant thermal management for stable operation. These problems could be mitigated by switching to a majority fiber based amplifier system. Since the pump has a fiber coupled output, this could be easily spliced to a passive multi-mode fiber. As well, the seed power from the TA could be easily coupled into a passive single-mode fiber. Using a fiber pump combiner, a common piece of equipment for fiber laser systems, both the multi-mode pump fiber and single-mode seed fiber would be combined into a passive multi-mode fiber that matches the geometry of our Yb-doped fiber. This could then be spliced to the Yb-doped fiber, and the only free space coupling would be the output coupling of the amplified 972.5 nm radiation and remaining pump light. This would be a significant reduction in free space coupling of high powers compared to our current system, and should be investigated for increasing the stability and robustness of our system.
Other options to improve the performance of our system include a different fiber geometry and/or more seed power. A Yb-doped fiber with larger core/cladding ratio would help combat gain at the undesirable, more favorable spectral regions. To our knowledge, our current fiber has the largest core/cladding ratio available commercially that also has demonstrated photodarkening free performance at high powers. However, we could investigate custom solutions with commercial companies or collaboration with fiber research groups to have such a fiber developed. Regarding more seed power, our current seed power is limited by the output of the MOPA, which is limited by the tapered amplifier output of 3 W. Progress in Vertical-External-Cavity Surface-Emitter Lasers (VECSELs) have created $\approx 5$ W of power at 972.5 nm, tunable over several nm [116]. While such a device does not commercially exists, collaboration with a VECSEL group is worth exploring.

Of all these possible improvements, the Yb-fiber amplifier remains the critical component for achieving high power. We have demonstrated the capability and reliability of this component in our laser system, but the usefulness of this system comes from frequency conversion to shorter wavelengths. As the MOPA is tunable from 972.5-976 nm with narrow linewidth output, frequency conversion could be used for positronium spectroscopy (486.3 nm) [117], muonium spectroscopy (244 nm) [32], as well as studies of hydrogen and anti-hydrogen (243.1 nm). Furthermore, these wavelengths are useful for Raman spectroscopy and laser interference lithography [37, 39, 40]. The other high power Yb-fiber lasers at 975 nm were either too broad in linewidth for efficient frequency conversion, or had not yet demonstrated frequency conversion. In the next chapter, we demonstrate that our Yb-fiber system is compatible with efficient, high-power frequency conversion into the blue and deep-UV spectrum.
Chapter 3

Watt-level, Coherent Deep-UV Generation via Frequency Quadrupling

3.1 Introduction

Motivated by improving spectroscopy of simple and exotic atoms, laser cooling hydrogen, and the general utility of a high-power deep-UV laser, we developed the Yb-fiber amplifier described in Chapter 2 that is tunable from 972.5-976 nm for the specific intention of frequency converting it to these shorter blue and deep-UV wavelengths. In this chapter, both the design and performance of the frequency doubling stages we use to generate blue and deep-UV radiation from our Yb-fiber amplifier system are presented. Through frequency quadrupling the > 10 W 972.5 nm power available through our Yb-fiber amplifier, we can generate > 1 W of narrow linewidth 243.1 nm radiation (< $10^4$ Hz) that is stable for time periods greater than one hour. To the best of our knowledge, this is the highest power deep-UV, CW laser below 266 nm.

This chapter begins with a brief review of nonlinear interactions with focused Gaussian beams, with an emphasis on how to calculate the single-pass, frequency-doubling conversion efficiency for a focused Gaussian beam passing through a nonlinear crystal. The chapter then reviews the basic theory of continuous wavelength (CW) enhancement cavities, applying this theory to CW second harmonic generation with a CW enhancement cavity. This section presents many practical equations for calculating the frequency doubled power which can be achieved with a given amount of fundamental input power. The theory portion of this chapter ends with a discussion of ABCD matrix analysis for a second harmonic generation enhancement cavity, which is useful for the initial design of such a cavity.

The chapter then presents the design and performance of our first frequency doubling stage, which converts 972.5 nm radiation to 486.3 nm radiation using Lithium Triborate (LiB$_3$O$_5$) as the
nonlinear medium. Following this, the design and performance of the second doubling stage, which uses Cesium Lithium Borate (CsLiB$_6$O$_{10}$) as the nonlinear crystal to generate 243.1 nm radiation is presented. The chapter concludes with a demonstration of the precise frequency control of our UV radiation via excitation of the 1S-2S transition in hydrogen.

### 3.2 Frequency Doubling Theory and Considerations

#### 3.2.1 SHG Efficiency with Gaussian Beams

The optical response of a medium to an electric field is describable by the polarization, which can be expressed as a power series in the electric field strength [118]

$$P(t) = \varepsilon_0 [\chi^{(1)} E(t) + \chi^{(2)} E^2(t) + \chi^{(3)} E^3(t) + ...],$$

(3.1)

where $\chi^{(i)}$ is the $i^{th}$ order susceptibility and $E(t) = E_0 e^{i\omega t}$. For sufficiently small electric fields, the non-linear optical susceptibilities (i of order 2 or higher) of a material are negligible, and the polarization only depends linearly on the electric field. For sufficiently strong electric fields, Eq. 3.1 indicates that the atomic response of a medium will include oscillations at harmonics of the electric field’s fundamental frequency. If two electric fields are present, then the response will include oscillations at differences and sums of the two fundamental frequencies. Practical applications of these useful frequency conversions requires materials with large non-linear susceptibilities, as well as strong, electric fields. When the oscillation of all atoms are phase matched, the radiated power from each dipole adds constructively, resulting in a coherent beam of frequency converted radiation.

The advent of the laser gave access to intense, coherent electric fields in the optical regime. In 1961, the first demonstration of optical frequency doubling was demonstrated. Using a pulsed Ruby laser at 694 nm and quartz as the nonlinear crystal, second harmonic radiation at 347 nm was generated [119]. While the editor initially mistook the measurement as a speck of dust and
removed the result in the original publication, the importance of this initial demonstration of Second Harmonic Generation (SHG) was thankfully not lost. SHG has proved invaluable for optical physics as it has enabled generation of coherent wavelengths in spectral regions where natural gain mediums for lasing are lacking. For example, we saw in Chapter 2 that rare earths can generate extremely high power lasers in the infrared. Therefore, frequency doubling these sources can create powerful coherent radiation in the visible spectrum, which can be frequency doubled again to generate UV radiation—the technique behind the laser design in this thesis, and a common technique in commercial laser systems.

The optimization of second harmonic generation by a laser beam within a nonlinear crystal was done comprehensively by Boyd and Kleinman in their 1968 theoretical study [120]. Over the last five decades, this seminal paper has been referenced thousands of times in articles utilizing SHG. Here, I will present a rough outline of the derivation leading to the useful result

\[ P_2 = \gamma P_1^2, \tag{3.2} \]

where \( P_2 \) is the power of the frequency doubled radiation, \( P_1 \) is the power of the fundamental light, and \( \gamma \) is a factor that depends on a large number of parameters and properties of the crystal and interacting radiation. While understanding the full derivation is beneficial, for a graduate student that wants to figure out if their non-linear crystal is performing optimally, it is more useful to understand how to easily calculate \( \gamma \). Optimizing and determining \( \gamma \) from the original paper requires a non-trivial amount of detective work. Here, the results are summarized, listing all the parameters in one convenient table, and guided calculation of \( \gamma \) for one of the crystals used in our work is presented.

The paraxial approximation was used in deriving Eq. 3.2. In this approximation, the electric field of a laser propagating in the z-direction within a crystal can be written as
\[ \vec{E}_1(x', y', z') = \vec{E}_o \frac{1}{1 + i \tau'} \exp(ik_1 z') \exp \left( -\frac{x'^2 + y'^2}{w_0^2(1 + i \tau')} \right) \exp(-\frac{1}{2} \alpha_1 z') \] (3.3)

where all parameters are defined in Table 3.1. From Eqs. 3.1 and 3.3, the effective component of harmonic polarization responsible for generating the second harmonic (which is zero for points outside of the the crystal), is

\[ \mathcal{P}_{eff}(x', y', z') = \mathcal{P}_{o,eff} \frac{1}{(1 + i \tau')^2} \exp(2ik_1 - \alpha_1 z') \exp \left( -\frac{2(x'^2 + y'^2)}{w_0^2(1 + i \tau')} \right), \] (3.4)

where \( \mathcal{P}_{o,eff} \propto dE_0^2 \propto dP_1 \) where \( d \) is the effective non-linear coefficient and \( P_1 \) is the power of the fundamental field. We are interested in the total power generated by the second harmonic; therefore, we need to determine the harmonic field outside the crystal for an observer at some point \((x,y,z)\). This is given by

\[ \vec{E}_2(x, y, z) = \vec{A}_2(x, y, z) \exp(ik_2 z), \] (3.5)

To find \( \vec{E}_2(x, y, z) \), in [120] they added up the incremental harmonic amplitude, \( dA_2 \), contributed by a slab of thickness, \( dz' \), over the entire length of the slab, which using Eq. 3.4 can be written as

\[ dA_2(x', y', z') = \frac{2\pi i \omega_2}{cn_2} \mathcal{P}_{eff}(x', y', z') \exp(-ik_2 z') dz' \] (3.6)

At this point, the derivation becomes a series of integrals, which are detailed in [120]. The harmonic field, \( \vec{E}_2(x, y, z) \) is found by integrating Eq. 3.6 over all the incremental slabs and through use of Eq. 3.5. As \( I_2 \propto |E_2|^2 \), the intensity distribution of the harmonic field can be found, and by integrating over this intensity distribution, the second harmonic power, \( P_2 \). These integrals are all done in the far field limit of the observer, and give the following result:
\[ P_2 = Kl k_1 e^{-\alpha' l} h(\sigma, \beta, \kappa, \xi, \mu) P_1^2, \]  

(3.7)

where

\[ h(\sigma, \beta, \kappa, \xi, \mu) = \frac{1}{4\xi} e^{\mu l} \int_{-\xi(1+\mu)}^{\xi(1+\mu)} \exp\left[-\kappa(\tau + \tau') + i\sigma(\tau - \tau') - \beta^2(\tau - \tau')^2\right] \frac{1}{(1 + i\tau)(1 - i\tau')} d\tau d\tau'. \]  

(3.8)

From Eqs. 3.7 and 3.8, we then see that \( \gamma \) in Eq. 3.2 is

\[ \gamma = \frac{1}{4\xi} Kl k_1 e^{-\alpha' l} e^{\mu l} \int_{-\xi(1+\mu)}^{\xi(1+\mu)} \exp\left[-\kappa(\tau + \tau') + i\sigma(\tau - \tau') - \beta^2(\tau - \tau')^2\right] \frac{1}{(1 + i\tau)(1 - i\tau')} d\tau d\tau'. \]  

(3.9)

Table 3.1 explains and defines the parameters used Eq. 3.9. The value for \( K \) is different from the value in [120] as it has been converted to SI units here. While this table looks somewhat formidable at first glance, for the ideal case with no phase mismatch, no absorption, and a focus at the center of the crystal, numerous of these parameters go to zero (\( \Delta k, \alpha, \alpha', \kappa, \mu \)), greatly simplifying the calculation. However, in practice, systems never perform at their ideal values, so the full form is given here as a useful tool to understand why a system might perform derated.

While several of the terms in Table 3.1 are straightforward, some of them require further discussion. These are terms highlighted in bold in Table 3.1, and are significant parameters in determining the performance of SHG within a non-linear crystal. One of these is \( d \), the effective nonlinear coefficient. This term is inherent to the nonlinear crystal class and directly related to \( \chi^{(2)} \). As the crystal class is based on the crystal structure, which have complex geometries, \( \chi^{(2)} \) is a tensor element. Therefore, \( d \) can only be given for a fixed propagation direction and polarization direction in a crystal. Fortunately, these parameters are usually well defined to satisfy phase
### Table 3.1: SHG Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$</td>
<td>$\xi = l/b$</td>
<td>length of crystal (m)</td>
</tr>
<tr>
<td>$l$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b$</td>
<td>$b = k_1 w_o^2$</td>
<td>double the Rayleigh length (m)</td>
</tr>
<tr>
<td>$k_1$</td>
<td>$k_1 = 2\pi n_1/\lambda_1$</td>
<td>wave vector of fundamental in medium (rad/m)</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td></td>
<td>wavelength of fundamental in vacuum (m)</td>
</tr>
<tr>
<td>$w_o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>$K = (8\pi d^2)/(\varepsilon_o c^2 \lambda_1^2 n_1^2 n_2)$</td>
<td>effective nonlinear coefficient (V/m)</td>
</tr>
<tr>
<td>$d$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_o$</td>
<td></td>
<td>permittivity of free space (F/m)</td>
</tr>
<tr>
<td>$c$</td>
<td></td>
<td>speed of light (m/s)</td>
</tr>
<tr>
<td>$n_1$</td>
<td></td>
<td>index of refraction at fundamental frequency</td>
</tr>
<tr>
<td>$n_2$</td>
<td></td>
<td>index of refraction at doubled frequency</td>
</tr>
<tr>
<td>$\alpha'$</td>
<td>$\alpha' = \alpha_1 + \alpha_2/2$</td>
<td>absorption coefficient for fundamental (1/m)</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td></td>
<td>absorption coefficient for doubled (1/m)</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td></td>
<td>position of focus ($f = l/2$ is centered)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\mu = (l - 2f)/l$</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\alpha = \alpha_1 - \alpha_2/2$</td>
<td></td>
</tr>
<tr>
<td>$\kappa$</td>
<td>$\kappa = (1/2)\alpha b$</td>
<td></td>
</tr>
<tr>
<td>$\tau'$</td>
<td>$\tau' = 2(z' - f)/b$</td>
<td>beam propagates in z-direction</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$\tau = 2(z - f)/b$</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>$\sigma = (1/2)b\Delta k$</td>
<td></td>
</tr>
<tr>
<td>$\Delta k$</td>
<td>$\Delta k = 2k_1 - k_2$</td>
<td>phase mismatch</td>
</tr>
<tr>
<td>$k_2$</td>
<td></td>
<td>wave vector of doubled in medium (rad/m)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$\beta = \rho/\delta_o$</td>
<td></td>
</tr>
<tr>
<td>$\delta_o$</td>
<td>$\delta_o = 2w_o/b$</td>
<td>double refraction angle (rad)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Defined below</td>
<td></td>
</tr>
</tbody>
</table>

Another bolded term in Table 3.1 is $\Delta k$, which defines the phase matching between the fundamental and second harmonic radiation. Since the index of refraction increases with frequency, the frequency doubled radiation, once generated, will travel slower through the nonlinear medium than the fundamental wave. Because of this, the frequency doubled light generated at the beginning of the crystal will lag behind and destructively interfere with light generated further along in matching, which is discussed next. Nonetheless, calculation of $d$ is not trivial and it is common to instead determine this value through measurements.
the crystal. To compensate for this dispersion effect, birefringence is used, hence why the choice for nonlinear mediums for second harmonic generation are crystals.

A birefringent crystal has an index of refraction that depends on polarization and is generally described by an optical axis, an ordinary index \( n_o \), and an extraordinary index \( n_e \). For a negative uniaxial crystal, which are commonly used for second harmonic generation, there is one optic axis. Light that propagates along this axis does not experience birefringence and \( n_o > n_e \), where \( n_o \) is independent of propagation direction, while \( n_e(\theta) \) is dependent. The polarization of the fundamental is perpendicular to the plane defined by the direction of the fundamental of propagation and the optic axis, whereas the second harmonic is parallel to this plane. This angular dependence of the extraordinary index leads to the common technique of critical phase matching in which \( \theta \) is varied such that \( n_e(2\omega, \theta) = n_o(\omega) \). The phase matching angle is given by [121]

\[
\theta_m = \arcsin \sqrt{\frac{(n_e^2)}{(n_o^2)} \left[ \frac{(n_e^2)^2}{(n_o^2)^2} - \frac{(n_o^2)^2}{(n_o^2)^2} \right]},
\]

(3.10)
where $n_1^o, n_1^e$ are the ordinary and extraordinary index for the fundamental and $n_2^o, n_2^e$ for the second harmonic, which can be calculated using the Sellmeier equations for a given crystal. While this method can make $\Delta k = 0$, it comes with an unwanted effect which leads to another of the bolded terms from Table 3.1, $\rho$, the double refraction angle. For $\theta_m$ other than $0^\circ$ or $90^\circ$, the extraordinary ray experiences spatial walk-off as a result of the Poynting vector separating from the propagation direction, which is illustrated in Fig. 3.1. This reduces the overlap of the second harmonic beam with the fundamental, limiting the overall interaction region and resulting in an elliptic output beam for the second harmonic radiation. The amount of separation is called the double-refraction angle and is given by [121]

$$\rho = \arctan \left[ \frac{1}{2} \left( \frac{n_1^o}{n_2^e} \right)^2 - \frac{1}{(n_2^e)^2} \right] \sin(2\theta_m). \tag{3.11}$$

Although not possible in all crystals, walk-off can be mitigated by temperature phase matching, in which $\theta$ is fixed at $0^\circ$ or $90^\circ$ and the temperature of the crystal is varied such that $n_e(2\omega, T) = n_o(\omega, T)$. This is called noncritical phase matching.

The last bold parameter to mention in Table 3.1 is the beam waist of the fundamental laser radiation. In Boyd-Kleinman’s paper, $h$ is optimized as a function of $\xi$ for several different values of $B = \rho \sqrt{lk_1}/2$. For example, for $\rho = 0$, $B = 0$, and $\xi_{opt} = 2.84$. As $B$ increases, meaning increased double refraction, $\xi_{opt}$ approaches 1.39, and [120] has several curves allowing readers to find $\xi_{opt}$ for varying orders of double refraction in their crystal. From this the optimal focus for a defined crystal length can be calculated.

With these tools, the single pass conversion efficiency $\gamma$ of a nonlinear crystal can be calculated and optimized. The calculation of $\gamma$ in Eq. 3.9 can be done with Mathematica once the parameters are determined. For example, we use Cesium Lithium Triborate (CLBO) to convert 486.3 nm radiation to 243.1 nm radiation. For CLBO, $d = 0.95$ pm/V [122]. From the Sellmeier equations given in [123], the ordinary and extraordinary indices of refraction can be found for the desired operating temperature. At $20^\circ$C, the indices calculabe from [123] gives $\theta_m = 76.7^\circ$ and $\rho = 18.6$
mrad, using Eqs. 3.10 and 3.11, respectively. For a CLBO crystal of length $l = 0.01$ m this gives $B = 3.35$, and from [120], the corresponding optimal value of $\xi_{opt} = l/(k_1 w_{a, opt}^2) \approx 1.5$. From this we see that $w_{a, opt} = 23 \mu m$ for a 10 mm long CLBO crystal. At the phase matching angle $\Delta k = 0$, and assuming no absorption at the fundamental or harmonic, as well as a focus in the center of the crystal, $\alpha, \alpha', \kappa$, and $\mu$ all go to zero. Plugging these parameters into Eq. 3.9 yields $\gamma_{CLBO} = 3.2 \times 10^{-4}$ W$^{-1}$.

For other common nonlinear crystals, this value is also $\sim 10^{-4}$ to $10^{-5}$ W$^{-1}$. This means that generation of a Watt or more power at the second harmonic could require hundreds of Watts at the fundamental power. This would require an extremely powerful CW laser. Fortunately, these powers can be reached in the CW regime by enhancing the fundamental power in a resonant enhancement cavity that also contains the nonlinear crystal.

3.2.2 CW Enhancement Cavity

Under the proper conditions, the electric field of a laser can build up inside an enhancement cavity. The result is that the intracavity power can be hundreds to thousands of times larger than the laser power outside the cavity. This buildup can compensate for the small values of $\gamma$, and the first use of enhancement cavities for second harmonic generation were described and demonstrated in the late 1960’s [124–127]. Here, we present the basic theory behind optical enhancement cavities, and then intuitively apply these results to resonant second harmonic generation. The results presented mirror common theory for SHG within a resonator [126, 128, 129], with minor approximations to make the math more tractable.

The enhancement cavities described and used for frequency conversion in this laser system have a bowtie geometry. As seen in Fig. 3.2, such a cavity consists of an input coupler (IC), with electric field transmission $t_o$ and reflectivity $r_o = 1 - t_o$. The other three mirrors are all highly reflective (HR) with reflectivities $r_1, r_2, r_3$. Two of these HR mirrors can have curvature, creating a focus in the cavity—a critical parameter for SHG. Ignoring the crystal and SHG at the moment,
Figure 3.2: Second Harmonic Generation in an external bow tie cavity with a Brewster cut non-linear crystal (NLC). The fundamental radiation is coupled in through the input coupler, and a dichroic mirror is used to out couple the second harmonic radiation. $\lambda/2$: half-wave plate, MM: mode matching lens, IC: input coupler, HR1-HR3: high reflectivity mirrors where $r_i$ are the electric field reflection coefficients.

The intracavity field follows the common intuitive derivation in which the electric field is added up after each round trip.

The initial field immediately after passing through the IC is $E_{cav} = E_0 t_o$. After one complete round trip, $E_{cav} = E_0 + E_0 t_o (r_o r_n e^{i\phi})$, where $r_n = r_1 r_2 r_3$. The phase is given by $\phi = \frac{n\omega L}{c} + \phi_d(\omega)$ where $n$ is the index of the cavity, $\omega$ is the frequency of the laser, $L$ is the length of the cavity and $\phi_d(\omega)$ is any dispersive element. We see a pattern appearing, each round trip picks up a factor of $(r_o r_n e^{i\phi})$, meaning the total intracavity field after $N >> 1$ round trips is given by

$$E_{cav} = E_0 t_o (1 + r_o r_n e^{i\phi} + (r_o r_n e^{i\phi})^2 + ... + (r_o r_n e^{i\phi})^N) \quad (3.12a)$$

$$E_{cav} = \frac{E_0 t_o}{1 - r_o r_n e^{i\phi}} \quad (3.12b)$$
where the convenient form given by Eq. (3.12b) utilizes that \( r_i < 1 \) for all mirrors, which makes Eq. (3.12a) a convergent geometric series. In the lab, optical powers are measured; therefore, taking the squared modulus of Eq. (3.12b) gives a more convenient form

\[
P_{\text{cav}} = \frac{T_0 P_o}{1 + R_o R_n - 2 \sqrt{R_o R_n} \cos \phi},
\]

(3.13)

where \( R = r^2 \) and \( T = t^2 \) are the optical reflectivity and transmission coefficients. Using \( \cos \phi = 1 - 2 \sin^2 \phi/2 \), this form can be rewritten as

\[
P_{\text{cav}} = \frac{T_0 P_o}{(1 - \sqrt{R_o R_n})^2} \left( 1 + \frac{1}{(1 - \sqrt{R_o R_n})^2} \sin^2 \phi/2 \right)
\]

(3.14a)

\[
= \beta P_o \frac{1}{1 + \mathcal{F} \sin^2 \phi/2},
\]

(3.14b)

where \( \mathcal{F} = \frac{4 \sqrt{R_o R_n}}{(1 - \sqrt{R_o R_n})^2} \) is the finesse and \( \beta = \frac{T_o}{(1 - \sqrt{R_o R_n})^2} \) can be thought of as the buildup of power in the cavity.

For a narrow linewidth, CW laser, \( \phi_d(\omega) \) is ignorable. For a cavity kept on resonance, \( L \) is fixed such that \( \sin^2 \phi/2 = 0 \). Therefore, for the CW resonant cavity described here, the intracavity power can be written as

\[
P_{\text{cav}} = \beta P_o
\]

(3.15)

\[
= \frac{T_o}{(1 - \sqrt{R_o R_n})^2} P_o,
\]

(3.16)

which elucidates why \( \beta \) is referred to as the buildup. Lastly, since the reflectivities of cavity mirrors are generally quite high, writing Eq 3.16 in terms of transmission coefficients instead of reflectivity enables further simplification as the transmission coefficients are small quantities.
\[
\beta = \frac{P_{cav}}{P_o} = \frac{T_o}{(1 - \sqrt{(1 - T_o)(1 - T_n)})^2} P_o
\]  
(3.17a)

\[
\approx \frac{4T_o}{(T_o + T_i)^2},
\]  
(3.17b)

where the approximation \(\sqrt{1 - T} \approx (1 - T/2)\) has been used to yield the approximate form. As will be seen, this form makes the proceeding math much more tractable, and still closely agrees with the exact form.

### 3.2.3 Second Harmonic Generation in an Enhancement Cavity

Physically, transmission through cavity mirrors reduces the electric field within the cavity and is a loss mechanism. Besides the input coupler, an ideal enhancement cavity would have \(T_n = 0\) as the ideal high reflectivity mirrors would have zero transmission. Any deviation from this can be thought of as unwanted intracavity loss. There is no reason we cannot lump other losses into \(T_n\), which lets us write Eq. 3.17b as

\[
\beta = \frac{4T_o}{(T_o + L)^2},
\]  
(3.18)

where \(L\) is a general loss term for all loss in the cavity besides the input coupler transmission. With this intuitive change, we can now factor second harmonic generation into this equation as a loss term. We can define the total loss as \(L = l + l_{shg}\) where \(l\) is all intracavity loss besides the IC transmission and second harmonic conversion. The second term, which accounts for loss from second harmonic conversion can be defined as \(l_{shg} = \frac{P_{shg}}{P_{cav}}\), where \(P_{shg}\) is the second harmonic power generated. Using Eq. 3.2, we know that \(P_{cav} = \sqrt{P_{shg}/\gamma}\). Using all of this we can transform Eq. 3.18 into a form that directly relates the second harmonic power generated to the enhancement cavity input power. This form is convenient as these are the easiest parameters to measure in a lab, i.e, what power goes in and what power comes out. There is no requirement to measure what is happening internally in the cavity.
\[
\frac{\sqrt{P_{shg}}}{P_o} = \frac{4T_o}{(T_o + l + P_{shg}P_{cav})^2} = \frac{4T_o}{(T_o + l + \sqrt{P_{shg}\gamma})^2}.
\]

(3.19)

(3.20)

Although it is physically reverse of the process that we want, this equation can be solved easily for \( P_o \) as a function of \( P_{shg} \),

\[
P_o = \frac{1}{4T_o \sqrt{\gamma}} \sqrt{P_{shg}(T_o + l + \sqrt{P_{shg}\gamma})^2}.
\]

(3.21)

This form tells us the input power required to generate a certain second harmonic power. However, Eq. 3.21 assumes that all the input power is coupled into the cavity and that all the second harmonic radiation generated by the crystal exits the cavity. In reality, these assumptions are not accurate. An optical cavity locked on resonance supports only specific transverse modes with a well-defined beam waist at all positions in the cavity. Therefore, the fundamental radiation should have high beam quality. As well, the beam size of the fundamental radiation coupled into the cavity should match the defined cavity mode and have the correct polarization for proper phase matching. This is the reason for the wave plate and lens before the ring cavity in Fig. 3.2. These parameters determine mode matching into cavity, which we will refer to as \( \mathcal{M} \). For \( \mathcal{M} = 1 \), all the input power is coupled into the cavity and Eq. 3.21 would be valid. However, for efficient cavities, \( \mathcal{M} \) generally ranges from 70-90\%, which can be accounted for by multiplying \( P_o \) on the LHS of Eq. 3.21 by \( \mathcal{M} \). Concerning the output of SH radiation, the mirrors in an enhancement cavity for SHG are designed for high reflectivity at the fundamental wavelength, since this is the radiation that must be built up. However, output coupling the SH radiation requires a dichroic element that is highly transmissive at the fundamental wavelength and highly reflective at the SH wavelength, or vice versa. In Fig. 3.2, we use the latter as one of the curved mirrors is dichroic. Furthermore, the
non-linear crystal must have an AR-coating at both wavelengths to combat Fresnel reflections on
the faces of the crystal. Or, as in our case, if AR coatings aren’t viable, the crystal can be Brewster
cut to eliminate reflections off the faces for the fundamental wavelength, but this results in Fresnel
reflection loss for the SH radiation when it exits the crystal. Overall, all these output coupling
effects result in loss of the SH radiation, such that SH radiation measured outside the cavity is less
than what theory predicts would be generated directly by the crystal. We will call this parameter
$OC$, and for $OC = 1$, all the SH radiation generated by the nonlinear crystal is coupled out of the
cavity. Factoring mode matching and output coupling into Eq. 3.21, we get the more realistic form

$$MP_o^{} = \frac{1}{4T_o\sqrt{\gamma}} \sqrt{\frac{P_{shg}}{OC} \left( T_o + l + \sqrt{\frac{P_{shg}\gamma}{OC}} \right)^2},$$

(3.22)

where, reiterating, $P_o$ is the fundamental power before it is coupled into the cavity and $P_{shg}$ is
the second harmonic power measured after exiting the cavity, as these are the common values
measured in the laboratory.

This new form of second harmonic conversion in an enhancement cavity now has five param-
eters that determine the conversion efficiency of $P_o$ to $P_{shg}$: $M$, $OC$, $\gamma$, $l$, $T_o$. So far, how the first
four parameters impact the performance is clear: larger $\gamma$, $M$, and $OC$ will lead to higher conver-
sion, as will decreasing $l$. How the last parameter, the input coupler transmission $T_o$, impacts the
performance requires a consideration of impedance matching. For a perfectly impedance matched
cavity with $M = 1$, there would be no reflected power off the IC. This condition is met when the
input coupler transmission equals the total losses in the system, $T_o = L$. The exact form for this
expression in the case of second harmonic generation in an external resonator is given in [129] as

$$T_o^{opt} = \frac{l}{2} + \sqrt{\frac{l^2}{4} + \gamma P_o}.$$

(3.23)
From Eq. 3.23, we see that as second harmonic generation increases through increased $P_o$, so must the $T_{opt}$. This is an important consideration when designing high power second harmonic generation cavities.

As imperfect mode matching also leads to power reflected from the IC, in practice it is difficult to separate these two effects by simply measuring the reflected power. However, if $P_o$ and $P_{shg}$ are known, then we can calculate how much of this reflected power is from imperfect impedance matching. Using Eqs. 3.16-3.20, we see that

\[
P_{leak} = P_{cav} T_o \quad (3.24a)
\]

\[
= \beta P_o T_o \quad (3.24b)
\]

\[
= \frac{4T_o^2 P_o}{(T_o + l + \sqrt{P_{shg} \gamma})^2}, \quad (3.24c)
\]

where $P_{leak}$ is the built up intracavity power that is transmitted through the input coupler. The fundamental power reflected off the input coupler is simply $P_{ref} = P_o(1 - T_o)$. For a cavity locked on resonance, the leaked and reflected fields will be $180^\circ$ out of phase, therefore the actual reflected power off the IC due to impedance matching, $P_{IM}$ is

\[
P_{IM} = \left( \sqrt{P_{leak}} - \sqrt{P_{ref}} \right)^2 \quad (3.25a)
\]

\[
= \left( \frac{4T_o^2 P_o}{(T_o + l + \sqrt{P_{shg} \gamma})^2} - \sqrt{P_o(1 - T_o)} \right)^2. \quad (3.25b)
\]

From Eq. 3.25b, it is possible to quantify the impedance matching of a second harmonic enhancement cavity purely based on the fundamental input power and outcoupled SH power. This is useful to distinguish between imperfect impedance matching and mode matching.

Putting all these results together, we can use Eq. 3.22 and generate a plot of second harmonic power generated by a non-linear crystal in an external resonator for a given fundamental input.
power (see Fig. 3.3). Using Eq. 3.23, we can compare this performance for optimal and non-optimal input couplers, as well as compare the results for SHG to the exact form given by Eq. 3.17a. Lastly, we can quantify the impedance mismatching caused by non-optimal input coupler transmission values using Eq. 3.25b (see Fig. 3.4). Both Fig. 3.3 and Fig. 3.4 use $M = OC = 0.8$, $l = 0.01$, $\gamma = 10^{-4} \text{ W}^{-1}$, which are representative of realistic values. From 3.23, this gives $T_o^{\text{opt}} = 0.037$ at the maximum value of input fundamental power, $P_o = 10 \text{ W}$. As seen in 3.3, at low powers, the $T_o = 0.01$ outperforms the larger IC value as expected, but as the power increases the larger transmission IC starts to greatly outperform the lower IC value. This is supported by the impedance mismatched power versus fundamental input power for each IC shown in Fig. 3.4. As fundamental input power increases, the impedance mismatched power rapidly grows for $T_o = 0.01$ but decreases for $T_o^{\text{opt}} = 0.037$. Lastly, we see in Fig. 3.3, that the approximation going from Eq. 3.17a to Eq. 3.17b has negligible impact on the results as the theory derived without making this approximation overlaps the approximate theory very well.

![Figure 3.3](image)

**Figure 3.3:** Second harmonic power versus fundamental input power in an external resonator for optimal and non-optimal input coupler values. For these plots, $M = OC = 0.8$, $l = 0.01$, $\gamma = 10^{-4} \text{ W}^{-1}$. The exact plots are generated without making the approximation going from Eq. 3.17a to Eq. 3.17b. The approximate plots are generated using Eq. 3.22, and the optimal input coupler of $T_o^{\text{opt}} = 0.037$ calculated using Eq. 3.23 for these parameters with $P_o = 10 \text{ W}$. 
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Figure 3.4: Impedance mismatched power versus fundamental input power for optimal and non-optimal input coupler values. These plots were generated using Eq. 3.25b for $M = OC = 0.8$, $l = 0.01$, $\gamma = 10^{-4}$ W$^{-1}$, where $T_{o,\text{opt}} = 0.037$ was calculated using Eq. 3.23 for these parameters with $P_o = 10$ W.

The analysis and results presented here were used to understand the SHG performance of our resonant bowtie doubling cavities presented in the following sections. However, before these results are presented, it also important to understand the physical design of the bowtie cavity shown in Fig. 3.2. This can be done using ABCD matrix analysis.

3.2.4 ABCD Matrix Analysis of Bowtie Cavity with Brewster-cut Non-linear Crystal and Internal Focus

We have seen that the beam size within a non-linear crystal impacts SH conversion, and that a focus is necessary to reach the high intensities for efficient conversion. The correct focus in the crystal requires a specific mirror radius of curvature and separation between these mirrors. Furthermore, proper mode matching in the cavity requires knowledge of the beam size in the remainder of the cavity. The curved mirrors required to create a focus in the non-linear crystal as well as Brewster elements introduce astigmatism, which complicates this calculation and can limit
the performance of the SHG process. All of these factors can be addressed using the right bowtie cavity geometry and dimension, which can be determined by application of the ABCD law.

![ABCD analysis of bow tie cavity with curved mirrors and Brewster elements. The curved mirrors have a separation of \( d_1 \), the curved mirrors a radius of curvature \( R \), and folding angle of \( 2\theta \), where \( \theta \) is the incident angle of the curved mirrors. The total length of the cavity is \( L = d_2 + d_1 \), where \( d_2 \) is the propagation distance from the dichroic curved mirror back to the first curved mirror. The parameters \( t, l, \) and \( H \) are common ways to define the dimensions of a Brewster element, and their relations are described in the text.](image)

**Figure 3.5:** ABCD analysis of bow tie cavity with curved mirrors and Brewster elements. The curved mirrors have a separation of \( d_1 \), the curved mirrors a radius of curvature \( R \), and folding angle of \( 2\theta \), where \( \theta \) is the incident angle of the curved mirrors. The total length of the cavity is \( L = d_2 + d_1 \), where \( d_2 \) is the propagation distance from the dichroic curved mirror back to the first curved mirror. The parameters \( t, l, \) and \( H \) are common ways to define the dimensions of a Brewster element, and their relations are described in the text.

The bow tie cavity design that we will analyze using the ABCD law is shown in Fig. 3.5. Assuming that the characteristic cavity modes are Hermite-Gaussian that repeat their shape and phase after one round trip through the cavity requires that the complex beam parameter, \( q \), satisfies [130]

\[
q(z_1 + \text{roundtrip}) = q(z_1),
\]

where
\[
\frac{1}{q(z_1)} = \frac{1}{R(z)} - i \frac{\lambda}{\pi nw^2(z)}, \tag{3.27}
\]

where \(R(z) = z \left(1 + \left(\frac{z_o}{z}\right)^2\right)\) is the radius of curvature of the Gaussian wavefront, \(z_o = \pi nw_o^2/\lambda\) is the Rayleigh length, and \(w^2(z) = w_o^2 \left(1 + \left(\frac{z}{z_o}\right)^2\right)\) is the beam waist. Using the ABCD law and the requirement set by Eq. 3.26 gives

\[
q(z_1) = \frac{Aq(z_1) + B}{Cq(z_2) + D}, \tag{3.28}
\]

where \(A, B, C, D\) are the components of the ray transfer matrix representing one round trip through the cavity. Solving for \(1/q(z_1)\) gives

\[
\frac{1}{q(z_1)} = \frac{-A - D}{2B} - i \left[1 - \left(\frac{A+D}{2}\right)^2\right]^{1/2}. \tag{3.29}
\]

From Eq. 3.27, we see that the beam waist is

\[
w^2(z_1) = \frac{\lambda B}{n\pi \left[1 - \left(\frac{A+D}{2}\right)^2\right]^{1/2}}, \tag{3.30}
\]

The ray transfer matrix for one complete round trip that contains \(A, B, C, D\) in Eq. 3.30 is a product of each individual ray transfer matrix composing one complete round trip. The necessary individual ABCD ray transfer matrices are defined below:
free space:  \( \mathcal{M}_{fs}(z) = \begin{bmatrix} 1 & z \\ 0 & 1 \end{bmatrix} \) \hspace{1cm} (3.31a)

Curved Mirror Horizontal:  \( \mathcal{M}_{mh}(R, \theta) = \begin{bmatrix} 1 & 0 \\ -2/(R \cos \theta) & 1 \end{bmatrix} \) \hspace{1cm} (3.31b)

\[
\begin{bmatrix}
1 & 0 \\
-2/(R \cos \theta) & 1
\end{bmatrix}
\]

Curved Mirror Vertical:  \( \mathcal{M}_{mv}(R, \theta) = \begin{bmatrix} 1 & 0 \\ -2 \cos \theta/R & 1 \end{bmatrix} \) \hspace{1cm} (3.32a)

Brewster Horizontal:  \( \mathcal{M}_{bh}(l, n) = \begin{bmatrix} 1 & l/(2n^3) \\ 0 & 1 \end{bmatrix} \) \hspace{1cm} (3.32b)

Brewster Vertical:  \( \mathcal{M}_{bv}(l, n) = \begin{bmatrix} 1 & l/(2n) \\ 0 & 1 \end{bmatrix} \), \hspace{1cm} (3.32c)

where \( n \) is the index of the crystal and \( l \) is the length along the light traveling direction in the Brewster element. For a Brewster cut crystal, this is simply the length of the crystal from face to face. Other ways Brewster elements are defined are by the thickness of the plate, \( H \), which is related to \( l \) by \( l = (n^2 + 1)^{1/2}H/n \). Another characterization is the spacing of the plate along the arm direction is \( t = 2H/(n^2 + 1)^{1/2} \) [131]. The relation between \( l, H, \) and \( t \) are illustrated in Fig. 3.5.

Using Eqs. 3.31a-3.32c, we can determine the size of the beam at the center of the non-linear crystal, which determines the single pass conversion efficiency \( \gamma \). The total ray transfer matrix in the horizontal would be:
\[ M_{tot} = M_{bh}(\frac{l}{2}, n)M_{fs}(\frac{d1 - t}{2})M_{mh}(R, \theta)M_{fs}(d2)M_{mh}(R, \theta)M_{fs}(\frac{d1 - t}{2})M_{bh}(\frac{l}{2}, n). \]

(3.33)

**Figure 3.6:** Folding angle versus horizontal and vertical focus in center of non-linear crystal. Using Eq. 3.33 for \( d2 = 0.5 \) m, \( d1 = 0.165 \) m, and \( R = 0.15 \) m, we see that \( \theta \approx 0.26 \) rad = 14.9° minimizes astigmatism in the focus at the center of the non-linear crystal.

As seen in Fig. 3.6, using Eq. 3.33 we see that we can compensate for astigmatism in the focus at the center of the non-linear crystal by varying the folding angle of the bow tie cavity. While this angle reduces astigmatism in the center of the crystal, we see in Fig. 3.7 that a slightly smaller angle reduces astigmatism in the remainder of the cavity. Using a total ray matrix that repeats itself at a variable position between the dichroic curved mirror and the other curved mirror (\( d2 \)), we can calculate the beam waist at all positions in the cavity excluding in between the curved mirrors. This analysis is useful for mode matching as it indicates the size of beam which should be coupled to the cavity.

With this, we now have the tools for designing a frequency doubling cavity, and from the previous sections the tools and knowledge on how to predict and optimize the performance of such a cavity. The next section proceeds with a description of our doubling cavities design and
performance, in which the analysis relies heavily on the theoretical framework developed in this section.

### 3.3 Frequency Doubling and Quadrupling Results

The 972.5 nm radiation generated by the Yb-fiber amplifier can be converted to 243.1 nm radiation through frequency quadrupling in two successive SHG enhancement cavities. As seen in Fig. 3.8, each of the cavities utilize Brewster crystals and the bow tie geometry modeled above.

Originally, when the Yb-fiber amplifier was operating at lower fundamental output power (see Section 2.4.4), the cavities were designed so that they would be robust for power scaling. This was done by increasing the size of the beam waist in each crystal to \( \approx 2 \) times the optimal Boyd-Kleinman value, as well as choosing IC transmission values optimal for higher input powers. As will be seen, these decisions were well justified by the performance we saw when we power scaled the doubling stages using the higher IR output power (see Section 2.4.5).
As was done with the Yb-fiber performance, this section reviews the performance of these cavities with low power at 972.5 nm, followed by the power scaling performance and long term stability. Lastly, the precise frequency control of the 243.1 nm radiation is demonstrated by excitation of the 1S-2S transition in hydrogen.

![Diagram](image_url)

**Figure 3.8:** Frequency quadrupling through two successive SHG enhancement cavities. Each cavity uses a Brewster cut non-linear crystal (NLC) in a bow tie geometry. The first stage uses LBO as the NLC with curved mirrors M1 and M2 to generate the focus. Curved mirror M1 is dichroic and the 486.3 nm radiation is outcoupled through this mirror. The second stage uses CLBO as the NLC with mirrors M3 and M4 to generate the focus. A dichroic Brewster plate is used to outcouple the radiation. An EOM in the IR stage of the system generates sidebands for locking the cavities on resonance.

### 3.3.1 486.3 nm Generation

The first resonant doubling stage uses a 25 mm long LBO (lithium triborate LiB$_3$O$_5$) as the nonlinear crystal (Altechna or United Crystals). The indices of refraction for LBO have a strong sensitivity to temperature, which makes type-I non-critical phase matching, i.e., temperature phase-matching possible. This type of phase matching is advantageous as it eliminates spatial walk-off, enabling use of a longer crystal. Furthermore, this improves the output quality of the 486.3 nm radiation, which makes mode-matching into the following stage easier. However, at 972.5 nm, the
phase matching temperature in LBO is 283 °C [132]. This introduces technical challenges. The first is that performance of typical dual-wavelength anti-reflection coatings is not guaranteed at this temperature. Therefore, we must use a Brewster-cut crystal to minimize the reflection of the 972.5 nm radiation on the faces of the crystal. Unfortunately, this leads to an 18% loss of the 486.3 nm radiation as it exits the crystal due to Fresnel reflections. The second technical problem is building a crystal oven at the correct phase-matching temperature of 283 °C. At these high temperatures, metals like copper will oxidize and deposit a film on the face of crystal, severely degrading its performance. As well, the oven enclosure material could also bake off and deposit materials onto the crystal face. In the end, we use an aluminum crystal holder heated by a cartridge heater, with the crystal holder surrounded by calcium silicate as the insulator. The oven is mounted on a rotation stage to help align the crystal at Brewster’s angle for the 972.5 nm radiation.

When first operating with the lower 972.5 nm power of ≈ 6 W, this doubling stage used 200 mm ROC mirrors that produced a ≈ 60 µm waist in the LBO crystal, and an IC with 3 % transmission. To keep the cavity on resonance, a fast piezo modulated one of the intracavity mirrors at ≈ 300 kHz. The modulated leakage light was detected by a photodiode (see Fig. 3.8), and was demodulated with a double-balanced mixer to generate an error signal. This signal was then sent to a loop filter followed by a fast (≈ 50 kHz bandwidth) piezoelectric transducer and a slow (≈ 100 Hz) transducer with greater range.

A plot of the generated SH power at 486.3 nm when this cavity was locked on resonance is shown in Fig. 3.9. With the maximum Yb-fiber output power of 6.3 W we could generate 2.4 W of radiation at 486.3 nm. The theoretical fit follows Eq. 3.22 with $T_o = 0.03, M = OC = 0.8, l = 0.006, \text{ and } \gamma = 4.8 \times 10^{-5} W^{-1}$. For these parameters, Eq. 3.23 predicts that $T_o^{opt} \approx 0.02$, and as seen by the black line in 3.9, this would yield a marginal improvement in output power. However, the IC transmission was chosen to be larger to reach impedance matching at higher input powers, and as seen in Fig. 3.10, the 3% IC impedance mismatched power is decreasing past 6 W.

This is indeed what we saw with the power scaled Yb-fiber system capable of generating > 10 W of power 972.5 nm. As seen in Fig. 3.11, with 10.8 W of power at 972.5 nm, we are able
Figure 3.9: Frequency doubling Yb-fiber amplified 972.5 nm radiation to 486.3 nm radiation using LBO as the non-linear medium. The solid lines follow Eq. 3.22 for $M = OC = 0.8$, $l = 0.006$, and $\gamma = 4.8 \times 10^{-5}$ W$^{-1}$, where $T_o = 0.03$ is the experimentally used value of the IC and $T_{o}^{opt} = .02$ is the theoretical optimum.

![Graph showing measured and theoretical power and efficiency for various 972.5 nm input powers.](image)

Figure 3.10: The impedance mismatching of Fig. 3.9 using Eq. 3.25b with $M = OC = 0.8$, $l = 0.006$, and $\gamma = 4.8 \times 10^{-5}$ W$^{-1}$, where $T_o = 0.03$ is the experimentally used value of the IC and $T_{o}^{opt} = .02$ is the theoretical optimum.

![Graph showing impedance mismatched power for various 972.5 nm input powers.](image)

to obtain 4.2 W of 486.3 nm power. Again, the theoretical fits follows Eq. 3.22, and for this fit $M = OC = 0.7$, $l = 0.0.1$, $T_o = 0.03$, and $\gamma = 2.7 \times 10^{-4}$ W$^{-1}$. While $T_{o}^{opt} \approx 0.05$ for these parameters, we see that the difference in generated 486.3 nm power is negligible. However, as shown in Fig. 3.12, if the Yb-fiber is power scaled further, a 5% IC is preferable for impedance
matching as the impedance mismatching of the 3% IC is sharply increasing past 10 W of 972.5 nm power. From this knowledge of impedance mismatching, we can also extract information about the quality of the beam. The mode matching parameter for this fit is $M = 0.7$, which corresponds with the power we measured reflected off the input coupler, $\approx 30\%$ of the input power is reflected. From Fig. 3.12, we see that the reflected power from impedance mismatching is $< 5\%$ of the input power, so we can attribute the majority of this reflected power to imperfect mode matching. This imperfect mode matching could be from leftover ASE in the fiber amplifier, imperfect beam size or polarization. To figure this out, we measured the optical power and spectrum of ASE emitted from the Yb-fiber amplifier by looking at power reflected off a laser line filter at 972.5 nm. From this, we determined that less than 2% of the power emitted directly from the Yb-fiber amplifier is ASE, which is attenuated further before frequency doubling from the laser line filter. Therefore, we can attribute the imperfect mode matching to improper beam size and polarization. Further investigations should try to differentiate between these two factors. Nonetheless, coupling 70% of the power from a high-power fiber amplifier into a resonant cavity that supports only a single TEM00 mode when locked is indicative of a fairly high beam quality.

\[ \text{Figure 3.11: Frequency doubling Yb-fiber amplified 972.5 nm radiation to 486.3 nm radiation using LBO as the non-linear medium. The solid lines follow Eq. 3.22 for } M = OC = 0.7, l = 0.01, \gamma = 2.7 \times 10^{-4} \text{ W}^{-1}, \text{ where } T_o = 0.03 \text{ is the experimentally used value of the IC and } T^{opt}_o = 0.05 \text{ is the theoretical optimum.} \]
Figure 3.12: The impedance mismatching of Fig. 3.11 using Eq. 3.25b with $M = OC = 0.7$, $l = 0.0.1$, $\gamma = 2.7 \times 10^{-4}$ W$^{-1}$, where $T_o = 0.03$ is the experimentally used value of the IC and $T_o^{opt} = 0.05$ is the theoretical optimum.

There are a few notable differences between the LBO cavity design when operating with the pre and post power-scaled Yb-fiber amplifier. First, for the post power-scaled system, we modified the locking scheme such that both the LBO cavity and CLBO cavity would have the same modulation. This was done using an EOM in the IR stage of the laser, that generated sidebands at 3.8 MHz. As with the pre power-scaled system, this modulation was detected with a photodiode, demodulated to make an error signal and then sent to a servo loop and a slow and fast PZT in the cavity to maintain it on resonance. The other notable difference is in the model’s determination of the single-pass conversion efficiency, $\gamma$. For the pre power-scaled system, $\gamma_{pre} = 4.8 \times 10^{-5}$ W$^{-1}$, whereas for the post power-scaled system, $\gamma_{post} = 2.7 \times 10^{-4}$ W$^{-1}$. The theoretical value, assuming no phase mismatch, for the beam waists used is $\approx 3 \times 10^{-4}$ W$^{-1}$, which matches the second cavity design. We believe this is explainable due to the fact that we used 150 mm ROC mirrors instead of 200 mm ROC mirrors in the later design, resulting in a tighter beam waist in the crystal of $\approx 50 \mu m$ beam waist versus 60 $\mu m$. However, the reasoning is not what one might initially expect. While decreasing the beam waist from 60 $\mu m$ to 50 $\mu m$ increases the single pass conversion efficiency, it only does so by $\approx 20 \%$, whereas the fits show a factor of five increase. We believe that the tighter
focus caused this increase by improving the temperature phase matching. Temperature gradients across the crystal degrade the phase matching condition, which $\gamma$ is highly sensitive to. For a tighter focus, this condition will be less sensitive to temperature gradients.

While these high output powers are impressive, it is important that they are reliable and stable. To demonstrate this, we took long term measurements of the output of the 486.3 nm radiation, and could generate > 1 hour of continuous high power operation at 486.3 nm as shown in Fig. 3.13.

![Figure 3.13](image.png)

**Figure 3.13:** With the LBO doubling stage locked on resonance, $\approx 4$ W of highly stable 486.3 nm radiation could be maintained continuously for greater than one hour.

Reaching this point of reliability and stability with the LBO cavity and crystal, as with the fiber polishing process, took significant trial and error. First, as mentioned in 2.4.5, operating at high IR powers required significant thermal management of the Yb-fiber output as coupling to the LBO cavity is highly sensitive to slight movement of the Yb-fiber tip. In regards to the crystal, most of the issues were a result of the oven. As mentioned, the oven was technically challenging to build as it needed to house the LBO crystal at 283°C. We originally used copper to heat the crystal, but the copper oxidized, depositing a film on the surface of the crystal. We then switched to aluminum, which did not oxidize. However, the crystal performance would still degrade over long time scales, and when examined, the crystal face still had a thin film on the face. We weren’t sure what this film was from, but noticed the performance of the crystal was heavily dependent on the humidity in the lab. When the humidity was higher, the LBO cavity performed worse. Therefore, we invested in dehumidifiers for the lab. We also keep the crystal at an elevated temperature of 150°C when the...
laser is turned off, and purge the crystal continually with dry nitrogen. With these changes, the crystal reliability has been much more consistent.

### 3.3.2 243.1 nm Generation

The 486.3 nm radiation is coupled into the second resonant doubling stage to generate 243.1 nm radiation. This cavity uses a 10 mm long CLBO (cesium lithium borate CsLiB$_6$O$_{12}$ from Oxide) crystal as the non-linear crystal in a bow-tie configuration. While temperature phase matching is possible, the temperatures required are below 0 °C [133] and not practical for our application. We instead use type-I critical phase matching, i.e., angle phase matching. However, since CLBO is hygroscopic, the crystal is kept at 150 °C in an oven with a dry nitrogen purge. As with LBO, we use a Brewster-cut crystal at the fundamental wavelength of 486.3 nm as dual wavelength AR coatings are not available for the high power deep-UV radiation generated. This results in an 18 % Fresnel reflection loss of the 243.1 nm radiation as it exits the face of the crystal. A Brewster oriented dichroic plate that is highly transmissive at 486.3 nm and highly reflective at 243.1 nm is used to outcouple the 243.1 nm radiation (see Fig. 3.8). The locking mechanism for maintaining the cavity on resonance follows the same methods used in the pre and post power scaled LBO cavity. The radius of curvature of the mirrors is 200 mm, which generates a 50 µm waist in the crystal, ≈ 2 times the optimal size. The same ROC was used in both the pre and post power scaled CLBO cavity. While a tighter focus could lead to more output power, the results presented show evidence of self-heating of the crystal at high powers, which suggest perhaps a larger beam waist is more preferable.

Since CLBO is a relatively new non-linear crystal for UV generation, we originally also tested BBO ($\beta$-barium borate, $\beta$-BaB$_2$O$_4$), another commonly used crystal for UV generation. Although it has a higher effective non-linear coefficient, it also has a greater walkoff angle. Furthermore, CLBO has shown more resistance to UV degradation. As seen in Figs. 3.14 and 3.15, for the pre-power scaled performance, the CLBO crystal outperformed the BBO crystal. With the 2.4 W of 486.3 nm power, the BBO generated only 300 mW of 243.1 nm radiation compared to the CLBO’s
**Figure 3.14**: Frequency doubling 486.3 nm radiation to 243.1 nm radiation using BBO as the non-linear medium. The solid lines follow Eq. 3.22 for $M = OC = 0.8$, $l = 0.007$, $T_o = 0.05$, and $\gamma = 3.2 \times 10^{-5}$ W$^{-1}$.

**Figure 3.15**: Frequency doubling 486.3 nm radiation to 243.1 nm radiation using CLBO as the non-linear medium. The solid lines follow Eq. 3.22 for $M = 0.8$, $OC = 0.74$, $l = 0.009$, and $\gamma = 8.6 \times 10^{-5}$ W$^{-1}$, where $T_o = 0.05$ is the experimentally used value of the IC and $T_o^{opt} = 0.02$ is the theoretical optimum.

530 mW. The fits again follow Eq. 3.22 for the following parameters. For BBO, $M = OC = 0.8$, $l = 0.007$, $T_o = 0.05$, and $\gamma = 3.2 \times 10^{-5}$ W$^{-1}$. For CLBO, $M = 0.8$, $OC = 0.74$, $l = 0.009$, $T_o = 0.05$, and $\gamma = 8.6 \times 10^{-5}$ W$^{-1}$. For these parameters, $T_o^{opt} = 0.02$, and as seen by the
black curve in Fig. 3.15 and the impedance mismatched power in Fig. 3.16, this would given significantly better performance as $T_o = 0.05$ is extremely overcoupled.

In the power scaled system, with > 4 W of 486.3 nm radiation we chose an IC with 2.5 % transmission and achieved much better impedance matching. As seen in Fig. 3.17, with 4.2 W of 486.3 nm radiation, we were able to generate up to 1.4 W of 243.1 nm power. The fit follows Eq. 3.22 for $M = 0.8$, $OC = 0.82$, $l = 0.015$, $T_o = 0.025$, and $\gamma = 1.6 \times 10^{-4}$ W$^{-1}$. For these parameters, $T_o^{opt} = 0.03$, and our generated power fits this theoretical optimal represented by the black curve very closely. This high quality of impedance matching is seen Fig. 3.18 with impedance mismatched powers of < 20 mW (< 0.5% of the fundamental power) for our chosen value of $T_o$. However, if more 486.3 nm power is available, a larger IC value would be preferable. Despite this high impedance matching, we measure 20% of the 486.3 nm power is reflected off the IC when the cavity is locked. Since the polarization from the LBO crystal is linear and well-defined, we attribute this to imperfect beam size, which should be investigated to improve mode matching into this cavity.

Due to the high UV power generated, UV-induced degradation of the CLBO crystal is a concern. While 5 W of 266 nm, 120 mW of 244 nm, and 140 mW of 198.5 nm CW radiation have
Figure 3.17: Frequency doubling 486.3 nm radiation to 243.1 nm radiation using CLBO as the non-linear medium. The solid lines follow Eq. 3.22 for $M = 0.8$, $OC = 0.82$, $l = 0.015$, and $\gamma = 1.6 \times 10^{-4} \, \text{W}^{-1}$, where $T_o = 0.025$ is the experimentally used value of the IC and $T_o^{opt} = 0.03$ is the theoretical optimum.

Figure 3.18: The impedance mismatching of Fig. 3.17 using Eq. 3.25b with $M = 0.8$, $OC = 0.82$, $l = 0.015$, and $\gamma = 1.6 \times 10^{-4} \, \text{W}^{-1}$, where $T_o = 0.025$ is the experimentally used value of the IC and $T_o^{opt} = 0.03$ is the theoretical optimum.

been maintained for several hours using CLBO without evidence of degradation [134–136], studies observing degradation in CLBO on long time scales are limited and often restricted to pulsed laser systems. Using a 266 nm pulsed laser, it was shown that a UV-induced refractive index change can cause degradation in CLBO at peak power densities orders of magnitude lower than the bulk-induced damage threshold [137]. This degradation is evidenced by a decrease in UV transmittance
of the crystal over time, with a rate that increases with UV peak power density. Therefore, we use a beam waist $\approx 2$ times larger than the optimal Boyd-Kleinman parameter in our CLBO crystal. With this, we have generated more than 1 W of 243.1 nm radiation for a combined duration of more than 20 hours on the same spot of the crystal without signs of UV-induced degradation. Although our peak intensity is significantly less than the pulsed system used in [137], our CW intensity is comparable to the average intensities for which they saw degradation on a sub-hour timescale. While we did not observe degradation of the CLBO crystal, we have seen evidence of UV absorption in the crystal resulting in self-heating and harmonic phase mismatch. This was observed in the output 243.1 nm mode structure and power which would oscillate around the optimal phase-matching condition over a few second period. As the phase-matching angle is temperature dependent, varying the exact oven temperature gives a sensitive method for phase matching in addition to our coarser method using a rotation stage. We were able to mitigate this harmonic phase mismatch from self-heating through slight adjustments of the oven temperature ($< 1 ^\circ C$). While the system was capable of producing 1.4 W of output power at 243.1 nm stably over tens of minutes, the thermal stability improved if the output was derated to $\approx 75 \%$ of the maximum output power. As shown in Fig. 3.19, we observed that we could maintain more than 1 W of 243.1 nm for over 1 hour without observing this instability due to self-heating.

![Graph](image.png)

**Figure 3.19:** With the CLBO doubling stage locked on resonance, $\approx 1.5$ W of highly stable 243.1 nm radiation could be maintained continuously for greater than one hour.
As a demonstration of the absolute frequency control and stability of the UV light, we excited the \(1S\text{–}2S\) transition in hydrogen. We used only a portion of the available power (\(\approx 200\) mW) and a beam waist of 80 \(\mu\)m. As shown in Fig. 3.20, this radiation was overlapped with a 50 K atomic hydrogen beam at an angle of 6°, exciting some population into the metastable state. These metastable atoms were then quenched by an electric field, and the emitted Lyman-\(\alpha\) photons were counted by a channel electron multiplier. The recovered \(1S\text{–}2S\) lineshape is Gaussian, with a FWHM of 850 kHz, which is in excellent agreement with our estimate for transit-time broadening.

**Figure 3.20:** (a) Schematic of the hydrogen \(1S\text{–}2S\) excitation. CEM: channel electron multiplier, V: quench electrodes, RF: microwave discharge, \(H_2\): molecular hydrogen, Cryo: cryostat, Counter: frequency counter. The UV and atomic beam overlap in a Faraday cage to prevent quenching from stray fields. (b) Measured lineshape of the \(1S\text{–}2S\) (\(F = 1\) to \(F' = 1\)) excitation.
This was a promising result for our group as the next two experiments planned, 2S-8D spectroscopy and two-photon laser cooling, rely on excitation of the 1S-2S transition.

3.4 Conclusion

In conclusion, we have demonstrated robust, high power frequency conversion from 972.5 nm to 486.3 nm, and subsequently, 486.3 nm to 243.1 nm with a frequency quadrupled Yb-fiber amplifier laser system. This system can generate > 4 W of 486.3 nm power and > 1 W 243.1 nm power in stable continuous operation for time periods greater than one hour. Lastly, we have demonstrated precise frequency control of the 243.1 nm radiation through excitation of the 1S-2S transition in hydrogen, critical for future experiments involving large populations of 2S metastable atoms and high 1S-2S scattering rates.

To the author’s knowledge, this is the highest power, CW deep-UV laser below 266 nm, and builds onto significant, recent advances in frequency-quadrupled laser systems [138, 139]. While each doubling stage in our system utilizes common frequency doubling techniques, there are a few notable features of our design. The first is the conversion of a high-power Yb-fiber amplifier operating in the 3-level regime near the absorption/emission cross-section peak. While the development of high-power Yb-fiber amplifiers in this regime motivated by their subsequent use in efficient frequency conversion has attracted recent interest [46], to the author’s knowledge, our system is the first to accomplish this. Another notable feature of our system is the use of CLBO for high-power, long-term deep-UV generation. While CLBO is gaining interest for deep-UV generation, its reliability at high powers and resistance to UV-induced degradation remains a question of interest. Hopefully our results can help shed light on some of these concerns.

For improving our frequency conversion, the first option would be generation of more IR power. The options for this were discussed in the conclusion of Chapter 2. Other methods to increase UV output power include increasing the efficiency of our doubling stages through improved mode matching and output coupling. For the LBO stage, the mode matching could be improved with more detailed studies of the mode quality and polarization of the Yb-fiber’s amplified power. As
explained in section 3.3.1, these factors limit mode matching to the LBO cavity to \( \approx 70 \% \). Furthermore, use of an AR coated LBO crystal that is angle phase matched instead of temperature phase matched would remove the \( 18 \% \) Fresnel reflection loss. However, this would create walkoff, so calculations using the methods presented in section 3.2 should be done to determine the potential improvements with this method.

For the CLBO cavity, the mode matching is limited to \( 80 \% \), which is due to imperfect mode matching from improper input beam size. Careful ABCD matrix analysis should be done to determine better mode matching lenses for coupling into this cavity. While AR coatings aren’t available to remove Fresnel reflections at the SH wavelength for CLBO, periodically poled crystals transparent in the UV, such as PP-LBGO, could remove walk-off. However, it is uncertain if periodically poled crystals can tolerate high-power operation.

Overall, the 243.1 nm power obtained in this system is impressive, but these powers have been achieved via cavity enhancement of less powerful 243.1 nm laser systems. Therefore, for this laser system to be useful in new ways for spectroscopy on hydrogen and hydrogen like atoms, as well as open doors to new regions of hydrogen experiments, the high powers obtained should enhanced further in a cavity. This is the focus of the next chapter: building a high-power, deep-UV enhancement cavity.
Chapter 4

Cavity-enhanced Deep-UV Laser

4.1 Introduction

In previous chapters, we have shown that frequency quadrupling of a high-power Yb-fiber amplifier at 972.5 nm can generate > 1 W of coherent, deep-UV radiation at 243.1 nm. For reference, the entire 243.1 nm laser system is shown in Fig. 4.1.

![Diagram of laser system](image)

**Figure 4.1:** Design of the Yb-fiber amplifier and resonant doubling stages. The master oscillator at 972.5 nm is an extended cavity diode laser (ECDL). A small portion of the 972.5 nm light is used to actively stabilize the frequency of the oscillator. The light is then amplified through a tapered amplifier (TA) and Yb-doped fiber amplifier, followed by frequency quadrupling through successive resonant doubling stages. An electro-optic modulator (EOM) directly before the TA provides sidebands for cavity locking. PD: photodiode, PZT: piezo-electric transducer, MM: mode-matching lenses, \( \lambda/2 \): half-wave plate, CL: cylindrical lens, FI: Faraday isolator, ASE: amplified spontaneous emission, F1 & F4: laser-line filters at 972.5 nm, F2 & F3: longpass filters.

Before this laser system was developed, the only method to reach \( \approx 1 \) W of 243.1 nm power was through cavity enhancement [17]. Cavity enhancement with \( \approx 1 \) W of available input power therefore gives access to levels of 243.1 nm power that open new and exciting opportunities. These include significant statistical improvements in spectroscopy of exotic atoms where signals suffer
from low densities or numbers of excitable atoms. Besides increased statistics for spectroscopy, high intracavity 243.1 nm powers open up the possibility of two-photon laser cooling hydrogen.

While 243.1 nm cavities have operated at ≈ 1 W intracavity level, the intracavity powers possible through cavity enhancement of 1 W of input power have not been demonstrated in the deep-UV. There are a number of difficulties associated with the operation of an enhancement cavity in this high power, deep-UV range. First, commercially available mirrors are only able to achieve ≈ 99.5 % reflectivity. Therefore, assuming perfect impedance matching and no losses, Eq. 3.17b indicates enhancement cannot be larger than 100. This is why such a high power 243.1 nm laser is needed to start with. Another difficulty is that short wavelength optics are known to degrade when exposed to high power radiation due to surface oxygen depletion [140] and hydrocarbon contamination [141]. While these effects can be mitigated in the UV and extreme UV by admitting O\textsubscript{2} onto the cavity mirrors, it introduces difficulties in maintaining the high vacuum needed for spectroscopy using the intracavity radiation.

In this chapter, a 243.1 nm enhancement cavity is presented. The chapter begins with a brief review of a two-level atom interacting with a laser. From this knowledge, the proposed two-photon cooling cycle and power necessary for laser cooling hydrogen can be understood. The chapter then discusses the required beam preparation for coupling our 243.1 nm laser system output into the enhancement cavity. Lastly, the 243.1 nm enhancement cavity is presented, which is capable of generating > 30 W of intracavity radiation at 243 nm with oxygen flushed mirrors. The results presented in this chapter have also been published in [142].

### 4.2 One and Two-photon Scattering of a Two-level Atom

The proposed two-photon cooling cycle for hydrogen is shown in Fig. 4.2 [23–26]. The hydrogen atoms are travelling in the + z direction with velocity $v$. In a linear UV enhancement cavity, which models our system, there will exist a co-propagating (+) and counter-propagating (-) 243.1 nm beam. An atom can absorb two photons from the (+) beam or (-) beam, as well as one from the (+) and (-) or vice versa, which will increase, decrease, or not change the velocity of the atoms.
by $v_r = \frac{\hbar k_{\alpha}}{m} = 3.3 \text{ m/s}$, where $v_r$ is referred to as the recoil velocity of the atom. Due to hydrogen’s light mass, and energetic deep-UV wavelengths involved, hydrogen has a large recoil velocity that enables rapid cooling with modest scattering rates. By red-detuning the laser, the atoms will preferentially interact with the (-) beam, reducing their velocity in the $z$-direction since the recoils caused by spontaneous decays to the ground state are in random directions. A two-photon absorption will excite the hydrogen atom from the 1S to 2S state. Since the 2S state can only decay back to the 1S ground state through a two-photon decay, it is a metastable state, with a lifetime of $\tau_{2s} \approx 122 \text{ ms}$. Therefore, the 2S state must be mixed with the much shorter lived 2P state with a $\tau_{2p} = 1.6 \text{ ns}$ lifetime, as it can spontaneously decay to the 1S ground state through numerous allowed single-photon transitions. This mixing of the 2S and 2P state is often called "quenching" the 2S state.

![Figure 4.2: Two-photon cooling cycle for atomic hydrogen. Two-photon absorption of a 243.1 nm laser excites hydrogen from the 1S to 2S state. Due to the long lifetime of the 2S state, this state must be mixed with the 2P state so the atom can spontaneously decay back to the 1S state, completing the cooling cycle. Using the hyperfine stretched states in the 1S, 2S, and 2P levels of atomic hydrogen this cycle can be treated as a 3-level problem.](image)

The presence of quenching can be accounted for by introducing an effective linewidth of the excited level [24], where $\Gamma_{2S} \ll \Gamma_{\text{eff}} < \Gamma_{2P}/2$, depending on the strength of the quenching field. The strong quenching limit effective linewidth of $\Gamma_{2P}/2$ makes sense as when maximally mixing
the 2S and 2P states, the atom will spend half the time in the 2P state. Effectively, we can think
of this quenching as breaking the three levels involved in the two-photon cooling scheme into
two, two-level processes. First, by understanding the mixing between the 2S and 2P state, we can
determine an effective linewidth for the excited state. The requirement $\Gamma_{\text{eff}} \gg \Gamma_{2s}$ makes it valid
to ignore the 1S state in this calculation. With this knowledge, we can then treat the two-photon
cooling cycle as a simple two-level problem between the 1S state and effective excited state [24].

This section will begin by deriving the steady state scattering rate for a two-level atom with
spontaneous decay from the excited state through the use of Optical Bloch equations. From this
analytic form, the effective quenching can be calculated. Then, a brief overview of two-photon
transitions will be given, and how the scattering rate equation can be modified to explain these
processes. The goal is to determine the scattering rate between the 1S and effective excited state,
$\Gamma_{\text{cool}}$, since the acceleration an atom experiences in a laser cooling beam is simply $a_{\text{cool}} = v_{r} \Gamma_{\text{cool}}$.

We want to calculate the dynamics of a two-level atom interacting with a laser. We start with
the time-dependent Schrödinger equation

$$\mathcal{H}(t)\Psi(\vec{r},t) = [\mathcal{H}_{0} + \mathcal{H}'(t)]\Psi(\vec{r},t) = i\hbar \frac{d\Psi(\vec{r},t)}{dt}$$

where $\mathcal{H}_{0}$ is the field-free, time-independent Hamiltonian for the two-level atom, satisfying, $\mathcal{H}_{0}\phi_{n}(\vec{r}) = \hbar \omega_{n}\phi_{n}(\vec{r})$, and $\mathcal{H}'(t)$ the Hamiltonian for the laser. For a two level atom with a ground state, $g$, and an excited state, $e$, we can write $\Psi(\vec{r},t)$ as

$$\Psi(\vec{r},t) = c_{g}(t)\phi_{g}(\vec{r})e^{-i\omega_{g}t} + c_{e}(t)\phi_{e}(\vec{r})e^{-i\omega_{e}t}$$

Using the orthonormality of $\phi_{k}$, this gives:
\begin{align}
  i\hbar \frac{dc_e(t)}{dt} &= c_e(t)\mathcal{H}_{ge}(t)e^{-i\omega_a t} \quad (4.1) \\
  i\hbar \frac{dc_g(t)}{dt} &= c_g(t)\mathcal{H}_{eg}(t)e^{i\omega_a t} \quad (4.2)
\end{align}

where $\mathcal{H}_{jk}(t) = \langle \phi_j | \mathcal{H}'(t) | \phi_k \rangle$ is the time-dependent coupling between the two levels and $\omega_a = \omega_{eg} = (|E_e - E_g|)/\hbar$ is the resonance frequency of the atom. The laser’s electric field interacts with the atoms, which gives $\mathcal{H}'(t) = -e\vec{E}(\vec{r}, t) \cdot \vec{r}$ where $e$ is the elementary charge and for a plane wave traveling in the positive z-direction $\vec{E}(\vec{r}, t) = E_o \hat{\epsilon} \cos(kt - \omega_l t)$ where $E_o$ is electric field amplitude of the laser field, $k = \omega_l/c$ where $\omega_l$ is the laser frequency, and $\hat{\epsilon}$ is the unit polarization vector. For a two-level atom, the dipole moment $e\vec{r}$ is parallel to $\hat{\epsilon}$; therefore, the laser coupling between the two levels becomes

$$
\mathcal{H}_{eg}'(t) = \hbar \Omega \cos(kz - \omega_l t)
$$

where

$$
\Omega = -\frac{E_o}{\hbar} \mu_{eg} \quad (4.3)
$$

is the Rabi frequency and $\mu_{eg} = e \langle e | z | g \rangle$ for z-polarized radiation. Using the electric dipole approximation, we can neglect the spatial variation of the electric field as the wavelength of light (100’s of nm) is much larger than the spatial extent of the wavefunction. This recasts the coupling element as

$$
\mathcal{H}_{eg}'(t) = \frac{\hbar \Omega}{2}(e^{i\omega_l t} + e^{-i\omega_l t}) \quad (4.4)
$$

Using Equation (4.1), and that $\mathcal{H}_{eg}'(t) = \mathcal{H}_{ge}'(t)$, since $\langle e | z | g \rangle = \langle g | z | e \rangle$ gives
where \( \delta = \omega_l - \omega_a \) is the detuning from the atomic resonance. We are generally interested in a system close to resonance, \((\omega_l + \omega_a) \gg \delta\). This let’s us neglect fast oscillating terms like \((\omega_l + \omega_a)\).

This is called the Rotating Wave Approximation (RWA). Therefore, we see that

\[
\dot{c}_g = \frac{-i\Omega}{2} c_e e^{i\delta t}
\]

\[
\dot{c}_e = \frac{-i\Omega}{2} c_g e^{-i\delta t}
\]

Physically, \( |c_g|^2 \) and \( |c_e|^2 \), represent the percentage of the population in the ground and excited state, respectively, where \( |c_g|^2 + |c_e|^2 = 1 \). Therefore, the following change of variables doesn’t physically change our system.

\[
c'_g(t) = c_g(t)
\]

\[
c'_e(t) = c_e(t) e^{i\delta t}
\]

However, this change of variables, which is algebraically equivalent to the rotating-frame transformation, removes time dependence from the solutions of Equations (4.5) and (4.6). Using these transformations, Equations (4.5) and (4.6) become

\[
i\hbar \dot{c}_g = \frac{\hbar \Omega}{2} c_e
\]

\[
i\hbar \dot{c}_e = \frac{\hbar \Omega}{2} c_g - \hbar \delta c_e
\]
In order to calculate the scattering rate at which the laser will interact with our two-level atom, we need to add spontaneous emission. This is commonly done by switching to density matrix formalism, with the density operator $\rho$ described as:

$$\rho = |\Psi\rangle \langle \Psi|$$

We are close to deriving the Optical Bloch Equations. The good news is that we have already laid the framework with Equations (4.7) and (4.8). We can relate $\rho$ to our $c_i$ coefficients through

$$\rho_{ij} = \langle \phi_i | \rho | \phi_j \rangle = \langle \phi_i | \Psi \rangle \langle \Psi | \phi_j \rangle = c_i c_j^*$$

Therefore, for our two level atom in our "co-rotating" frame

$$\rho = \begin{pmatrix} \rho_{ee} & \rho_{eg} \\ \rho_{ge} & \rho_{gg} \end{pmatrix} = \begin{pmatrix} c_e^* c_e & c_e^* c_g \\ c_g^* c_e & c_g^* c_g \end{pmatrix}$$

where $\rho_{gg}$ and $\rho_{ee}$ are the populations in the ground and excited state, respectively, obeying $\rho_{gg} + \rho_{ee} = 1$. The other two terms $\rho_{eg}$ and $\rho_{ge}$ are the coherences between the excited and ground states. Through them, we can introduce the effects of spontaneous emission as an exponential decay of the coherences at a constant rate

$$\left( \frac{d\rho_{eg}}{dt} \right)_{\text{spon}} = -\frac{\Gamma}{2} \rho_{eg}$$  \hspace{1cm} (4.9)$$

where $\Gamma$ is the lifetime of the excited state. Using the chain rule
\[
\frac{d\rho_{ij}}{dt} = \frac{d}{dt} c_i^* c_j + c_i^* \frac{d c_j^*}{dt}
\]

(4.10)

and Equations (4.7,4.8) along with spontaneous emission through Equation (4.9) we can derive the Optical Bloch Equations:

\[
\begin{align*}
\dot{\rho}_{gg} &= \Gamma \rho_{ee} - \frac{i\Omega}{2}(\rho_{eg} - \rho_{ge}) \\
\dot{\rho}_{ee} &= -\Gamma \rho_{ee} + \frac{i\Omega}{2}(\rho_{eg} - \rho_{ge}) \\
\dot{\rho}_{eg} &= (i\delta - \frac{\Gamma}{2})\rho_{eg} + \frac{i\Omega}{2}(\rho_{ee} - \rho_{gg}) \\
\dot{\rho}_{ge} &= (-i\delta - \frac{\Gamma}{2})\rho_{ge} - \frac{i\Omega}{2}(\rho_{ee} - \rho_{gg})
\end{align*}
\]

Letting \( w = \rho_{gg} - \rho_{ee} = 1 - 2\rho_{ee} \) define the population difference gives

\[
\frac{dw}{dt} = \frac{d\rho_{gg}}{dt} - \frac{d\rho_{ee}}{dt} = 2\Gamma \rho_{ee} - i\Omega(\rho_{eg} - \rho_{ge}) = \Gamma(1 - w) - i\Omega(\rho_{eg} - \rho_{ge})
\]

as well

\[
\dot{\rho}_{eg} = (i\delta - \frac{\Gamma}{2})\rho_{eg} + \frac{iw\Omega}{2}
\]

At steady-state, \( \dot{w} = \dot{\rho}_{eg} = 0 \). Using \( \rho_{eg} = \rho_{ge}^* \) gives

\[
\begin{align*}
w &= \frac{1}{1 + s} \\
\rho_{eg} &= \frac{i\Omega}{2(\Gamma/2 - i\delta)(1 + s)}
\end{align*}
\]
where \( s \) is the saturation parameter defined as

\[
s = \frac{\Omega^2}{2|\Gamma/2 - i\delta|^2} = \frac{\Omega^2/2}{\delta^2 + \Gamma^2/4} = \frac{s_o}{1 + (2\delta/\Gamma)^2}
\]

where \( s_o = 2|\Omega|^2/\Gamma^2 \) is the on resonance saturation parameter. We see why \( s \) is called the saturation parameter. For large \( s \), the population difference goes to zero, which physically means we have saturated the excited state. The scattering rate \( \Gamma_{\text{scat}} \) is simply the decay rate of the excited state times the population of the excited state; therefore,

\[
\Gamma_{\text{scat}} = \Gamma \rho_{ee} = \frac{1}{2}\Gamma(1 - w) = \frac{\Gamma s}{2(1 + s)}
\]

\[
= \left( \frac{s_o}{1 + s_o} \right) \left( \frac{\Gamma/2}{1 + (2\delta/\Gamma')^2} \right)\quad (4.11)
\]

\[
= \frac{\Gamma \Omega^2}{4\delta^2 + \Gamma^2 + 2\Omega^2}\quad (4.12)
\]

where \( \Gamma' = \Gamma \sqrt{1 + s_o} \) is the power broadened linewidth of the transition. We see from Eq. 4.12, that when on resonance the scattering rate between two levels asymptotically approaches \( \Gamma/2 \) as \( \Omega \) increases.

As explained earlier, we are interested in the effective quenching of the 2S and 2P, as this determines our effective linewidth of the excited state, i.e., \( \Gamma_{\text{eff}} \) is the scattering rate between the 2S and 2P states. By plotting Eq. 4.12 using \( \Gamma = \Gamma_{2P} = 1/\tau_{2P} \), where \( \tau_{2P} = 1.6 \) ns, we can then determine the Rabi frequency necessary to maximally quench this transition. This plot is shown in Fig. 4.3, and we see that for \( \Omega > 1.0 \times 10^9 \) s\(^{-1}\), the scattering rate is approaching \( \Gamma_{2P}/2 \). Using Eq. 4.3, this Rabi frequency corresponds to \( \sim 1\) W/cm\(^2\) of microwave power.

For one photon transitions, the Rabi-frequency is defined as \( \Omega = -\frac{E_z}{\hbar} \mu_{eg} \), where for z-polarization \( \mu_{eg} = e \langle e|z|g \rangle \) was the single-photon transition matrix element between the excited
Figure 4.3: Quenching the 2S state via mixing with the 2P state. As the Rabi frequency of the quenching radiation increase, the scattering rate from the 2S to the 2P state reaches a maximum value of $\Gamma_{2P}/2$, which makes sense as the atom is equally like to be found in the 2S or 2P.

and ground state in hydrogen, whose wave functions are well known. For two-photon transitions, $\Omega$ is proportional to the intensity of the electric field and can be written as [27]

$$\Omega_{DF} = 4(2\pi \beta_{ge}) \sqrt{I_+(+)I_-(+)}$$

and

$$\Omega_{NDF} = 2(2\pi \beta_{ge})I_{+/−},$$

where $DF$ and $NDF$ stand for Doppler-Free and Non-Doppler-Free processes, and $I_{(+)}$, $I_{(−)}$, are the intensities of the co(+) or counter(−) propagating beam, and $\beta_{ge}$ is the two-photon transition matrix element. As shown earlier in Fig. 4.2, for two-photon scattering processes, an atom can absorb two photons each from either the (+) or (−) beam, or one photon each from the (+) and (−) or vice versa. The first order Doppler shift is cancelled in this last process, and the DF Rabi frequency is a factor of 2 larger as there are two indistinguishable processes that could lead to a DF scatter. Determining the two-photon transition matrix element, $\beta_{ge}$, while more challenging than the single-photon transition matrix element required for the quenching process, can be reduced to
a series of single-photon transition matrix element calculations using second-order perturbation theory. Second-order perturbation is necessary since single-photon transitions from the 1S to the 2S are dipole-forbidden, and the only possible excitation paths are combinations of two or more dipole-allowed transitions that start in the 1S and end in the 2S state. For two photon processes, this can be written for z-polarized radiation as [27]:

\[
\beta_{ge} = \frac{e^2}{2\hbar c \epsilon_o} \sum_r \frac{\langle e|z|r \rangle \langle r|z|g \rangle}{(E_g + \hbar \omega_l) - E_r} \quad (4.15)
\]

\[
= -\frac{e^2}{2\hbar c \epsilon_o} \langle e|z \frac{1}{H_o - (E_g + \omega_l)} z|g \rangle, \quad (4.16)
\]

where \(\omega_l\) is the angular frequency of the excitation laser, \(E_g\) is the energy of the ground state, \(E_r\) is the energy of the intermediate state, both of which follow \(E_n = -\alpha^2 m_e c^2 / 2n^2\) with \(\alpha\) being the fine structure constant. Lastly, \(\sum_r |r \rangle \langle r| = 1\), as it is the complete set of discrete eigenstates of non-perturbed hydrogen with Hamiltonian \(H_o\). At first glance, the first form in Eq. 4.15 appears straightforward to calculate since the unperturbed hydrogen eigenstates have well known analytic forms, along with easily calculable energies, \(E_n\). Nonetheless, the summation over an infinite number of states poses challenges and there are numerous techniques to overcome this issue [143]. One method is to use a Green’s function approach, which is the second form represented by Eq. 4.16. This method produces a more accurate answer as it is able to include the continuum states in the calculation, whereas Eq. 4.15 only sums over discrete states. Evaluation of Eq. 4.16 is done in [27]. Using this method they calculated \(\beta_{ge}\) for several two photon transitions from 1S-nS, 2S-nS, 1S-nD, and 2S-nD levels in hydrogen. In our case, we are interested in the 1S-2S, and the exact value using the Green’s function approach is:

\[
\beta^{1S-2S}_{ge} = 3.68 \times 10^{-5} \text{ Hz(W/m}^2\text{)}^{-1} \quad (4.17)
\]
It is easy to check this value against the brute force method of summing up the overlap integrals in Eq. 4.15 since the normalized wavefunctions, $\psi_{nlm} = |nlm\rangle$, for hydrogen are well-known. Furthermore, for $z$-polarized light we only have to consider $nP$ ($l=1$, $m=0$) states as these are the only dipole allowed transitions that can couple to $S$ states ($l=0$, $m=0$) with $z$-polarization due to the one-photon transition selection rules, $\Delta l = 0, \pm 1, \Delta m = 0$. Therefore, for the $1S$-$2S$ two-photon transition, we can rewrite

$$
\beta_{ge}^{1S-2S} = \frac{e^2}{2\hbar c \epsilon_0} \sum_{n=1}^{\infty} \frac{\langle 200|z|n10\rangle \langle n10|z|100\rangle}{(E_g + \hbar \omega_l) - E_n}.
$$

(4.18)

Using this method for $n = 2$ to $n = 20$ gives the result shown in Fig. 4.4. As seen, this method asymptotically approaches a value for $\beta_{ge}^{1S-2S} \approx 4.2 \times 10^{-5}$ Hz (W/m$^2$)$^{-1}$, which is $\approx 14\%$ larger than the exact value using the fully analytical Green’s function method. This difference is reasonable as similar sums without [144] and with [145] the continuum in hydrogen can yield results that differ by a factor of two.

Figure 4.4: Quick estimation of $1S$-$2S$ two-photon transition element using Eq. 4.18. Each dot represents a higher order of $P$ state included in the calculation. This method asymptotes at a value $\approx 14\%$ larger than the exact value.
With this value for the two-photon transition matrix element, we can now determine the two-photon Rabi frequencies for both Doppler-free and non-Doppler-free processes (see Eqs. 4.13 and 4.14). We can then modify the scattering rate equation given by Eq. 4.12 for two-photon excitation as

$$\Gamma_{DF} = \frac{\Gamma_{eff}\Omega_{DF}^2}{4\delta_{DF}^2 + \Gamma_{eff}^2 + 2\Omega_{DF}^2}$$

(4.19)

$$\Gamma_{NDF} = \frac{\Gamma_{eff}\Omega_{NDF}^2}{4\delta_{NDF}^2 + \Gamma_{eff}^2 + 2\Omega_{NDF}^2}$$

(4.20)

where the detuning is written in terms of the atomic velocity as $$\delta_{NDF} = (\omega_l/c)(v \pm v_{cool})$$, where $$v_{cool}$$ is the velocity of atoms the laser is detuned to for cooling and $$\omega_l$$ is the laser frequency. The $$\pm$$ represents the scattering from the forward and backward propagating beams. For the Doppler-free case, $$\delta_{DF} = (\omega_a/c)(v)$$. For a 60 W cooling laser with a 180 $$\mu$$m beam radius, detuned to cool 100 m/s atoms, with maximum quenching, $$\Gamma_{eff} = 0.5 \cdot \Gamma_{2p}$$, the scattering rates for each process are shown in Figure (4.5).

![Figure 4.5: Scattering Rates for two-photon cooling laser at 60 W with 180$$\mu$$m beam waist. The DF scattering process is 4 times greater than the corresponding NDF processes.](image-url)
A simplified estimate of the acceleration experienced by a specific velocity class of hydrogen atoms can be made by treating the atoms always on resonance with the cooling laser, which could be implemented via chirp-cooling. In this case, the acceleration experienced by an atom in this beam would be

\[ a_{cool} = v_r \Gamma_{NDF}, \quad (4.21) \]

where \( v_r = \frac{\hbar k_{\alpha}}{m} = 3.3 \text{ m/s} \). From basic kinematics, with \( \Gamma_{NDF} = 1000 \text{ s}^{-1} \) this gives a stopping distance and time for \( v_o = 100 \text{ m/s} \) atoms of

\[ d_{stop} = \frac{v_o^2}{2a_{cool}} = \frac{m\lambda_{\gamma} v_o^2}{4\pi\hbar \Gamma_{NDF}} = 1.53 \text{ m} \quad (4.22) \]

\[ t_{stop} = \frac{v_o}{a_{cool}} = 30 \text{ ms} \quad (4.23) \]

which would require that the frequency of the 972.5 nm MOPA is increased by \( \sim 100 \text{ MHz} \) as the atoms slow down. If successful, this cooling scheme would result in the arrival of bunched hydrogen at the end of the decelerator. This setup is physically realizable using a cryogenic beam overlapped with the 243.1 nm power. For instance, cryogenic beams of hydrogen at 6 K have been robustly demonstrated [5, 146]. Therefore, the slow velocity tail of such a distribution (\( \sim 100 \text{ m/s} \)) could be cooled to the recoil velocity in 30 ms over a distance of 1.5 meters.

It is worth noting that on resonance, with maximal quenching (\( \Gamma_{eff} = \Gamma_{2P}/2 \)) the equations above can be approximated as

\[ \Gamma_{DF} = \frac{\Omega_{DF}^2}{\Gamma_{eff}} = 2.7 \times 10^{-7} I^2 \text{s}^{-1} \text{cm}^4 \text{ W}^{-2} \quad (4.24) \]

\[ \Gamma_{NDF} = \frac{\Omega_{NDF}^2}{\Gamma_{eff}} = 6.8 \times 10^{-8} I^2 \text{s}^{-1} \text{cm}^4 \text{ W}^{-2} \quad (4.25) \]
This approximation uses the fact that $\Omega_{DF/NDF} \ll \Gamma_{eff}$. This is reasonable as $\Omega_{DF/NDF} = \Gamma_{eff}$ would require 243.1 nm intensities $> 3 \times 10^7$ W/cm$^2$. As $I = 2P/(\pi w_o^2)$, for the $\sim 200$ $\mu$m beam we are proposing for cooling this would require 243.1 nm powers on the order of 20 kW, several orders of magnitude higher than our goal. Therefore, Eqs. 4.24 and 4.25 give quick and valid calculations of the two-photon scattering rate on resonance for realizable 243.1 nm powers. For example, the plots in Fig. 4.5 used the full form of the scattering rate in Eqs. 4.19 and 4.20 with $P = 60$ W and $w_o = 180 \mu$m. This corresponds to an intensity of $1.2 \times 10^5$ W/cm$^2$. Using Eqs. 4.24 and 4.25 gives $\Gamma_{DF} = 3941$ s$^{-1}$ and $\Gamma_{NDF} = 985$ s$^{-1}$, which matches the values in Fig. 4.5 on resonance. The factor of 4 difference between Eqs. 4.24 and 4.25 is important. One of the proposals for laser cooling hydrogen [25] used the Doppler-free scattering rate. For a while, we mistakenly referenced this value and we believed that 30 W of 243.1 nm power with a 180 $\mu$m beam waist could stop 100 m/s atoms in 1.5 meters. However, the scattering rate would be four times lower, meaning a stopping distance of 6 m would be required. Since $\Gamma_{NDF} \propto I^2$, we realized that we would need 60 W of power instead. This realization came after demonstrating 30 W of 243.1 nm power in an enhancement cavity, which somewhat diminished the results that are presented next. Nonetheless, 30 W of 243.1 nm intracavity power was an accomplishment, and was achieved before we power scaled our 243.1 nm laser system and optimized our use of UV optics. Therefore, this 60 W benchmark should be achievable with our power scaled laser system and knowledge we learned from building the deep-UV enhancement cavity. This knowledge is presented in the following section.

4.3 UV Enhancement Cavity

As we saw in the previous section, 1000 s$^{-1}$ scattering rates for practical two-photon cooling of hydrogen would require 60 W of 243.1 nm power, greater than the output power of our 243.1 nm laser. Therefore, a CW enhancement cavity is needed since, as discussed in 3.2.2, the intracavity power within an enhancement cavity can reach values orders of magnitudes larger than the input power. Here we present the results on cavity enhancement of deep-UV radiation. The results
presented here are published in [142] and occurred in between the pre and post-power scaled laser system [114, 115], when we could generate on average 600-800 mW of 243.1 nm radiation. This section starts with a description of the beam preparation of our 243.1 nm laser output for cavity coupling, followed by a detailed description of the cavity design and performance.

### 4.3.1 243.1 nm Laser Output and Mode-Matching

The deep-UV enhancement cavity setup is shown in Fig. 4.6. Before we developed this system, we thought building up power in a linear cavity would be relatively simple. We already had the experience of building two bowtie enhancement cavities for intracavity frequency doubling. However, as we developed this linear enhancement cavity, there were numerous technical challenges that we did not face when building the doubling cavities, primarily due to the deep-UV wavelengths and high deep-UV powers with which we were working.

**Figure 4.6:** Diagram of enhancement cavity. The input UV beam is mode matched to the cavity using one spherical lens (L1) and two cylindrical lenses (L2 and L3). The reflection from the input coupler (IC) is optically isolated from the laser with a polarizing beam splitter (PBS) and quarter waveplate (λ/4). The transmission of the high reflector (HR) is monitored with a photodiode (PD) to determine the intracavity power.
The first technical challenge involved loss on the optics before the enhancement cavity (L1-L3, the polarizing beam splitter (PBS), and quarter-waveplate in Fig. 4.6). The lenses, L1-L3, were necessary for mode matching the 243.1 nm power to the cavity, whereas the PBS and quarter-waveplate isolated backreflections off the IC from the CLBO doubling cavity.

The lenses were a spherical lens (L1) followed by two cylindrical lens (L2-L3). The cylindrical lenses compensated for the walk-off angle of the CLBO, which gave the 243.1 nm radiation an elliptical output. The spherical lens collimated the 243.1 nm output. This was necessary as the linear cavity was formed by a high reflector with a ROC of $R = 4$ m and a flat IC, spaced apart by 0.75 m. Using the ABCD analysis from 3.2.4, this gives a focus at the IC with a beam waist of $w_o = 350 \mu$m. The Rayleigh range of the 243.1 nm radiation with this focus is $z_r = \frac{\pi w_o^2}{\lambda} = 1.58$ m. The spot size at the curved mirror is then $w(z = 0.75m) = \sqrt{1 + (z/z_r)^2} = 390 \mu$m, indicating the cavity would prefer a collimated input beam. Collimating the high power 243.1 nm radiation was challenging to do by eye as we had to rely on the fluoresence of the UV light, which varied from one material to the next and appeared distorted at high power. We found Macor, a machineable glass ceramic as reliable imaging material, due to its minimal fluoresence. We could then examine the image of the beam on the Macor with a CCD camera close to the 243.1 nm output and further away to determine the degree of collimation and ellipticity. Figure 4.7 shows the beam profile in two different locations separated by 1.14 m after reshaping. As can be seen, we can shape the 243.1 nm output beam to a nearly symmetric, Gaussian intensity profile.

As shown in Fig. 4.6 the lenses are followed by a PBS and $\lambda/4$ waveplate, which was our improvised method to isolate the cavity from the second doubling stage. The isolation is necessary as the enhancement cavity is linear, thus any power reflected off the input coupler is retroreflected back into the CLBO doubling stage. We have seen that without any attenuation of this retroreflected power, the output of the CLBO cavity is severely lessened. We believe this could be due to formation of a standing wave of UV radiation within the crystal that causes self-heating and phase mismatch. Generally, the most common method for isolation is use of a Faraday isolator. Unfortunately, most commercial optics have not been tested at these high, CW deep-UV powers.
Figure 4.7: a) Profile of the laser output directly after the telescoping lenses, b) profiles of the laser output 114 cm after the beam shaping lenses. c) Image corresponding to the profiles in a). d) Image corresponding to the profiles in b). The beam images are taken at a power of 386 mW and \( w_x \) and \( w_y \) are respectively the \( x \) and \( y \) 1/e\(^2\) waists from fits to the intensity data.

While we were able to get a custom commercial Faraday isolator at these wavelengths, we found its transmission decreased to less than 50\% after a few days of high-power, deep-UV operation. Therefore, we used this improvised isolator consisting of a quarter wave plate and PBS. The PBS is made of UV fused silica, Corning 7980 0F grade, and has reliably provided > 98\% transmission over long-term, high-power, deep-UV operation.

However, we have found that not all UV fused silica optics are equal. The optics we have used for mode matching and beam isolation have had losses ranging from 1\% to 10\%. Due to these losses, even though we had \( \approx 700-800 \text{ mW} \) of 243 nm power directly from the CLBO doubling stage, we were able to achieve a maximum stable power at the deep-UV enhancement cavity input of 420 mW. Since this work was done, we have investigated whether the substrate or
AR coating are culprits for these losses. We have evidence to believe it is the substrate. Based on the reliability of the PBS (Lambda Optics HPB-25.4U-248), which we owe to its grade of UV fused silica, Corning 7980 0F grade, versus the significant losses on our original lenses that had a different substrate, we have since ordered AR coated cylindrical and spherical lenses from Lambda Optics made of the Corning 7980 grade UV fused silica to replace L1-L3. We have also developed our own Faraday rotators to replace the quarter-wave plate that has high loss $\sim 10\%$. These rotators rotate the light polarization $45^\circ$ in the same direction regardless of the direction of propagation. Therefore, the back reflected light from the IC will have an orthogonal polarization to the incoming light, and can be separated from the incoming light with the PBS. To build these, we ordered UV fused silica (Corning 7980) light pipe homogenizing rods from Edmund Optics, and had them AR coated by Lambda optics. We then place these within commercially purchased cylindrical neodymium magnets to achieve the desired $45^\circ$ Faraday rotation. We measure a total loss of $\approx 10\%$ after transmission through all these new optics, a big improvement over the 30-50% seen with the original UV optics. However, we just started testing these optics at high power and time will tell whether they maintain this performance.

### 4.3.2 Cavity Performance

After the mode matching and beam preparation stage, the 243.1 nm laser output is coupled into the linear UV enhancement cavity. Despite the losses on the UV optics, we were able to couple efficiently into the cavity. We determine this by observing the cavity modes as the cavity length is scanned. This is done by moving the IC with a slow PZT and monitoring the transmission from the high reflector using a GaP photodiode, as seen in Fig. 4.6. With good mode matching, as can be seen in Fig. 4.8(a), we see minimal excitation of higher-order cavity modes. As the power of the laser is increased, we observed that the vertical waist of the beam at the output of the final doubling stage increases slightly, which in turn increased excitation of the higher-order cavity modes. We attribute this to a thermal variation in the CLBO crystal, which supports the self-heating behavior.
we have seen in the crystal at its highest output powers. To compensate for this, we need to readjust the cylindrical lenses used to mode-match to the cavity as the laser power is varied.

Obtaining these cavity modes introduced a technical challenge that was not present with the doubling cavities. While for laser cooling and spectroscopy it is clear the intracavity 243.1 nm power should exist in a high-vacuum environment (hence the differential pumping components in Fig. 4.6), it is not obvious that vacuum is required purely for cavity enhancement of 243.1 nm power. However, 243.1 nm power is weakly absorbed in air. This leads to a phenomena called self-locking. This behavior can occur when laser power is converted into heat by a weakly absorbing medium, in our case air, within a high finesse cavity [147]. Therefore, we had to pump the atmosphere out of the cavity as seen in Fig. 4.6. This would shift the enhancement cavity, misaligning the cavity modes. Unfortunately, the cavity mirrors (IC and HR) were under vacuum and could not be readjusted to compensate for this misalignment as the enhancement cavity was one rigid component. While we were able to get around this problem by applying pressure to right spots on the structure of the enhancement cavity, this method wasn’t ideal. Our new enhancement cavity design has the IC and HR mounted within externally movable housing that is non-rigidly connected to the rest of the enhancement cavity housing.

With these cavity modes, we can determine the amount of 243.1 nm power built up within the cavity as we scan over resonance. First, we have to remove the input coupler and carefully calibrate the transmission of the high reflector as a function of 243.1 nm laser using the GaP photodiode as shown in Fig. 4.6. We can then put the input coupler back in place, realign the cavity to achieve modes, and measure the new voltage on the photodiode while scanning the cavity length. Comparing this with the extrapolated calibrated curve, we can then determine the intracavity power. Using this method when scanning over the resonance, we saw a maximum intracavity power of 38 W with an input power of 420 mW. This corresponds to a buildup of $\approx 92$. We used a 1.5 % IC, which using Eq. 3.18 indicates a loss of $\approx 1$ % in the cavity from other sources. This matches the 1% estimate from the mirror manufacturer.
The enhancement cavity is kept on resonance using a Pound-Drever-Hall (PDH) locking scheme [148]. We generate sidebands on the fundamental radiation at 972.5 nm using an electro-optic modulator (EOM). The sidebands are also imprinted on the quadrupled radiation which are used to generate a PDH error signal for the DUV enhancement cavity. As with the doubling cavities we use a fast and slow piezo-electric transducer (PZT) to keep the cavity locked. In the doubling cavities, the PZT actuator followed the design in [149] which consisted of a mirror glued to a square PZT fixed on a massive mounting structure designed to damp resonances, which is crucial to maintain a stable lock. Light cannot transmit through this PZT actuator design. This design worked with the bowtie geometry as there were mirrors that did not need to transmit light. In a linear cavity, light

Figure 4.8: a) Cavity transmission as a function of frequency. The resonance width allows us to estimate the finesse to be $\approx 300$ with $> 80\%$ of the power in the TEM$_{00}$ mode. b) Image of cavity transmission with 31 W of intracavity power. The image was taken 65.5 cm after the output coupler with a build up of 75. c) Cavity transmission profile.
must be transmitted through both mirrors which required an annular fast PZT and an alternative mirror mounting procedure to damp low frequency resonances. We used the method presented in [150]. This required a fair amount of technical development on our part, but in the end it worked well and we were able to maintain a stable lock.

When locked, we could measure a peak intracavity power of 33.7 W circulating with a buildup factor of 80.4 and an input of 420 mW. The linear dependence of the intracavity power as a function of input power is shown in Fig. 4.9.

![Figure 4.9: Deep-UV enhancement and intracavity power as function of 243.1 nm input power. We see a linear increase with intracavity power as a function of 243.1 nm input power, and no signs that the enhancement decreases as input power increases.](image)

As indicated in Fig. 4.8a), this locked intracavity power is consistently 10% lower than the intracavity power measured while the cavity is scanned over resonance. By triggering an oscilloscope to the voltage measured on the GaP photodiode when the cavity is locked, we measured that it takes \( \approx 40 \text{ ms} \) for the locked power to decay from the expected scanned power to this lower, steady state locked value. This time scale is indicative of a thermal affect; therefore, we attribute this behavior
to heating of the cavity mirror coatings. We were concerned that this unwanted thermal effect degraded the quality of the intracavity mode. However, we monitored the transmitted beam profile simultaneously as the cavity was locked (as shown in Fig. 4.8b–c), and observed that the beam shape was nearly Gaussian with a profile that did not change noticeably with power.

As mentioned in the introduction to this chapter, short wavelength optics are known to degrade when exposed to high power radiation due to surface oxygen depletion [140] and hydrocarbon contamination [141]. The mirrors we used were dielectric mirrors designed for high power and reflectivity using electron beam evaporation with a SiO\textsubscript{2} top surface layer (LaserOptik GmbH). According to [140], this helps reduce oxygen depletion. Nonetheless, we designed our enhancement cavity to allow a continuous purge of ultra high purity oxygen gas onto the IC and HR (see Fig. 4.6). As we quickly learned, the oxygen was necessary. Without oxygen in the chamber the intracavity power would quickly degrade when the lock was engaged before the vacuum could even reach single-digit torr pressures. With a continuous flow of oxygen on the optics, this degradation would happen at lower pressures, \( \approx 500 \) mtorr. Below this pressure of fresh oxygen, the mirrors would degrade over the course of several minutes. When we examined the mirrors after degradation, we noticed a thin film that could be cleaned off with organic solvents. We also noticed that the degradation rate decreased when we thoroughly cleaned the vacuum chambers housing the cavity mirrors. Therefore, we believe the degradation is caused by hydrocarbon contamination instead of oxygen depletion. This occurs from the high power UV radiation cracking residual hydrocarbons in the vacuum that then become deposited on the mirror surfaces. This supports the findings in [141]. Furthermore, the findings in [140] showed that mirrors with a SiO\textsubscript{2} top surface (like the mirrors used here) help reduce oxygen depletion, also supporting our conclusion. With a thoroughly cleaned vacuum chamber and 500 mtorr of continuous flowing oxygen, we could keep the cavity continuously locked at > 30 W intracavity 243.1 nm power for an hour of operation.
4.4 Conclusion

We have demonstrated that a high-power 243.1 nm laser can be cavity enhanced by a factor of 80. With \( \approx 400 \) mW of available input power at the cavity, this led to intracavity powers of > 30 W. While this is half the power we need for practical laser cooling setups, we saw no evidence that the enhancement drops as power increases. With the post power scaled system, > 1 W of 243.1 nm output power is available. With the correct grade of UV fused silica, < 10% total loss on all the optics leading to the enhancement cavity should be possible, suggesting input powers on the order of 1 W are possible. This would lead to intracavity powers of 80 W, which exceed the required power for two-photon cooling as well as the proposed upgrades for increased precision on the muonium 1S-2S transition [32].

Unfortunately, operation of this cavity required 1/2 Torr of O\(_2\) on the mirrors. This is a technical challenge as spectroscopy and laser cooling experiments require high vacuum. This could be achieved through differential pumping, but a more attractive option are mirror coatings that don’t require oxygen. It is possible certain fluoride coatings could be a solution and we are investigating these options with laser coating manufacturers. As these manufacturers don’t have access to these levels of 243.1 nm power, our system is a testing ground for high-power, deep-UV optics. With the correct optics, a robust, 100 W intracavity power deep-UV cavity at 243.1 nm seems possible.
Chapter 5

Single Optical Scatter Capture of Hydrogen in a Magic Wavelength Dipole Trap

5.1 Introduction

The AC Stark shift of a laser red-detuned for a specific atomic transition can form an attractive potential for the ground state of the atom. This led to the first demonstration of optically trapped atoms in 1986 [151]. Since this demonstration, optically trapped atoms have proved invaluable for precision spectroscopy. Using magic wavelength optical traps [152, 153], in which the AC Stark shift is equivalent for both the ground and excited state of the spectroscopic transition, optical lattice clocks of neutral atoms have demonstrated frequency uncertainties at the $10^{-18}$ level [15]. While laser cooling would improve precision spectroscopy of hydrogen by reducing velocity effects, the ultimate precision could be achieved in the tight confinement of a magic wavelength optical lattice. Capturing hydrogen in a magic wavelength dipole trap would be the first step to realizing this goal. While the magic wavelength for the 1S-2S transition in hydrogen was recently calculated [144, 145], the general method for capturing atoms in optical traps requires robust laser cooling of the atomic sample beforehand. With the 243.1 nm powers we have demonstrated, we explored through simulations the feasibility of capturing hydrogen in a dipole trap using two-photon cooling.

In this chapter, we present a novel technique for capturing hydrogen in a magic wavelength dipole trap unique to hydrogen with its light mass and large recoil velocity. We demonstrate through Monte Carlo wave function simulations that hydrogen atoms can be captured in experimentally viable optical traps through a single two-photon cooling cycle, which we will refer to as a single scatter. The chapter begins with a brief review of the AC Stark shift and determination of the magic wavelength. Then, the proposed single scatter capture method for loading hydrogen
in a dipole trap is justified and presented. This method is then analyzed using Monte Carlo wave function simulations for atomic trajectories, determining the atomic flux necessary for reasonable capture rates. The chapter concludes with a discussion of extending these results to capture in optical lattices.

## 5.2 AC Stark Shift and Magic Wavelength

For the two-level atom interacting with laser radiation presented in 4.2, we saw that we could write the interaction Hamiltonian $\mathcal{H}'$ as

$$\frac{\hbar}{2} \begin{pmatrix} 0 & \Omega \\ \Omega & -2\delta \end{pmatrix} \begin{pmatrix} c'_g \\ c'_e \end{pmatrix} = \mathcal{H}' \begin{pmatrix} c'_g \\ c'_e \end{pmatrix} = i\hbar \frac{d}{dt} \begin{pmatrix} c'_g \\ c'_e \end{pmatrix},$$

(5.1)

where $\Omega = E_o \mu_{eg}/\hbar$ is the Rabi-frequency with $E_o$ the electric field amplitude of the laser, $\mu_{eg} = e \langle e | z | g \rangle$ the transition matrix element between the ground and excited state for $z$-polarized radiation, and $\delta = \hbar (\omega_l - \omega_{eg})$ the detuning of the laser frequency from the natural frequency of the transition. The eigenvalues for this interaction Hamiltonian give the shifted energies caused by the laser interaction, and they are

$$E_{1,2} = \frac{\hbar}{2} (-\delta \pm \sqrt{\delta^2 + \Omega^2}).$$

(5.2)

For $\Omega = 0$, Eq. 5.2 returns $E_1 = 0$ and $E_2 = -\hbar \delta$ which are the energies we expect when the levels are not perturbed by the laser interaction, which makes sense in the interaction picture as the levels are $\delta$ apart due to the detuning of the laser. As the laser intensity becomes non-zero, so does $\Omega$ and we see a shift from the detuning that is a light shift from the electric field of the laser. This is referred to as an AC Stark shift, and treating the electric field as a perturbation, we can rewrite Eq. 5.2 as
\[ E_{1,2} = \frac{\hbar}{2} (-\delta \pm \delta \sqrt{1 + \frac{\Omega^2}{\delta^2}}) \]  
(5.3)

\[ = \frac{\hbar}{2} (-\delta \pm \delta (1 + \frac{\Omega^2}{2\delta^2} + \mathcal{O}(\Omega^4))) \]  
(5.4)

\[ = \frac{\hbar}{2} (-\delta \pm \delta (1 + \frac{E^2_0\mu_{eg}}{2\hbar^2\delta^2} + \mathcal{O}(E^4_0))) \]  
(5.5)

From Eq. 5.5 we see that the energy shift for the two states is opposite in sign but equivalent in amplitude, given by,

\[ \Delta E_{1,2} = \pm \frac{E^2_0\mu^2_{eg}}{4\hbar\delta} \]  
(5.6)

\[ = \pm \frac{1}{4} \frac{e^2}{\hbar} \frac{|\langle e | z | g \rangle|^2}{\omega_{eg} - \omega_l} E^2_0 \]  
(5.7)

\[ = \pm \frac{1}{4} \alpha(z, \omega) E^2_0 \]  
(5.8)

where

\[ \alpha(z, \omega) = \frac{e^2}{\hbar} \frac{|\langle e | z | g \rangle|^2}{\omega_{eg} - \omega_l} \]  
(5.9)

is referred to as the electric dipole polarizability of an atom, which depends on the polarization \( z \) in this case, and frequency \( \omega_l \) of the interacting laser radiation. From the denominator of Eq. 5.7 we see that the electric field of a laser can shift the energy levels up or down depending on the detuning. We see that for blue-detuning \( \omega_l > \omega_{eg} \) the ground state in this two level system has its energy shifted up, while the excited state is shifted down. For red-detuning \( \omega_l < \omega_{eg} \), the ground state has its energy shifted down, while the excited state is shifted up. This is the physical mechanism behind optical traps. With an intense laser that is red-detuned, the ground state’s downward shift in energy forms an attractive potential that is large enough to capture atoms!
The AC stark shift determined by $\alpha$ in Eq. 5.9 was determined for a two-level system. As was the case with two-photon transitions, all the possible states in atom must be considered for an accurate determination of the AC Stark shift. This recasts the electric dipole polarizability for z-polarized light for the state $|n\rangle$ in the form [144]

$$\alpha(z,\omega_l) = \frac{2e^2}{\hbar} \sum_k \frac{\omega_{kn} |\langle k|z|n\rangle|^2}{\omega_{kn}^2 - \omega_l^2},$$  \hspace{1cm} (5.10)

where the sum over $\langle k|$ includes all the discrete virtual states of the system. The form shown here matches the form derived for the two-level atom in Eq. 5.9 since $\omega_{kn}/(\omega_{kn}^2 - \omega_l^2) = \omega_{kn}/[(\omega_{kn} - \omega_l)(\omega_{kn} + \omega_l)] \approx \omega_{kn}[2\omega_{kn}(\omega_{kn} - \omega_l)] = 1/2(\omega_{kn} - \omega_l)$ using the rotating wave approximation, which was used in deriving the form of $\alpha$ for the 2-level atom.

From Eq. 5.10, it is clear that different states $|n\rangle$ will in general have different polarizabilities. However, due to $\alpha$’s dependence on $\omega_l$ it is possible to find a value, called $\lambda_{magic} = 2\pi c/\omega_{lm}$ such that two states $|n_1\rangle$ and $|n_2\rangle$ have equal polarizabilities. This magic laser frequency ($\omega_{lm}$), called the magic wavelength, as explained in the introduction to the chapter is very important for spectroscopy of trapped atoms. Spectroscopists interested in studying a specific transition in an atom can trap the atom in a magic wavelength trap. Due to the equivalent polarizabilities of each state, both the levels of the transition experience the same AC Stark shift, allowing scientists to recover the natural transition frequency unperturbed by the strong trapping laser field.

This magic wavelength was recently calculated for the 1S-2S transition in hydrogen [144, 145]. They found in [145] $\lambda_{magic} = 514.6$ nm with $\Delta E_{1S,2S} = -221.6$ Hz/(kW/cm$^2$). As with the two-photon transition matrix calculation, the sum over an infinite number of states is challenging, and a common technique is to instead use Green’s functions that can be summed in close analytic form [145]. This formalism also enables consideration of the effect the continuous part of the spectrum has on $\alpha$, and provided a more accurate value than the first calculation done [144] that didn’t employ the Green’s function formalism.
5.3 Single Scatter Capture Feasibility and Procedure

The magic wavelength AC Stark shift of the 1S–2S transition in hydrogen, $\Delta E_{1S,2S} = -221.6$ Hz/(kW/cm$^2$), is small compared to typical atomic clock candidates, while the recoil energy of hydrogen at the magic wavelength, $T_{rm} = 72 \mu$K, is large in comparison. Therefore, deep traps would be needed to capture hydrogen effectively. Fortunately, developments in Yb-fiber amplifiers and progress in high power SHG with LBO promises large powers, $> 20$ W at $\lambda_{\text{magic}}$ [154, 155]. An enhancement cavity with a buildup of 1000 would give 20 kW. This intracavity power in a near concentric cavity with 50 mm ROC and 20 $\mu$m focus would give an intensity of $\approx 3$ GW/cm$^2$. The intensity on the mirrors would be $\approx 8$ MW/cm$^2$, which is well below the limits of the $\approx 100$ MW/cm$^2$ damage threshold tested in the IR [156]. In the visible, the threshold should be half that of the IR, which is still well above 8 MW/cm$^2$. Such buildup in a cavity suggests trap depths up to the $1000E_{rm} = 1000k_bT_{rm}/2 \approx 5 \times 10^{-25}$ J could be attainable, which is capable of trapping atoms with equivalent kinetic energy, $\approx 25$ m/s for hydrogen atoms.

Although large trap depths at the hydrogen magic wavelength are possible, loading such a trap without laser cooling proves ineffective. This is illustrated by a quick estimate of the loading rate using the standard procedure of capturing atoms in an optical trap by turning the trap field on as the atoms pass through it. Modeling after the current 1S-2S setup, a 6K hydrogen beam with flux of a $10^{15}$ atoms/sec would be a distance $d \approx 30$ cm from the trapping laser focus of $w_{om} = 20\mu$m. Treating the flux from the hydrogen beam as an effusive isotropic hemi-sphere of area $2\pi d^2$, the geometric overlap between this and the trapping region would be $g_t = 2w_{om}^2/(2\pi d^2) \sim 3 \times 10^{-9}$. Furthermore, only 0-25 m/s of atoms are trappable. Assuming a Maxwell-Boltzmann distribution for 6 K atomic beam, this leads to another loss of $m_t \approx 2 \times 10^{-5}$. Therefore, of the $10^{15}$ atoms/sec, only 60 atoms/sec that are trappable would pass through the trapping region. With a finesse of 1000 to build up to the 20 kW necessary for the trapping depth, the trap would build up in at most 0.3$\mu$s, meaning there is $\sim 2 \times 10^{-5}$ chance of trapping an atom in one trap ramp up time.

While this standard method for trapping hydrogen in a dipole trap seems improbable for hydrogen atoms without hydrogen already confined in a MOT, the large recoil energy of hydrogen offers
a unique method for loading a dipole trap—through rapid removal of excess kinetic energy by a UV cooling laser as the atom traverses the attractive trap potential (see Fig. 5.1). While similar ideas have been proposed and implemented for heavier atoms, these previous methods relied on optical pumping [157, 158] and Sisyphus cooling [159] techniques that required $N \gg 1$ photon scatters to remove the excess kinetic energy. For hydrogen, we will show that the energy removed from $N = 1$ photon scatters on the 1S-2S(2P) transition is enough to trap the atom in the 1S ground state of an existing dipole trap.

![Figure 5.1](image.png)

**Figure 5.1:** A hydrogen atom with initial velocity $v_\text{o}$ falling down a conservative, attractive dipole potential will increase in speed. A counter propagating UV cooling laser red-detuned to address atom velocities only possible near the bottom of the well can remove excess kinetic energy, trapping the atom in the conservative potential.

Using a simple 1D model for the conservative nature of an optical dipole trap potential, the velocity of an atom traveling through the potential is $v = \sqrt{2dU_\text{o}}/m + v_\text{o}^2$, where $d$ is the depth ($d = 0$ outside the trap and $d = 1$ at bottom), $U_\text{o}$ is the depth of the trap, $m$ is the mass of a hydrogen atom, and $v_\text{o}$ is the velocity of the atom entering the trap. For the case $v_\text{o} = 0$, this equation gives the minimum velocity, $v_{\text{min}} = \sqrt{2dU_\text{o}}/m$ an atom must have to escape the potential as a function of trap depth. Therefore, $v_e = v - v_{\text{min}}$ indicates the excess velocity of the atom that must be removed to trap an atom. The recoil velocity of hydrogen for the 1S-2S/2P transition is, $v_{\text{rc}} = 3.3$ m/s. FIG. 5.2 shows the number of recoils on this transition needed to trap
a hydrogen atom in a simple 1D potential for different starting velocities and trap depths in terms of the recoil energy at $\lambda_m$ of $E_{rm} = k_b * T_{rm}/2 = 5 * 10^{-28}$ J.

Figure 5.2: Excess velocity of an atom moving through a 1D potential as a function of potential depth. The excess velocity, $v_e$, is in units of the hydrogen recoil velocity for scattering on the 1S-2S transition, $v_{rc} = 3.3$ m/s, where the trap depth $d$, is in units of $U_o$.

For a single scattering event on the 1S-2S/2P transition, the atoms forward velocity will experience a change of $-v_{rec}$ during absorption, but anywhere from $-v_{rec}$ to $+v_{rec}$ during the random emission. Therefore, an atom’s forward velocity has the potential to be reduced by 0 to $2v_{rec}$ during a single scattering event. From FIG. 5.2, we see that for $v_o = 10$ or 20 m/s and $U_o = 1000E_{rm}$, as well as $v_o = 10$ m/s and $U_o = 300E_{rm}$, the atom is potentially trappable from a single scattering event in a significant portion of the potential.

Extending this simple 1D picture to a realizable experimental setup, a proposed capture method is shown in Fig. 5.3. A traveling Gaussian wave magic wavelength dipole trap with potential
\[ U_m(x, y, z) = U_o \frac{w_{om}^2}{w_m^2(z)} \exp\left[-\frac{2(x^2 + y^2)}{w_m^2(z)}\right], \] (5.11)

where \( w_{om} \) is the beam waist at the focus of the magic wavelength radiation. The beam waist depends on \( z \), \( w_m^2(z) = w_{om}^2[1 + (z/z_{rm})^2] \) where \( z_{rm} = \pi w_{om}^2/\lambda_m \) is the Rayleigh length. The peak trap depth is defined by the calculated AC Stark shift, and is \( U_o = \Delta E_{1S,2S} I_{om} \), where \( I_{om} = 2P_{om}/(\pi w_{om}^2) \) is the intensity of the magic wavelength laser with power \( P_{om} \). This dipole trap potential will intersect orthogonally with a travelling Gaussian wave cooling laser beam, with intensity given by

\[ I_c(x, y, z) = I_{oc} \frac{w_{oc}^2}{w_c^2(x)} \exp\left[-\frac{2(y^2 + z^2)}{w_c^2(z)}\right]. \] (5.12)

A cryogenic beam aligned nearly anti-parallel to the cooling laser is placed a given distance from the intersection of these two beams, which we will call the trapping region, with area \( A = 2w_{om} \times 2w_{oc} \). As the atom passes through the trapping region, its speed in the x-direction will increase, coming in resonance with the red-detuned cooling laser.

The two possible scattering cycles that start and end in the 1S state are the same as the cooling cycles proposed for single-photon and two-photon cooling hydrogen. For the single-photon cooling cycle, Lyman-\( \alpha \) radiation would excite from the 1S-2P and decay rapidly back to the 1S due to the short lifetime of the 2P state. There are two challenges with this single-photon absorption approach. The first is the limited interaction time of the atom with the Lyman-\( \alpha \) radiation. Scattering rates on the order of \( 10^6 \) s\(^{-1} \) are necessary to insure the radition interacts with the atom since a 20 m/s atom will cross a 20 \( \mu \)m standing wave beam waist in \( \sim 1 \) \( \mu \)s. For Lyman-\( \alpha \) light, the 1S-2P transition can be excited with a scattering rate on resonance of \( 4.4 \times 10^3 I \) s\(^{-1}(W/m^2)^{-1} \). Currently, the best CW Lyman-\( \alpha \) sources can output \( \sim 1 \) nW of power [160, 161]. Focused to 20\( \mu \)m, this would give scattering rates of \( < 0.01 \times 10^6 \) s\(^{-1} \). Furthermore, while the 1S and 2S levels experience the same, red-detuned AC stark shift in the magic wavelength trap, the 2P AC stark shift is
Figure 5.3: The proposed experimental setup for capturing hydrogen in a dipole trap. A cryogenic hydrogen beam will emit in the +x direction, some distance from the trapping region. As the atoms pass through the trapping region, the 243 nm radiation can remove excess kinetic energy of the atoms capturing them. A quenching field overlaps with this region in order to mix the 2S and 2P states. For the simulations done here, $w_{om} = 30 \mu m$, and $w_{oc} = 20 \mu m$.

approximately an order of magnitude larger and blue-detuned, $\Delta E_{2P} = 3011 \text{ Hz/(kW/cm}^2\text{)}$ [162]. Therefore, as seen in Fig. 5.4, relative to the 1S and 2S energy levels, the 2P energy level will vary as the atom passes through the trap, preventing Lyman-$\alpha$ radiation from staying on resonance and decreasing the already limited scattering rate further.

As the 1S and 2S have the same Stark shift in the magic wavelength trap, the 243.1 nm radiation frequency doesn’t face the changing energy level problem that a 1S-2P transition would. Furthermore, the large 243.1 nm power demonstrated by our laser system promise scattering rates $> 10^6$ s$^{-1}$, increasing the likelihood an atom passing through the trap interacts with laser. However, the quenching from the 2S to 2P is complicated as the energy separation between these states depends on the position of the atom in the trap. This, in turn, introduces a position dependent AC stark shift of the 2S state as a result of the microwave field. Therefore, in the end, the correct laser frequency to address the 1S-2S transition depends on the Doppler shift of the atoms and microwave AC stark shift of the 2S state, while the correct microwave frequency to address 2S-2P transition depends on
Figure 5.4: Energy levels of interest for single scatter cooling capture. The 243.1 nm radiation excites atoms from the 1S $m_j = 1/2$ to 2S $m_j = 1/2$, upon which a z-polarized microwave field mixes this 2S state with the 2P $m_j = 1/2$ state, enabling decay back to the 1S $m_j = 1/2$ or $m_j = -1/2$ state. Due to large hyperfine splitting of the 1S state, the 1S $m_j = -1/2$ state is off-resonant with the two-photon excitation. The transition frequency between the 2S and 2P states depend on the position of the atom in the trap, as the 2S and 2P states have different AC Stark shifts. The atoms are placed in a static magnetic field of 0.17 T, which separates the levels and enables the system to be modeled as a 3-level system through distinct separation of different $m_j$ states.

the dipole trap and microwave AC stark shift of the 2S and 2P levels, all of these shifts dependent on the position of the atom in the trap.

Ultimately, we are interested in the probability an atom passing through the dipole trap will scatter. However, the variety of field shifts that are position dependent make it challenging to quantify the linewidth of the mixed 2S/2P state as well as the detuning from resonance for both the 1S-2S and 2S-2P transitions; therefore, a standard steady state scattering rate equation like the one used in 4.2 to analyze two-photon cooling cannot be used. Instead, we have chosen to keep track of the atomic trajectory as well as its population in each of the three levels using a Monte Carlo wave function approach.
5.4 Simulation Procedure

The Schrodinger equation for our 3-level system can be written as

$$\hbar \begin{pmatrix} -\omega_1 & \Omega_1 \cos [(k lv_x + \omega_l)t] & 0 \\ \Omega_1 \cos [(k lv_x + \omega_l)t] & 0 & \Omega_2 \cos \omega q t \\ 0 & \Omega_2 \cos \omega q t & \omega_2(x, y, z) - i \Gamma_2 P/2 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \end{pmatrix} = i \hbar \begin{pmatrix} \dot{a} \\ \dot{b} \\ \dot{c} \end{pmatrix}$$

(5.13)

where \(a, b, c\) correspond to the 1S, 2S, and 2P states of interest. The laser frequency is \(\omega_l\), which is double the frequency of the 243.1 nm radiation, \(\omega_1\) is the natural separation between the 1S-2S, and \(v_x\) the speed of the atoms. The Rabi frequencies between the 1S and 2S and 2S and 2P are respectively \(\Omega_1\) and \(\Omega_2\). The Rabi frequency of the 243 nm laser is defined as \(2[2\pi \beta_{1S2S} I_c(x, y, z)]\) where \(\beta_{1S2S} = 3.68 \times 10^{-5} \text{ Hz/(W/m}^2\text{)}^{-1}\) and \(I_c(x, y, z)\) is defined in Eq. 5.12. For the simulations run here, \(w_{oc} = 20\mu\text{m}\), while \(P_{oc}\) is varied between 1-30 W. The Rabi frequency of the microwave quenching field does not have position dependence over the trapping region as the beam must have a waist of \(\sim 1\) cm or larger. The frequency of the microwave quenching radiation is \(\omega_q\). The trap dependent energy separation between the 2S and 2P levels is \(\omega_2(x, y, z) = \omega_2 + 2\pi h[U_{2P}(x, y, z) - U_{2S}(x, y, z)]\), where \(\omega_2\) is the natural energy separation between the 2S and 2P states and \(U\) is the energy shift of the 2S and 2P states in the trap which can be found using Eq. 5.11. Using the rotating wave approximation for the 1S and 2S levels, this can be written as

$$\begin{pmatrix} \delta_1 & \Omega_1/2 & 0 \\ \Omega_1/2 & 0 & \Omega_2 \cos \omega m t \\ 0 & \Omega_2 \cos \omega m t & \omega_2(x, y, z) - i \Gamma_{2P}/2 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \end{pmatrix} = i \begin{pmatrix} \dot{a} \\ \dot{b} \\ \dot{c} \end{pmatrix}$$

(5.14)

where \(\delta_1 = \omega_l - \omega_1 + (\omega_l/c)v_x\) is the Doppler accounted detuning between the 1S and 2S.
Using \vec{\mathcal{F}} = -\vec{\nabla}U_m, where \( U_m \) is defined in Eq. 5.11, we use a symplectic integrator to solve for the trajectory of the atom as it moves through the trapping region. For the simulations here, \( w_{om} = 30 \mu m \) and \( P_{om} = 20 \) kW, giving \( U_{om} \approx 5 \times 10^{-25} \) J. At each step in the symplectic integrator, we use 4th order Runge-Kutta to solve the three differential equations in Eq. 5.14, which lets us keep track of the population in each of the three levels. Following the Monte Carlo wave function approach [163], after each step, the probability of a cooling scatter is simply \( P = \Gamma_{2P} dt |c|^2 \), where \( dt \) is the integration time step, versus the probability of photoionization \( P_{\text{photo}} = 2\pi \beta_{\text{ion}} |b|^2 \) where \( \beta_{\text{ion}} = 1.2 \times 10^{-4} \) Hz (W/m\(^2\))\(^{-1}\) [27]. Due to the short lifetime of the 2P state, decay from this state is dominant over photoionization. We have found no difference in our results when including photoionization from the 2P state into the photoionization probability. The scatter probability is compared to a number chosen randomly over a uniform distribution from 0 to 1, \( \epsilon \). If \( \epsilon > P \), a scatter does not occur, the levels are renormalized to account for the non-Hermitian behavior of the Hamiltonian [163], and the numerical integration continues. If \( \epsilon < P \), then a scatter does occur. In this case, the atom experiences a reduction in it’s x-velocity of 3.3 m/s, followed by a random spontaneous emission that we treat as isotropically in space (this is an approximation as it would actually follow a dipole radiation pattern). The atom’s kinetic energy \( K \) is then recalculated. If \( K + U > 0 \) the scatter did not successfully trap an atom and the trajectory is considered lost. If \( K + U < 0 \), the atom is trapped. This trapped value \( T \) is defined between 0 and 1, depending on the probability the trapped atom may have photoionized before becoming trapped. If \( P_{\text{photo}} > 1 \), then \( T = 0 \). For a single trajectory through the well, this process is run a large number of times to simulate the stochastic nature of the scattering process, summing \( T \) for each run.

5.5 Simulation Results

5.5.1 Single Trajectory

Due to the varying number of position dependent energy shifts of both the 2S and 2P levels, which depend sensitively on the quenching amplitude, it is challenging to predict the optimal frequency of \( \omega_l \) and \( \omega_q \). To determine this, we fix the quenching amplitude \( \Omega_2 \) at a value that
would maximally couple the 2S and 2P states for their natural fixed energy separation of \( \approx 10 \) GHz, \( \Omega_2 = 5 \times 10^9 \text{ s}^{-1} \). We then determine the probability of capturing an atom, \( C \), passing at a 10 degree angle with \( v_{o,x} = 13 \text{ m/s} \) through the trapping region for different values of \( \omega_l \) and \( \omega_m \). The 10 degree angle insures that the atom only passes through the 243 nm beam as it approaches the trapping region, preventing photoionization or scattering before this region. The results are shown in Fig. 5.5 for \( \Omega_2 = 5.0 \times 10^9 \text{ rad/s} \) and \( P_{o,243} = 12.5W \). We can understand the results as follows. Near the bottom of the trap, where an atom is most likely to be captured if scattered, the speed is \( \approx 25 \text{ m/s} \) for \( v_{o,x} = 13 \text{ m/s} \), which corresponds to a first order Doppler shift of \( \approx 0.2 \text{ GHz} \). As well, near the bottom of the trap, due to the AC stark shift of the trap on the 2S and 2P, their separation is \( \approx 20 \text{ GHz} \). From these values, we see that for \( \omega_m < 20 \text{ GHz} \), the quenching field is red-detuned and the AC stark shift of the quenching field shifts the 2S level down. Therefore, the frequency of \( \omega_l \) needs to be further red-detuned to address the 1S-2S transition. For \( \omega_l > 20 \text{ GHz} \), the quenching field is blue-detuned and the AC stark shift of the quenching field shifts the 2S state higher in energy. Therefore, the frequency of \( \omega_l \) needs to be blue-detuned to address the 1S-2S transition. As this AC stark shift of the quenching field increases in amplitude as \( \omega_q \) approaches the natural energy separation of \( \approx 20 \text{ GHz} \), we see that the detuning of \( \omega_l \) increases when approaching this condition.

From Fig. 5.5 we can fix the detuning of the quenching field and cooling laser at judicious values and explore how the amplitude of both these fields affect the loading rate, with results shown in Fig. 5.6. We can understand the results as follows. As \( \Omega_2 \) was fixed at \( 5 \times 10^9 \text{ rad/s} \) for exploring the detuning, we see this quenching amplitude is the most favorable for capturing. At higher amplitudes, the 2S level is shifted too high relative to the fixed 243 nm laser detuning, and only high 243 nm powers are able to overcome this decreased scattering rate from the 1S-2S. However, for lower quenching amplitudes, this problem is lessened. The reason at these amplitudes the capture rate doesn’t increase with intensity is that the photoionization rate that affects the capture rate increases with larger intensity.
Figure 5.5: Capture probability as a function of 243.1 nm detuning and quenching detuning. For this simulation, $\Omega_2 = 5.0 \times 10^9 \text{ s}^{-1}$, and $P_{oc} = 12.5 \text{ W}$.

Figure 5.6: Capture probability as a function of 243.1 nm radiation and microwave quenching power. For this simulation, $\delta_1 = -1.0 \times 10^9 \text{ s}^{-1}$, and $\omega_2 = 21 \text{ GHz}$.

Due to the large intensities of the 243.1 nm laser, atoms captured that remain within the 243.1 nm laser have a significant chance of photoionizing. Therefore, the total loading rate into the trap can be approximated as
\[
\frac{dN}{dt} = \Phi C - LN
\]  
(5.15)

where \( N \) is the number of atoms loaded, \( \Phi \) is the atomic flux through the trapping region, \( C \) is the capture probability and \( L \) is the loss rate. This differential equation asymptotes at

\[
N_{max} = \Phi \frac{C}{L}
\]  
(5.16)

Minimizing the loss is possible by restricting captured atoms as those that decay to the \( m_j = -1/2 \) level of the 1S state. Due to the large hyperfine splitting of the 1S state in hydrogen, this state is off resonant with the 243.1 nm radiation by \( \approx 0.70 \) GHz in the chose chosen magnetic field of 1700 Gauss (see Fig. 5.4). To calculate \( L \) we consider the worst case scenario for a captured atom, in which \( x = 0 \) and \( v_z = v_y = 0 \), which keeps the atom contained in most intense region of the 243.1 nm radiation. While this scenario isn’t true for a dipole trap, as the spontaneous decay will give non-zero \( y \) and \( z \) velocities, it does approximate loading into a lattice where tight confinement of the standing wave wells would keep the atom trapped in the 243.1 nm interaction region. We consider any scatter or photoionization from the off resonant state a loss. Averaging the scattering probability and photoionization probability using Eq. 5.14 with \( \omega_{offres} = \omega_1 + 2\pi \times 0.72 \times 10^9 \) Hz, for several oscillations in the trap, we can determine the loss rate \( L \). This loss rate is shown in Fig. 5.7 for different laser and quenching intensities. As expected, the loss rate decreases as these two intensities decrease.

From Figs. 5.6 and 5.7, we can determine \( C/L \), which from Eq. 5.16, tells us the number of trapped atoms we could expect for a specific atomic flux. This is shown in Fig. 5.8. As seen, with \( P_{oc} < 10 \) W and \( \Omega_2 < 5 \times 10^9 \) rad/s, is an optimal region of \( C/L \approx 0.001 \). Therefore, with atomic fluxes of \( \sim 10^6 \) atom/s, it would be possible to load \( \sim 1000 \) atoms into the dipole trap.
Figure 5.7: Loss rate as a function of 243.1 nm radiation and microwave quenching power. For this simulation, $\delta_1 = -1.0 \times 10^9$ s$^{-1}$, and $\omega_q = 21$ GHz.

Figure 5.8: Capture to loss ratio as a function of 243.1 nm radiation and microwave quenching power. For this simulation, $\delta_1 = -1.0 \times 10^9$ s$^{-1}$, and $\omega_q = 21$ GHz.

5.5.2 Multiple Trajectories

The previous result was for a single trajectory passing through the center of the trapping region, so it isn’t appropriate to speak about flux. Using the optimal parameters for this single trajectory; though, we can determine the capture probability over the entire trapping region by analyzing trajectories entering the trap at various values of y and z. The results are shown in Fig. 5.9
Figure 5.9: Capture rate as a function of position in the trapping region. For this simulation, $\delta_1 = -1.0 \times 10^9 \text{s}^{-1}$, $\omega_q = 21 \text{ GHz}$, $\Omega_2 = 5.0 \times 10^9 \text{s}^{-1}$, and $P_{oc} = 10 \text{ W}$.

Averaging over the trajectories in Fig. 5.9, the average capture value is $\bar{C} = .04$, whereas the loss rate for the parameters here is $\mathcal{L} = 320 \text{ s}^{-1}$. Therefore $\bar{C}/\mathcal{L} = 0.00012 \text{ s}$, requiring atom flux through the region on the order of $10^4 \text{ atoms/s}$ in order to load more than 1 atom. This type of flux could be possible with a dilution refrigerator placed close to the trapping region. Hydrogen dilution refrigerators can have fluxes from $10^{12}$-$10^{15} \text{ atoms/sec}$ at temperature of $\sim 0.5 \text{ K}$ [164]. As seen in Fig. 5.10, the capture rate has a $\approx 2 \text{ m/s}$ range. Using the Maxwell-Boltzmann distribution at 0.5 K, approximately 1 % of the atoms would exist between 12-14 m/s. If the dilution refrigerator was placed 1 cm away from the trapping region, the geometric overlap between a 1 cm hemisphere and trapping region of 30x20 $\mu\text{m}$ is $3 \times 10^{-6}$. Taking into account that only 35 % of captured atoms decay to the off-resonant state, this would give an atom flux of $\Phi_{\text{trap}} = \Phi_{\text{total}} \times m_t \times g_t \times b_t \approx 10^4 - 10^7$ capturable atoms/sec passing through the trapping region, where $\Phi_{\text{total}}$ is the total atom flux from the dilution refrigerator, $m_t$ is the amount of atoms in the correct velocity range, $g_t$ is the geometric overlap, and $b_t$ is the branching ratio to the off resonant state. This value means 1-1000 atoms could be loaded into the trap. This is the worst case scenario of the atom remaining in the 243 nm beam, which would be true for a lattice. However, in a dipole trap a captured atom will gain on average 1 m/s of velocity in the z-direction. The
Rayleigh range of the magic wavelength trap is 5 mm, and the atoms would have to travel twice this distance before it re-enters the 243 nm beam. Therefore, the ratio of time spent in the 243 nm beam versus outside would be $\sim 0.005$. This would therefore increase the estimates given by the worse case scenario by $\sim 500$, meaning 500-500,000 atoms could be trapped in the dipole trap in the best case scenario.

![Figure 5.10: Capture rate as a function of initial velocity into the trapping region. For these simulations $\delta_1 = -1.0 \times 10^9 \text{ s}^{-1}$, $\omega_q = 21 \text{ GHz}$, $\Omega_2 = 5.0 \times 10^9 \text{ s}^{-1}$, and $P_{oc} = 10 \text{ W}$.](image)

Another option for loading atoms into the dipole trap is modeled off of ease of implementation into the current 1S-2S setup [5]. In the current design, a 6 K atomic beam of hydrogen is approximately 30 cm from the 1S-2S spectroscopy region. In this configuration, $m_l = 5.5 \times 10^{-7}$ and $g_l = 3.3 \times 10^{-9}$. Therefore, even though atomic fluxes from the atomic beam of $10^{15}$-$10^{18}$ atoms/sec are possible, only 0-10 capturable atom/sec would pass through the trapping region. One way to increase this flux is through use of Helmholtz coils as shown in Fig. 5.11, which can slow down and focus atoms into the trapping region.

The magnitude and gradient of the magnetic field generated by these Helmholtz coils are shown in Fig. 5.12. As seen the magnitude has a maximum as the atoms approach the trapping region. Furthermore, the gradient of the field is linear in $r$, which means $F_r \approx -\alpha(z)\mu B_m r$, where $B_m$ is the max magnetic field, and $\alpha(z)$ is a coefficient of the field gradient. Following [165], this behavior models that of a lens and there is an effective focal length of the coils that depends
Figure 5.11: A proposed experimental setup modeled on the current 1S-2S spectroscopy set up. A cryogenic hydrogen beam will emit in the +x direction, 30 cm from the trapping region. On the way to this region, the atoms are decelerated and focused using Helmholtz coils. The focus of the desired atom velocity class atom is placed at the intersection of the foci of the dipole trap and 243 nm radiation. Here, the 243 nm radiation can remove excess kinetic energy of the atoms as they pass through the lattice wells, capturing them. A quenching field overlaps with this region in order to control the 243 nm interaction.

Figure 5.12: a) Magnetic field magnitude b) Magnetic field gradient

on the kinetic energy of the atoms. For these simulations we model the Helmholtz coils using a grid of magnetic field values calculated using superposition of current carrying loops with the analytic form found in [166]. The potential energy of this field can be calculated and added to the potential created by the dipole trap, thus affecting the atomic trajectory. For a radius of \( R = 2 \text{ cm} \), a length of \( L = 1 \text{ cm} \), 4 layers, a gap of \( R/2 \), and 2.5 mm diameter copper wires, 210 A of current applied to each coil creates a 0.17 T max B-field. Each current would generate 370 W of heat that

119
would need dissipation, which is manageable in vacuum. The coil configuration here slows atoms between 45.5-46 m/s atoms to 13-14 m/s, and focuses them 2.5 mm after the center of the coils. This configuration is arbitrary, and many other velocity classes and focal positions can be made by adjusting the coil parameters.

In Fig. 5.13(a), we see the distribution of atoms without a magnetic field that have propagated 30 cm from the discharge nozzle. The angular spread is limited to atoms contained within a 7 mm radius at this distance from the nozzle. In Fig. 5.13(b), we see the focusing effects of the Helmholtz coils, which tightly focuses the atoms from a 7 mm radius distribution to an ≈ 100 µm distribution. From this we can determine the increase in flux of atoms passing through trapping region as the ratio of these two areas as ≈ 5 × 10^3. In this case the flux through the trapping region is Φ_{trap} = Φ_{total} × m_t × g_t × b_i × f_l. Here, Φ_{total} is 10^{15} - 10^{18} atoms/s, m_t = 9.5 × 10^{-6}, g_t = 2.7 × 10^{-4}, and f_l = 0.20 is the fraction of focused atoms that pass through the trapping region. Overall, this gives 10^5-10^8 capturable atoms/sec passing through the trapping region, meaning in the worst case scenario, ∼ 10-10^4 atoms could be loaded, and ∼ 5×10^3-5×10^6 in the best case scenario.

Figure 5.13: a) atomic trajectory distribution without magnetic field focusing at x = 0 m b) atomic trajectory distribution with magnetic field focusing at x = 0 m
5.6 Conclusion

We have shown through simulations that with the 243.1 nm power readily available from our laser system, hydrogen could be captured in a 1S–2S magic wavelength dipole trap with a single two-photon cooling cycle. This technique is novel to hydrogen and its large recoil velocity, and complements recent ideas and interest in capturing hydrogen and anti-hydrogen in magic wavelength optical traps [144,167].

Accounting for loss of captured atoms from photoionization and scattering with the intense 243.1 nm cooling beam, we estimate that $\sim 10^3 - 10^6$ atoms could be loaded into a magic wavelength dipole trap with realizable cryogenic atomic sources. If we model trapped atoms as if they were tightly confined in the standing wave wells of an optical lattice, this estimate drops to $\sim 1 - 10^3$ atoms. However, to appropriately treat this method with an optical lattice would require treating the motion of hydrogen atoms quantum mechanically. This is because the de Broglie wavelength for the hydrogen atoms we treated here ($v \approx 10$ m/s) is $\approx 50$ nm, which would be on the same order as the spacing between wells in a magic wavelength optical lattice of $\lambda_{\text{magic}}/2 \approx 250$ nm. An alternative to direct loading into an optical lattice would be to first capture them in a dipole trap using the methods presented here, and then retroreflect the laser creating the trap back onto itself, forming a standing wave lattice potential. While all these methods would be technically challenging to implement, these ideas should be pursued further as optical trapping of hydrogen could open the door to a new era of high precision studies of hydrogen.
Chapter 6

Summary

The hydrogen 1S–2S two-photon transition was first observed by Hänsch et al. [168]. Over the following four decades, the continued improvement in the spectroscopy of this transition has led to increasingly precise determinations of the Rydberg constant and proton charge radius—ultimately providing a stringent test of quantum electrodynamics [7]. The importance of the 1S–2S transition stems in part from the simplicity of hydrogen, which makes it amenable to theoretical study, and also from its narrow natural linewidth of only 1.3 Hz.

When reviewing the well-known measurements of the 1S–2S transition, one can also observe a continual refinement of the spectroscopy lasers used—first, by a transition from pulsed to continuous-wave (cw) lasers [28, 169] and then by an increase in power, coherence and robustness [29, 30, 42, 170, 171]. The most recent result was reported by the Hänsch group in 2011, in which they determined the transition to a fractional frequency uncertainty of $4.2 \times 10^{15}$ [5]. By that time, the UV laser source had evolved to an all solid state system that produced 13 mW of 243 nm cw radiation. This radiation was then cavity enhanced to 368 mW within the hydrogen spectrometer. In addition to the impressive intracavity power, this radiation source possessed an extremely narrow linewidth of $\approx 1$ Hz which is commensurate with the hydrogen 1S–2S transition width itself. More recently, in 2013, Beyer et al. [17] reported on a 243.1 nm laser which was capable of producing 75 mW before cavity enhancement and up to $\approx 1$ W intracavity power through cavity enhancement.

Motivated by this long line of work, and building off these past accomplishments, we developed the high-power coherent cw 243.1 nm laser system presented in this dissertation. A notable distinction from our system versus previous systems is the use of a Yb-fiber amplifier to generate $> 10$ W of narrow linewidth power at 972.5 nm. Through frequency conversion, these new levels of IR power enable our system to generate $> 1$ W of 243.1 nm output powers. With this amount of 243.1 nm radiation, we have pushed deep-UV cavity enhancement to $> 30$ W of intracavity
power, and with improvements to our system, these powers should reach > 60 W. With this power, two-photon cooling a cryogenic hydrogen beam is realizable. This goal is the primary motivation behind this laser system, as a laser that could robustly cool hydrogen would serve as an invaluable tool for the high precision hydrogen spectroscopy community. As discussed extensively in Chapter 1, besides laser cooling, a frequency converted, coherent high-power laser tunable from 243–244 nm is useful in several other ways. For instance, with high power 243.1 nm radiation, the 1S–2S transition could be excited with laser beams of large transverse dimensions, which could decrease transit-time broadening and increase the proportion of atoms in the atomic beam that are excited. With the recent trapping of anti-hydrogen in its ground state, a larger beam would also prove beneficial in mitigating the difficulties created by the low number of trapped anti-hydrogen atoms available. In regards to other exotic atoms, spectroscopy of positronium and muonium would benefit from high-power 486.3 nm and 244 nm radiation, respectively, as these measurements face low detection rates and would benefit from increased laser power. Lastly, as shown in Chapter 5, a high power 243.1 nm laser offers a unique and novel method for capturing hydrogen in a magic wavelength dipole trap through a single two-photon cooling cycle.

A coherent, high-power 243.1 nm laser can also efficiently populate the metastable 2S state. Nearly all the spectroscopic transitions contributing to the proton radius puzzle are 2S–nS/P/D transitions, and would benefit from a greater flux of metastable atoms. For instance, the 2S–8S/D measurements strongly impact the determination of the proton radius due to their relatively narrow linewidth. The past measurements used a thermal hydrogen beam and electron impact to populate the 2S state. Using a cryogenic hydrogen beam and the 243.1 nm power demonstrated in this dissertation to populate the 2S state would increase statistics and reduce a large number of systematics present in the previous measurements. This is the thrust of current work in our lab, and the experimental overview is shown in Fig. 6.1. As seen in Fig. 6.1, we will use cavity enhanced 243.1 nm radiation to efficiently populate the 2S state. Therefore, the design we are implementing for these planned measurements builds heavily on what we learned in building the deep-UV enhancement cavity presented in Chapter 4.
Figure 6.1: Experimental apparatus. A cryogenic atomic hydrogen beam is formed with a cold nozzle and then collimated with a series of apertures. In an evacuated region with electromagnetic field control, the atomic beam will first pass a 243.1 nm laser beam (to drive the 1S–2S transition) followed by 778 nm beam (for spectroscopy of the 2S–8S/D transitions). Both optical beams will be within power enhancement cavities. The atoms will then proceed to a detection region where the remaining 2S population is detected.

Following these 2S–8S/D measurements, the two-photon cooling setup will be developed. This will require increasing the deep-UV intracavity power from 30 to 60 W, and a non-trivial amount of work in overlapping the cryogenic hydrogen beam with the intracavity radiation. As shown in Fig. 6.2, we will use a transverse magnetic guide to overlap the cryogenic beam with the cavity enhanced 243.1 nm power. Also in this region will exist a microwave wave guide to provide the necessary mixing of the 2S and 2P states. To keep the atoms magnetically trapped, the microwave field must only mix the $2S_{1/2} m_j = 1/2$ state to the $2P_{3/2} m_j = 3/2$ state so that population will only decay to the $1S_{1/2} m_j = 1/2$ state. This state selection is possible with the use of an axial magnetic field. Chirping the 243.1 nm frequency will keep the atoms on resonance with the radiation as they are slowed down, and the laser-cooled hydrogen can be magnetically guided out of the enhancement cavity for further tests with laser cooled hydrogen. For instance, this system could generate a high flux hydrogen beam with average velocities of $\sim 10$ m/s, which could then be used to load a dipole trap using the method presented in Chapter 5.

While a laser cooled hydrogen beam would help mitigate the motional effects that limit spectroscopy of hydrogen, ultimately, tight spatial confinement in a magic wavelength optical trap would be the ideal solution. Capturing hydrogen in a magic wavelength dipole trap was simulated
in Chapter 5, and the simulation parameters were modeled on physically realizable, albeit technically challenging, experimental parameters. The experimentally feasibility of this design should be explored further, as well as its translation to trapping anti-hydrogen in the current anti-hydrogen magnetic traps. If realizable, such a result would have great scientific worth and should be pursued intensely. Confinement in an optical trap opens up the possibility of a (anti)hydrogen optical lattice clock, which could revolutionize high precision spectroscopy of (anti)hydrogen, enable a definition of time purely linked to fundamental constants, and shed light on the perplexing asymmetry between matter and anti-matter in our universe. It is clear that the future of (anti)hydrogen spectroscopy is still rich with opportunities.

Richard Feynman, one of the founders of QED, once commented: “There’s a reason physicists are so successful with what they do, and that is because they study the hydrogen atom and the helium ion and then they stop [172].” While this statement is clearly a quip as scientists have achieved incredible success outside of studies of hydrogen, hydrogen has had an illustrious history. Hydrogen was pivotal in our development of quantum mechanics and QED, and through its continued tests of QED, probing of fundamental constants, and future tests of CPT symmetry, hydrogen
spectroscopy continues to fuel scientific progression. We hope the laser system and simulations presented in this dissertation aids in this progression, and we are excited to see the work done here adapted by groups interested in pushing the frontiers of precision spectroscopy on hydrogen and hydrogen-like systems.
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