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ABSTRACT

DESIGN AND SYNTHESIS OF HYBRID NANOPHOTONIC-ELECTRI

NETWORK-ON-CHIP ARCHITECTURES

With increasing application complexity and improvants in CMOS process technology,
chip multiprocessors (CMPs) with tens to hundrefisares on a chip are today becoming a
reality. Networks on Chip (NoCs) have emerged asaable communication fabric that can
support high bandwidth communications in such nva$gi parallel multi-core systems.
However, traditional electrical NoC implementaticiaglay face significant challenges due to
high data transfer latencies, low throughput, aigth [power dissipation. Silicon nanophotonics
on a chip has recently been proposed to overcomgations of electrical wires. However,
designing and optimizing hybrid electro-photonic Q$o requires complex trade-offs and
overcoming many design challenges such as thetmadd, power, and crossing loss overheads.

In this thesis, these challenges are addresseddppsing novel hybrid electro-photonic
NoC architectures and novel synthesis hybrid No@mé&works for emerging CMPs. The
proposed hybrid electro-photonic NoC architectunesdesigned for waveguide-based and free-
space-based silicon nanophotonics implementatibngse architectures are optimized for low-
cost, low-power, and low-area overhead, supporanya reconfiguration to adapt the changing
runtime traffic requirements, and have been adafaetioth 2D and 3D CMPs. The proposed
synthesis frameworks utilize various optimizatidgoaithms such as evolutionary techniques,
linear programming, and custom heuristics to penfoapid design space exploration of hybrid

electro-photonic (2D and 3D) NoC architectures analde-off performance and power



objectives. Experimental results indicate a stramgtivation to consider the proposed
architectures for future CMPs, with several ordgranagnitude reduction in power consumption
and improvements in network throughput and accassdies, compared to traditional electrical
2D and 3D NoC architectures. Compared to otheripusly proposed hybrid electro-photonic
NoC architectures, the proposed architectures @ shown to have lower photonic area
overhead, power consumption, and energy-delay ptodwhile maintaining competitive

throughput and latency. Unlike any prior work tdejaour synthesis frameworks allow further
tuning and customization of our proposed architestuto meet designer-specific goals.
Together, the architectural and synthesis frameveoritributions bring the promise of silicon

nanophotonics in future massively parallel CMPsetdo reality.
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1 INTRODUCTION

This chapter outlines design challenges for moaéip multiprocessor (CMP) based on
ever increasing application performance and poveguirements. Network-On-Chip (NoC)
communication fabrics in CMPs have led to a pamadighift from classical bus based
architectures to on-chip communication networksyéner these network architectures still need

to overcome a number of major challenges, whichal® discussed in the chapter.

1.1 MOTIVATION

Multicore processors are currently hailed as a ens®al means to mitigate the power
consumption challenge caused by ever increasingiémrcy scaling to maintain the performance
growth required by modern applications. However thal challenge goes far beyond just
frequency scaling and encompasses many other crrigutors such as technology node scaling
and leakage current that consumes power withoutgdanything useful. Figure 1(a) shows a
recentintel 17 950 3.06GH=ix core processor. Processors with four to sixtees have today
become a standard in prevailing computing systent® trend towards larger multi-core
processors is expected to continue, however therenany challenges with scaling the number
of cores, such as communication bandwidth, comnatioic power, and communication latency
that are becoming limiting factors. Figure 1(b)gmmets theTilera Gx72 processor chip with on
electrical mesh NoC that currently consumes ara®@Mme¥0% pf the total chip power for inter-
processor communication [1]. As a result of suaphhtommunication overhead, the current
fairly explosive growth in the number of cores pescessor will have to slow down unless some

novel solution addresses many of these challemgion-chip communication fabric.
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Figure 1 Modern processors (a) Intel 6 Core 17 958.06GHz, 2012 (b) Tilera Tile-Gx72 system-on-chip2013

It is projected that by 2017, as many as 256 cam@sld be integrated onto a single die.
With the advent of such highly parallel chip mulapessors (CMPs), the design of the
interconnection fabric will be crucial to ensurattiiompute cores are able to communicate with

cache banks, memory modules, and other 1/0O dewittbshigh bandwidths, low latencies and

minimal power dissipation. However, electrical coomtation fabrics today are already



severely constrained due to their long multi-hdpriaies and high power dissipation, which will
make it practically impossible to stay within theited on-chip power budget while meeting

performance constraints in the near future.

1.2 TECHNOLOGY TRENDS

Continuous CMOS technology scaling over the pagemal decades has led to transistors
becoming faster, smaller in size, and consuming pesver. This trend is expected to persist for
upcoming years. Moore’s law project@x performance gains through process node technology
advancements every8 to 24 months. The computing world has seen dramaticeasss in
processor clock frequency frofnMHzto 4 GHzfrom 1984 onwards, which has so far supported
such performance gains. But the increase in fregyués also resulting in increasing power
densities to the extent that on chip thermal mamag¢ has become major a limitation to
increasing clock frequency going forward as a méamsprove performance.

Figure 2 presents data from Ifft¢2] that demonstrates how power density is becoming a
critical design issue [1] that needs to be adécd®r modern computing systems going
forward. This is prompting new way of thinking abtow to maintain performance gains
without increasing power density. Today, perforneagains are being realized through multi-
core architectures by doubling the number of calasut every two years. CMPs with multiple
cores provide performance gains by exploiting ttiréavel parallelism to complement the

traditional instruction level parallelism in uniteoprocessor systems.
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With smaller CMOS technology, gate delay has lssreasing, however the single clock
distance travelled for on-chip communication isrdasing. Thus it is taking more clock ticks to
communicate from one end of the chip to the otA&o wire delay is characterized BC
(Resistance, Capacitance) and this delay has Wfsativeely increasing with technology scaling.
As a result gate to wire delay ratio shows an @w&easing gap as shown in Figure 3. Thus it is
becoming evident that focus on communication agchire design, customization, and is

essential if performance gains are to continueiiaré generations on CMPs [3].
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Figure 4 Networks-On-Chip (NoC), C: processor corelM: memory banks D: digital signal processors F: fhating point
processors P: global power management module

1.3 NETWORKS-ON-CHIP (NOC)

Many current processing systems that include pialtcores encompass a hierarchical or
crossbar-type bus-based communication fabric. Hewbus-based communication architectures
do not scale well with the increasing number ofcbip cores in terms of bandwidth, clocking
frequency and power [5]. Recent years have seereitiergence of a new form of on-chip
communication fabric called Network-on-Chip (No@. NoC fabric (Figure 4) offers a
structured network topology and architecture for @mp communication that reduces the
complexity of designing communication fabrics foultitcore systems, providing more scalable
latency, power and reliability than bus-based farNoCs are now therefore being considered
as viable options for homogeneous CMPs as wellpafication-specific heterogeneous multi-
processor systems-on-chip (MPSoCs). NoCs have blkeewn to offer significant benefits in
bandwidth, scalability, and reliability compared traditional hierarchical and crossbar-based

shared bus communication architectures in UDSMrteldgies [6].
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Figure 5 presents an electrical NoC router thatuges support for virtual channels (VCs)
and wormhole network flow control. This router i®sthned for two-dimensional regular
topologies such as mesh and torus. The NoC rontéudes 5-input and 5-output ports, where
four of the ports are connected to neighboringemubn north, south, east and west directions,
and one port is used to connect to a router’s Ipaatessing core. Every input port supports five
buffered FIFO virtual channels that are conneated trossbar. Routing algorithms such as X-Y

routing are enforced by an arbitration unit. Thbiteation unit also ensures that there are no



conflicts between each virtual channel and thatattiigration is according to the defined policy.
Deadlock control and error handling units can zgilihe fifth virtual channel as needed.

In practice, NoC communication fabrics still needavercome two major challenges that are
extremely relevant for emerging CMP application$. [Firstly, packet switched NoCs must
support low latency transfers between cores (ealhgdor real-time applications) but are often
unable to meet QoS (Quality of Service) guarantbls@ng virtual circuit switching instead of
packet switching allows for better QoS managemiaumt,unpredictable circuit setup delays still
exist. Secondly NoCs must enable low power data transfers. Howehe large number of
network interfaces, routers, links, and bufferst thee part of the NoC fabric lead to a
communication infrastructure that consumes a sgant portion of the power from the overall
CMP power budget. For instance, several prototypese shown NoCs taking a substantial
portion of the system power, e.6:30% in the Intel 80-core teraflop chip [1] ard0% in the
MIT RAW chip [8]. Recent studies have suggested NMaC power dissipation is much higher
(by a factor of 10x) than what is needed to me#-pgnd exa-flop performance levels of future
CMPs [7]. This power consumption becomes even wavken the NoC components are
designed for adaptive operation with varying ruminapplication requirements. Power
consumption also has a major influence on maximemperature that determines CMP
packaging and cooling costs. Studies [7] indichtg NoC power consumption will continue to
ascend as the number of on-chip cores continuad®ase. Thus, radical new approaches are

required to overcome the power and performancd wadls facing NoCs in the near future [4].



1.4 HYBRID NANOPHOTONIC NOC BASED ON WAVEGUIDES

On-chip photonic communication provides a prongsialternative to overcome the
abovementioned drawbacks with electrical wires afettrical NoC fabrics. Nanophotonic
waveguides have demonstrated bandwidths in théiterper second range, along with lower
access latency and susceptibility to electromagneterference [9]. Photonic signaling also has
lower power consumption than electrical intercontsdor long distance communication, as the
power consumption of optically transmitted signatsthe chip level is independent of the
distance covered by the light [10]. Photonic NoG=revvirtually inconceivable with previous
generations of photonic technologies. But advaniceshe field of nanoscale silicon (Si)
photonics have enabled the possibility of creatimghly integrated photonic CMOS NoC
platforms that can send and receive optical sigwétssuperior power efficiencies [11] [12] [13]
[14] [15]. In fact, photonic elements have beconaailable as library cells in standard CMOS
processes [16]. High-volume capable CMOS photorainsiceiver process technology is today
being offered by Luxtera [17] [18], in collaborationith ST-Microelectronics [19]. Device
simulation libraries [20] now offer simulation ofamophotonic components that can project
performance of optoelectronic modulators and waiksggbased silicon photodiodes. Thus, it has
now become practical to consider an interconnectietwork for CMPs built with photonic
elements. Such photonic NoCs will likely utilize 3itegration [21] as shown conceptually in
Figure 6 with vertical through silicon via (TSV)guiding interconnections between the silicon

and photonic layers.
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Figure 6 3D IC implementation of a hybrid photonicNoC with cores (bottom layer) and photonic waveguie (top layer)
(22]

Recent works have also presented some interestinggys motivating the need for new
technologies on silicon chips. CMP performanceisgalp to 20 Giga-flops/Watt will be one of
the major challenges going forward [23]. Based lus survey,(i) approximately 40% of total
power will be used by transistor@) 40-50% by the external storage and cooling system
leaving only(iii) 10-20% of the system power for interconnects bteakls. Si photonics is
projected to be the leading technology to meeteth&ggressive requirements. Si photonic
technology offers significant and unique advantaigeserms of power consumption, access
latencies, and high bandwidth for transfers ovagldistances (>~1mm) on a chip as shown in
Figure 7. To realize true benefits of photonic camioation, there is a need for intricate
balancing of many trade-offs. Figure 7 presentsrthmber of hops that represents distance
travelled by a data packet (x-axis) and power corezli(y-axis). Each pink dot represents power
consumed by electrical transmission as a functiodaba packet size, similarly each blue dot
represents power consumed by photonic transmis8iosmaller distances and small data sizes

10



electrical communication consumes lower power, Hat longer distances photonic
communication consumes lower power. Global longadise communication through nano-
photonic waveguides however requires two essestiablers:(i) buffering and(ii) header

processing. Both of these are relatively diffictdtimplement in the photonic realm. Thus a
hybrid communication infrastructure with both phato and electrical signaling becomes

necessary.
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Figure 7 Global/long distance communication, nano4potonic power stays constant/low while electricalammunication
power increases as a function of distance travelled

1.5 ON-CHIP WAVEGUIDE PHOTONIC COMMUNICATION BUILDING B OCKS
Figure 8 shows a high level overview of the primamy-chip waveguide photonic
transmission components: a multi-wavelength laggnt Isource, resonant modulators/filters,
photonic waveguide, and photodetector receiverdtipe wavelengths of light from a mode-
locked, multi-wavelength laser [24] enable wavetardjvision multiplexing (WDM) that allows

several data streams to coexist in the same wadegumproving transfer bandwidth.
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Conventional WDM approaches deploy separate siingtpiency lasers with close loop
feedback control to stabilize each wavelength émastures correspondence with the pre-assigned
WDM channels [25]. This requires high silicon aeal complexity which is critical for an on-
chip nanophotonic WDM implementation. An alternatig to use a broadband laser source that
supports multiple WDM channels simultaneously whéf®M channels are carved out of the
broadband spectrum by a passive filter insteadirjles frequency sources [25]. The main
advantage of such an implementation is that thesleagth drift of the source does not influence
the system as diffraction grating coupling enaldpsctrum spread for various wavelengths.
Microring resonant modulators [26] convert ele@tidata signals into light that is propagated
through a CMOS-compatible photonic waveguide. Tigatlin the waveguide is eventually
coupled into microring filters at the destinatidrat drop the light on photodetectors [27], and
thereafter the light signal is converted back iato electrical data signal. Trans-impedance
amplifier (TIA) circuits finally amplify analog etgrical signals from the photodetector to digital
voltage levels. It is also vital for all microrirrgsonators to be thermally tuned (using thermal
heater elements) to maintain their resonance umaelie temperature variations.

The topology of the on-chip photonic waveguide haportant implications. Photonic
waveguides with highly angled structures (such lagsé commonly found in electrical
topologies) may result in significant signal de@tah due to bending losses. This degradation
is compounded when laying out multiple waveguides multi-bit parallel transfers on
communication links. Consequently, it is preferaiolemploy simpler topologies, such as a ring
topology, that is better suited to the physical rabteristics of photonic waveguides. The
waveguide is built using a high refractive indekcen on insulator (SOI) material, which has

lower pitch and area footprint than low refractimdex polymer waveguides such as those used

12



in [3]. SOI waveguides also have other advantages s compact modulators that do not
require high voltage drive for high frequency opera the ability to carry light with low losses

(on the order of 2—3 dB/cm), and the malleabildyoe curved with bend radii oflOum[15].
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Figure 8 On-chip waveguide photonic transmission coponents

1.6 ON CHIP FREE SPACE COMMUNICATION BUILDING BLOCKS

Waveguide based nanophotonic communication fabtltat use silicon microring
resonators face a few challenges for practical emgntation even with recent promising
developments. The key challenges for waveguideqguincd include:(i) high complexity and
overhead of thermally tuning microring resonatargnsure proper coupling of wavelengtfig,
high power footprint due to significant waveguidessing, propagation, and bending los§éa,
need for complex tapered structures and optimizestingg couplers with high coupling
efficiency, and(iv) 0.5-3 um inter-waveguide spacing requirements to avoid steds that can

lead to lower bandwidth density than in optimizésteical wires [28] [29].
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Figure 9 Building blocks of free-space on-chip phanic interconnects

To overcome these challenges with waveguide naroplus, free-space nanophotonics
based onGaAs/AlAsdense Multiple Quantum Well (MQW) devices [30] harecently been
proposed as an alternative. In these architectlighé,does not travel in a waveguide, instead it
is transmitted and reflects off a reflector arr&yg( made of micro-mirrors) to arrive at its
destination. Such free-space communictaion camtegrated with standard CMOS fabrication
processes and is better suited for high-densiticalpinterconnects due to its small active area
and improved misalignment tolerance. MQW devicespojected to consume less tHapJ/bit
energy and can be configured either as absorptmstutators or photo-detectors (PDs). On-chip
photonic interconnects utilizing MQWs can operatel@ Gbpsbandwidth [31] to instantiate
single-hop or multi-hop transfers through free-gpaptical links MQW modulators provide
significant potential to get around the thermalingnchallenges of silicon microring resonators
and can be fabricated in various angles to acloev®f-plane beam steering directions. Figure 9
summarizes the building blocks of on-chip free-gpaptical interconnects (FSOI) with MQW
modulators and PDs. It is also possible to utiieealizer/ deserializer circuits to enable trade-
offs between communication power and bandwidthuiedlLO illustrates a FSOI with logic and

photonics planes and vertical through silicon Vi&V) links providing interconnections between

14



the silicon and photonics layers [30]. MQW deviees fabricated on a GaAs substrate and then
flip-chip bonded to the logic layer and waveguidegled with a continuous wave external laser
source. The modulated light can be directed thromggro-mirrors and micro-lens to transmit

data via the free-space medium.
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Figure 10 Conceptual view of CMOS integrated freespace on-chip optical link [28]

1.7 3D NOC INTERCONNECTS

While photonic interconnects can reduce on-chip roomcation bottlenecks, other
innovations are required to continually increaseecoounts on a die, to ensure sustained
computation performance increases. Of the seveff@reht disruptive technologies that are
being investigated for this purpose today, 3D irdegd circuits (3D-ICs) with wafer-to-wafer
bonding technology is one of the most promisingdadates [32] [33] [34]. In wafer-to-wafer
bonded 3D-ICs, active devices (processors, mema@egpherals) are placed on multiple active
layers and vertical Through Silicon Vias (TSVs) ased to connect cores across the stacked

layers. Multiple active layers in 3D ICs can enabl@eased integration of cores within the same
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area footprint as traditional single layer 2D I@saddition, long global interconnects between
cores can be replaced by shorter inter-layer T8¥groving performance and reducing on-chip
power dissipation. Recent 3D IC test chips fronell§8], IBM [32], and Tezzaron [33] have

confirmed the benefits of 3D IC technology.
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Figure 11 Conceptual view of 3D CMOS IC with logi@and FSNPI layers [35]

While 3D ICs are promising, the fundamental powslay, and noise susceptibility
limitations of traditional copper (Cu) interconneetill still limit their achievable improvements.
To overcome these limitations, photonic intercot® 9] will be essential components in 3D-
ICs to overcome latency and power bottlenecks ofir@erconnects. While several research

efforts have individually explored the benefitsptfotonic interconnects and 3D IC technology,
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using 3D ICs as a platform for the realization gbid electro-photonic NoCs has not received

much attention to date.
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Figure 12 Modern CMP design flow

1.8 HYBRID NANOPHOTONIC-ELECTRIC NOC SYNTHESIS

Figure 12 presents a modern CMP design flow withplesis given to on-chip
communication optimization. The inclusion of phatsnin this flow will require many changes.
Significant recent research [36] [37] [38] [39] [401] [42] [43] [44] has focused on developing
hybrid photonic NoC architectures that optimizealoand global communication distribution
between electrical and photonic links. However,omdted optimization of hybrid photonic
NoCs for application-specific performance is an INfPd problem and has yet to be addressed.

Synthesis techniques used for application-speeléctrical NoC fabrics [45] [46] [47] [48] [49]
17



[50] [51] [52] are not directly applicable to hybrnanophotonic-electric fabrics that possess a
more complex search space. Hybrid nanophotonidreldabrics require determining values for
a diverse set of unique parameters such as wavbklegsion multiplexing (WDM) density,
number of photonic uplinks, serialization degret. én order to maximize communication
performance-per-watt [53]. A photonic interconnegith n=256 waveguides andmn=256
wavelengths will require exploring+(n)?+(n)® +...+(n)™ configurations to find the most power
efficient solution that also meets performance go&his is most certainly practically exorbitant
[54]. Moreover, these two parameters are just dlsubset of the much larger set of parameters
that must be explored during hybrid NoC optimizati¢-inding the best solution for such a
combinatorial optimization problem that is knownlie NP-hard could take years if searching
through the entire solution space, even with leg@idge supercomputing technology today.
Thus, application-driven synthesis of hybrid naraphic-electric NoCs will become
increasingly important as on-chip core counts iaseg but this problem has not yet been
addressed in prior work by researchers. Thereniseal to design polynomial-time heuristics that
permit us to identify and search through a releyaortion of the solution space in a tractable
amount of time to find a near optimal solution [$3%]. Greedy heuristics are unlikely to find
good quality solutions due to their inclination fpetting stuck in local optima. In contrast, non-
greedy search heuristics such as Simulated Anmed8A) [56] operate through repeated
transformations and have the hill-climbing abilibyescape local optima by allowing acceptance
of worse solutions within the evaluation procesgobulation of solutions being simultaneously
manipulated is one of the major differences betwten SA and traditional greedy search

algorithms. Approaches based on SA and other needyr iterative algorithms have proven
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highly effective in recent years for several hardhpems in the realm of VLSI physical design,

such as partitioning and placement [57].

1.9 CONTRIBUTIONS

In this thesis, we present novel hybrid nanophat@hectric network-on-chip (NoC)
architectures and synthesis techniques to optimig®rid nanophotonic-electric NoC
architectures for high performance and low powerscoption. The main contributions of our
work can be categorized in two key areas: architattnd algorithmic techniques.

Our first contribution IIMETEOR a novel hybrid nanophotonic-electric NoC arcHitee
that utilizes a low overhead photonic ring waveguid complement a traditional 2D electrical
mesh NoCMETEORIncludes many novel features such as photonioregf influence (PRI),
single write multiple read fast reservation chanaedl multiple write multiple read (SWMR-
MWMR) low power data channels, and serializationgateway interfaces. Experimental results
indicate a strong motivation for considering METEORhybrid nanophotonic-electric NoCs for
future CMPs, demonstrating as much as a 13x remudti power consumption as well as
improved throughput and access latencies, comgaradditional electrical 2D mesh and torus
NoC architectures.

An enhancement to the above architecture is praptseupport multiple use-case chip
multiprocessor (CMP) applications that require aigapon-chip communication fabrics to cope
with changing use-case performance needs. The gpedtC-PHOTONarchitecture is a novel
hybrid nanophotonic-electric NoC communication &sstture optimized to cope with the
variable bandwidth and latency constraints of mpldtiuse-case applications implemented on
CMPs. Detailed experimental results indicate li@-PHOTONCcan effectively adapt to meet

diverse use-case traffic requirements and optirarergy-delay product and power dissipation,
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with scaling CMP core counts and multiple use-aas®aplexity. For the five multiple use-case
applications we exploredJC-PHOTONshows up to 46x reduction in power dissipation apd
to 170x reduction in energy-delay product compat@draditional electrical NoC fabrics,
highlighting the benefits of using the novel commeation fabric.

We extended the above work to address scalabslétyeis with 2D ICs and demonstrated a
novel multi-layer hybrid nanophotonic-electric No@bric called OPAL for 3D ICs. Our
proposed hybrid nanophotonic-electric 3D NoC asgdtiire combines low cost photonic rings
on multiple photonic layers with a 3D mesh NoC dtivee layers to significantly reduce on-chip
communication power dissipation and packet laten®PAL also supports dynamic
reconfiguration to adapt to changing runtime traffiequirements, and uncover further
opportunities for reduction in power dissipatiorxpErimental results and comparisons with
traditional 2D NoCs, 3D NoCs, and previously praabsybrid nanophotonic-electric NoCs
indicates a strong motivation for consider@§AL for future 3D ICs as it can provide orders of
magnitude reduction in power dissipation and pal@tencies.

As waveguide based hybrid nanophotonic NoCs arstined due to high thermal tune
up power, waveguide crossing losses, we propodesteaogeneous free space photonics based
hybrid nanophotonic-electric NoC architecture withltiple quantum well (MQW) devices and
flip chip bonding The photonic links, using micro-mirrors througledrspace can be used to
achieve single-hop direct communication links. Tiweposed architecture includes innovative
mechanisms to address free-space collisions andioes single and multi-hop transfers to
trade-off performance with power dissipation. Weeexled this architecture to 3D ICs and the

resulting architecture allows for scalable and gpne&fficient transfers in 3D ICs.
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Any NoC architecture requires optimizations (systheto allow tuning to application-
specific characteristics. To date, prior work omoawated NoC synthesis has mainly focused on
electrical NoCs. For the first time, we proposeslide of techniques for effectively synthesizing
hybrid nanophotonic-electric NoCs with regular tlmggges by formulating and solving the
synthesis problem using four search heuris(igsAnt Colony Optimization (ACO)(ii) Particle
Swarm Optimization (PSOJjii) Genetic Algorithm (GA), andiv) Simulated Annealing (SA).
Our experimental results reveal significant pronfgethe ACO and PSO based heuristics, with
PSO achieving an average &% energy-delay improvements over GA &fPo over SA; and
ACO achievinglO7%improvements over GA argR% over SA.

Finally, we have designed synthesis frameworks ¢hatsynthesize hybrid nanophotonic-
electric NoCs with irregular topologies based azefspace photonics. THELIX framework
synthesizes application-specific hybrid nanophatesectric NoC architectures. This framework
is also extended to 3D ICs. The resultBigrHELIX framework synthesizes application-specific
hybrid nanophotonic-electric 3D NoC architecturBsese frameworks are the first to attempt to

optimize hybrid nanophotonic-electric NoC architees based on free-space photonics.

1.10 OUTLINE

The research presented in this thesis is orgarazefbllows. Chapter 2 discusses recent
literature survey in the domain of 2D and 3D tradial electrical and nanophotonic NoC
architectures as well as the prevailing NoC synsheforts that have been mainly focused on
electrical NoCs. Chapter 3 describes our novel idybhanophotonic-electric ring-mesh NoC
(METEOR that utilizes a configurable photonic ring waviglgucoupled to a traditional 2D

electrical mesh NoC and analyzes performance basegarameter variations. Chapter 4
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describesJC-PHOTON a hybrid nanophotonic-electric NoC architectupéimaized to cope with
the variable bandwidth and latency constraints oltiple use-case applications implemented on
CMPs. Chapter 5 presents a novel multi-layer hybadophotonic-electric NoC fabric called
OPAL for 3D ICs that combines low cost photonic ringsroultiple photonic layers with a 3D
mesh NoC in active layers to significantly reducechip communication power dissipation and
packet latency. Chapter 6 describes a suite ofntqubs for effectively synthesizing hybrid
nanophotonic-electric NoCs with regular topologi€ke synthesis problem is formulated and
solved using several design space search heuri€tiegpter 7 describes thELIX framework
for application-specific synthesis of hybrid nanofmic-electric NoC architectures with
irregular topologies that combine electrical NoCghwree-space photonic links. Chapter 8
extends theHELIX framework to application-specific synthesis of hglmanophotonic-electric
NoC architectures with irregular topologies in 3Csl Chapter 9 summarizes the conclusion of

this thesis and lists some directions for futurekwvo
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2 LITERATURE SURVEY

This chapter describes key published work in tleaaf NoC architectures and synthesis
techniques. We have made an effort to evaluate @mdscons for each approach presented in
these works and also have discussed how the wakepted in this thesis is different or
complements previously published architectures symdhesis algorithms with an emphasis on

the critical problems we are trying to address.

2.1 2D AND 3D ELECTRICAL NOC ARCHITECTURES

To overcome the power and latency limitations aflitional electrical NoC fabrics, several
research efforts in recent years have focused ohitectural customization of NoCs. These
efforts aim to optimize performance and power c@msts. For instance, [58] presents an
interesting work to reduce communication latencg aower dissipation in NoCs by inserting
long links between certain cores. Express virthannels are proposed in [59] that allow packets
to bypass intermediate routers along their pathetluce packet latency. Hybrid circuit-packet
switched NoCs have been explored in [60] and shimwenable viable trade-offs between power
and performance. Several works have also explonecuitlevel techniques to reduce
interconnect power, such as low swing signalingygreoptimal repeater design and insertion,
current mode signaling, and pulsed transmissioi [[&] [63] [64] [65] [66]. Despite these and
other architectural and circuit level advances hie field of NoC design, the International
Technology Roadmap for Semiconductors (ITRS) [4bjemts that in the near futuréhe
fundamental limitations of copper-based electridaterconnects will become a serious

bottleneck requiring the exploration of innovative new teclugies to sustain the evolution of
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VLSI technology. On-chip networks in the Tilera @@re [8] and Intel 80 [1] chips consume
about 30-40% of the total power. This trend is exp@& to continue as more wire density
becomes available within future process technoto§#é. Thus the expected on-chip network
power will continue to rise as we scale to hund&dsores on a single IC.

Several works in recent years have as a resultrbegploring novel on-chip interconnect
technologies. Such technologies include carbon taées (CNTs) [61] [67] [68] [69] [70] and
multi-band RF transmission lines and wireless sdenects (RF-Is) with CMOS ultra wide band
(UWB) technology wireless links [71] [72]. Howev&NT fabrication is not yet mature and has
serious practical concerns to overcome. RF-Is anelegs interconnects require high operating
frequencies in the range of hundreds of GHz to T€tzmplex RF-I frequency division multiple
access (FDMA), transmission lines, and on-chipramds requires high area, power, verification,
and implementation costs. Nonetheless, these témiine are quite promising, and may become
more viable in the near future.

Over the last several years, there has also bgeovang interest in 3D ICs as a means to
alleviate the interconnect bottleneck currentlyirigc2D ICs. Three dimensional NoCs (3D
NoCs) [33] [60] [73] [74] extend traditional 2D Nof@brics across multiple active layers. Such
3D NoC fabrics are attractive as they can allowglgiobal links to be replaced by much shorter
inter-core through silicon vias (TSVs) that can ldaalow latency and high bandwidth data
transfers between cores. A key challenge with 3B i€ their high thermal density due to
multiple cores being stacked together, that caeisdy impact chip performance and reliability.
Therefore several researchers have proposed thexaae floorplanning techniques for 3D ICs
[75] [76] [77]. A few researchers have explorecmbnnect architectures for 3D ICs such as 3D

mesh and stacked mesh NoC topologies [74] and adhghs-NoC topology [73]. Some recent
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work has looked at decomposing cores (process@is INOC routers [79], and on-chip cache
[80]) into the third dimension which allows reduginvire latency at the intra-core level, as

opposed to the inter-core level. Circuit level meder TSVs were presented in [81].

2.2 PHOTONIC NOC ARCHITECTURES

The concept of photonic interconnects for on-clopmunication was first introduced by
Goodman et al. [82]. Several works in recent yehave explored inter-chip photonic
interconnects [36] [83] [84] [85] [86] [87] [88]. ith advances in the fabrication and integration
of photonic elements on a CMOS chip in recent yeaeveral works have presented a
comparison of the physical and circuit-level prdigsr of on-chip electrical (copper-based) and
photonic interconnects. [89] [29] [90] [91] [92]3P[94]. In patrticular, [90] compared simple
photonic and point-to-point links using a spiceeligimulator. In [91] photonic and electrical
clock distribution networks were studied using pbgkssimulations, synthesis techniques, and
predictive transistor models. Both works studiedveo consumption and bandwidth, and
highlighted the benefits of on-chip photonic intarnect technology. Intel's Technology and
Manufacturing Group also performed a preliminanydgt evaluating the benefits of photonic
intra-chip interconnects [92]. They concluded tivatle photonic clock distribution networks are
not especially beneficial, wavelength division npiéixing (WDM) based on-chip photonic
interconnects offer clear advantages for intra-communication over copper in UDSM process
technologies. Device level work by [95] introduceadvel utilization of CMOS-compatible
silicon photonic materials. Polycrystalline silicand silicon nitride combination demonstrates
advantages over traditional crystalline silicontjolan. Some of the key benefits include lower

waveguide propagation loss, mitigation of wavegualessing and insertion loss advancing
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development of photonic network topologies with areteen performance capabilities. Other
work from industry and academia has been focusingpbotonic device fabrication, for
components such as gigascale modulators [96], dhtaotors [97], switches [98], couplers,
buffers, on-chip waveguides and on-chip wave dwisnultiplexing (WDM) devices [99].

In addition to comparisons between photonic andteéal interconnects at the physical
and circuit levels, and device level innovationdewa recent works have explored the system
level impact of using photonic interconnects andppsed hybrid nanophotonic-electric NoC
topologies [3] [36] [37] [38] [40] [86] [100] [101]102] [103] [104] [105]. In [101], photonic
ring interconnects are considered to improve ttentay response and reduce power consumption
over electrical bus-based communication architestulhe architecture utilizes electrical bus
based flow control that increases communicatiogniey and power dissipation. Hybrid photonic
torus architectures [38] [102] are generally comsguli of a photonic torus connected to a
topologically identical electronic control netwotkat controls its operations and executes
exchange of short messages. However, these artcihé@sonith photonic torus topologies have
significant waveguide crossing losses and photlayer area complexity. Also, electrical packet
switched network based path setup and teardowrs leadhcreased transfer latency and power
dissipation in these architectures. The Phastlanekgt switched mesh network [103]
encompasses a low latency optical crossbar witlplsimpre-decoded source routing to transmit
cache-line-sized packets over several hops in glesiglock cycle under contention less
conditions. In [106] the PROPEL architecture ispmeed that strikes a balance between the
electrical and optical realms, by implementing namaonic interconnects for long distance
communication and electrical switching for routiagd flow control. PROPEL implements a

nanophotonic crossbar with an electrical mesh twpolwhere the number of distinct
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wavelengths required is equivalent to the maximumlmer of tiles for the architecture. In [40],
the Corona all-optical crossbar topology is propps@th photonic waveguides configured in a
token based Multiple Writer Single Reader (MWSRhfaguration. The architecture has high
photonic layer complexity (e.g., more than a milli;kesonators required for implementation),
lacks path diversity and makes use of expensivetrelphotonic and photo-electronic
conversions even for local transfers, which isfioeint. Similar to [40], in [107] an all-optical
network is proposed, but based on the Clos topoMfyle less complex than the full crossbar
topology, the topology still requires complex peiatpoint photonic links and high radix
photonic routers, and uses photonic interconneas ér transfers over short distances, which
wastes power and leads to higher transfer latentmef37] the Firefly topology is proposed
which uses a hierarchical crossbar NoC topologh wiitisters of nodes connected through local
electrical networks, and nanophotonic links overfar global, inter-cluster communication. The
photonic waveguides in the architecture are confidun Reservation-assisted Single Writer
Multiple Reader (R-SWMR) configuration. However taechitecture has high implementation
overhead and no support for controlling the disttitn of traffic among the electrical and
photonic paths. In [105] bufferless photonic Clesworks are proposed with a novel scheduling
algorithm to solve the Clos network routing probldm[108] an all-optical control architecture
is proposed with a minimal deterministic routingaithm called 2D-HERT. In [100] a hybrid
all optical network architecture called Iris is posed that integrat€g a dielectric antenna array
based broadcast subnetwork transporting latentigadrishort messages ar(d) a circuit-
switched mesh subnetwork carrying throughput-bowoadkloads. Both broadcast and circuit-
switched subnetworks operate in tandem to prowae latency, high-throughput and balanced

power performance tradeoffs.
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Unlike the works discussed above, our propos#lrEORhybrid nanophotonic-electric
communication architecture has a configurable phiotang that augments a traditional 2D all-
electrical mesh NoC. The photonic waveguides in awchitecture are configured as a
combination of SWMR (Single Writer Multiple Readerand MWMR (Multiple Writers
Multiple Readers) to achieve cost savings. Waveguitbssings in photonic torus and some
crossbar architectures can lead to losses thatarerdissipated power, which is avoided when
utilizing a ring topology. Another important issigethe latency for setting up the transfers and
sending acknowledgements via the electrical NoGdme of these architectures, which can
dramatically reduce performance and increase ermmggumption according to our studies. Our
architecture utilizes the much faster on-chip phmanfrastructure for path setup and flow
control. The proposed architecture is also muchpkmthan complex crossbar and torus
architectures resulting in a reduced photonic matmplexity while still providing significant
opportunity for improvements over traditional, alectrical NoCs. Finally, the support for an
adaptive PRI (Photonic Region of Influence) enaliles granularity trade-offs while balancing
traffic between the electrical and photonic intencects.

Most of the work on designing NoCs has focused pimozation for an application with
only a single operating mode (use case), e.g. [#@9] [110]. These techniques lead to sub-
optimal designs for today’s applications with npié use cases [111]. Several works [112] [113]
[114] [115] [116] [117] [118] have explored dynameconfiguration to adapt to changing traffic
patterns for a single use case application, usymamic voltage scaling/dynamic frequency
scaling (DVS/DFS), adaptive routing schemes, araptage arbitration to improve performance
and power dissipation. Only recently have a fewrepghes started to focus on designing and

optimizing NoCs to meet performance constraintsioftiple use-cases. Murali et al. [119] [120]
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proposed using DVS/DFS, adaptive routing, and adapime division multiple access (TDMA)
slot allocation to reduce NoC power dissipation.nston et al. [111] [121] described an
optimization technique to reduce switching timewsstn use cases on a mesh NoC fabric.
However, none of these works have explored runtie@enfiguration for hybrid nanophotonic-
electric NoC architectures to optimize power digegn. Our proposedUC-PHOTON
architecture enables several new techniques fainmenoptimization, in addition to existing
techniques such as DVS/DFS, clock gating, adapilild/lA slot allocation, and adaptive
arbitration, for multi-use case applications.

Recent advances in silicon photonics have led ® development of fabrication
technologies to stack optical devices in multiggelrs [122] in 3D ICs. In [104] a multi-layer
hybrid nanophotonic-electric 3D NoC architectureswaroposed based on a 3D crossbar
topology. Our propose®PAL architecture, in contrast, was based on a hybbd n3ulti-
ring/mesh topology to improve performance scalgbilor emerging CMPs with hundreds of
cores. Unlike [104], our architecture considerstiraa reconfiguration of the electrical and
photonic networks with the goal of significanthydreing communication power dissipation.

Recently, Xue et al. [42] presented a novel intrgpsingle-hop free-space nonophotonic
interconnect based on VCSELSs (vertical cavity stefamitting lasers) along with an algorithm
to address challenges of free-space point-to-patical link collision. Abousamra el al. [43]
extended the work from [42] to create a two-hogfspace network that significantly reduced
VCSELs required for the on-chip network. Our pragmdHELIX and 3D-HELIX hybrid
nanophotonic-electric NoC fabrics based on freespgahotonic links differ compared to these
previously proposed architectures [y utilizing CMOS compatible energy-efficient MQW

modulators and detectors coupled to an external lastead of bandwidth-limited and failure-
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prone VCSEL devices for on-chip free space optintdrconnects (FSOI)ii) integrating a
novel FSOI hybrid routing and flow control scherhattcan be configured either for single or
multi-hop communication; an@ii) incorporating a synthesizable FSOI collision diétecand
mitigation mechanism that can be dynamically camnfegl through the serializer/deserializer

modules.

2.3 NOC SYNTHESIS

Current research on application-specific NoC sysith@d5] [46] [47] [50] [51] [52] has
mainly focused on electrical NoCBor instance, Murali et al. [45] presented a fldanpaware
synthesis technique that considers wiring compjexditthe NoC during topology synthesis along
with min-cut partitioning to allocate switches toogps of custom cores and minimize NoC
power. Srinivasan et al. [46] presented a low c@xipf genetic algorithm based approach to
synthesize a low power custom NoC topold@iatha et al. [47] presented synthesis techniques
for an application-specific NoC that employed imtedinear programming (ILP) and min-
cut/flow algorithms as well as node-weighted Steitrees to obtain shortest paths. One
limitation of these approaches is that they targiagle applications, which is increasingly
impractical for today’s multi-programmed workload3dther techniques aimed at regular NoC
synthesis have mainly focused on mapping unifoma sores and their communication flows on
regular mesh topologies [50] [51] [54or instance, Ascia et al. [50] use a genetic algor
approach to map cores to minimize communicationgeaw a mesh NoC. Kapadia et al. [52]
proposed a heuristic approach to enable a volslged-aware low-power mapping of cores and
communication routes on a regular mesh NoC. Nortbasfe synthesis approaches for regular or

irregular NoCs has focused on synthesizing hybaidophotonic-electric NoCs
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3 METEOR:HYBRID PHOTONIC RING-MESH NOC FOR MULTICORE
ARCHITECTURES

In this chapter we propo$dETEOR,a novel hybrid nanophotonic-electric ring-mesh NoC
that utilizes configurable photonic ring waveguidesipled with a traditional 2D electrical mesh
NoC. We present many new concepts that enhancepdni®rmance, latency and power
compared to the previously proposed NoC architestuwvith minimum area usage in silicon,

metal as well as nanophotonic layers.

3.1 SYSTEM LEVEL ARCHITECTURE

Our novel hybrid ring-mesh electro-photonic NoCriatMETEORfor emerging CMPs is
based on advances in nanoscale silicon photonitis @ommercial CMOS manufacturing
technology. Our proposed fabric consists of a phioteing waveguide that acts as a global
communication channel and complements a more iwadit 2D electrical NoC fabric. This
hybrid communication architecture utilizes elea@li@and photonic paths simultaneously to
improve the performance-per-watt characteristica @MP. We explore different architectural
configurationsof our hybrid photonic NoC fabric by consideri(ijy varying levels of electrical
to photonic communication connectivitfj) multiple degrees of communication serialization,
and (iii) different levels of photonic wavelength divisionultiplexing. These configurations
enable interesting tradeoffs between performanat @ower consumption in the proposed
architecture. Our experimental results indicatenificant potential forMETEOR as it can
provide about 5x reduction in power consumption engrovements in throughput and access
latencies, compared to traditional electrical 2Dsimand torus NoCs. Our proposgdETEOR

fabric also demonstrates lower photonic layer &est, power consumption, and energy-delay
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product, while maintaining competitive communicatitatency and throughput compared to
previously proposed hybrid photonic NoC fabrics;sas(i) the hybrid photonic torus [102jj)

the all-optical Corona crossbar [40], afd) the hybrid hierarchical Firefly crossbar [37].
METEOR consists of concentric ring waveguides and phota@mponents on a dedicated
photonic layer, interfacing with a traditional 2De@rical mesh NoC using interfaces that
comprise driver buffers, TIA amplifiers, circuitfgr clock synchronization and recovery, as well
as serialization and de-serialization. Data flite &ransferred in the network using wormhole
switching, with flit width =128 or 256. There are two types of electrical layer routessclin our
proposed architecturg(i) four stage pipelined electrical mesh routers (wille following
pipeline stages: buffer write/route computationgioa validation/switch allocation, switch
traversal, link traversal) that ha®el/O ports(N, S, E, W, local coreyith the exception of the
boundary routers that have fewer 1/0O ports, @ndgateway interface routers that are also four-
stage pipelined but have slifO ports(N, S, E, W, local core, photonic link interfac)d are
responsible for sending/receiving flits to/from pdmc interconnects in the photonic layer. Both
types of routers have an input and output queuedsbar with a 4-flit buffer on each
input/output port, with the exception of the phatoports in gateway interface routers that use

double buffering to more effectively cope with thigher photonic path throughput.
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Figure 13 shows the high level architecture of #&eway interface router. Note the
additional ports for interfacing with the photonmings. Because each port has access ton
wavelengths for transmission, we have/ n (double) buffers for sending data. Although it is
theoretically possible to ha@-n)x(1 / n data flows received at a gateway interface, weices
the number of received flows (and hence receivéems)fto ] / n to maintain symmetry and
reduce cost. All of the photonic ports are conredte a\WDM control module that controls
wavelength assignment to different traffic flows,anableWDM for high bandwidth photonic
communication. To reduce the overhead on routempdexity, only a very few number of routers

(four in our initial baseline configuration) aread®en as gateway interface routers. The extent of
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communication over the photonic waveguide is cdigrioby a parameterizable photonic region

of influence (PRI), described next.
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Figure 14 (a) Photonic regions of influence (PRI)) SWMR reservation channels and MWMR data channels

3.2 PHOTONIC REGIONS OF INFLUENCE (PRI)

To keep implementation costs low, we would like restrict the number of gateway
interfaces in theMETEORarchitecture. However, this may cause the amotiphotonic path
utilization to reduce as the size of the CMP anthiper of cores on a chip increase. To ensure
appropriate scaling and utilization, we proposqehemeterizable photonic region of influence
(PRI), which refers to the number of cores aroumel gateway interface that can utilize the
photonic path for communication. For smaller sizydtems (e.g., 3x3 CMPs), limiting the
number of cores interfacing with each gateway fats to one (i.e., region of size 1) may be
sufficient to offload a majority of the global commication from the electrical network.
However for more complex systems (e.g., 8x8 CMPdarger region size may be more
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appropriate. Figure 14 (a) shows an 8x8 CMP witffedint PRI sizes at the four gateway
interfaces. If a router falls under the region bbgnic influence, it is modified to additionally
consider the photonic path for global communicatidote that while the sizes for the regions
are shown as different at each gateway interfagar€&il4 (a), this is for illustration purposes
only, and in practice we assume a fixed sized PREfl gateway interfaces. Also another key
thing to note is that all cores need not to be pBRRI regions and cores that are outside of PRI
regions communicate only through electrical netwdkir experiments explore the impact of
varying the PRI size on overall performance andgravonsumption. Details of routing and flow

control InMETEORAare presented next.

3.3 ROUTING AND FLOW CONTROL

To route flits INMETEOR an XY dimension order routing scheme is usedhéelectrical
NoC, and a modified PRI-aware XY routing schemengployed for selective data transmission
through the photonic links. Communicating coreadywithin the same PRI region communicate
using the electrical NoC (intra-PRI transfers). €othat need to communicate and reside in
different PRI regions communicate using the phatqaths (inter-PRI transfers), provided they
satisfy two criteria(i) the size of the data to be transferred is abavgeadefined threshold,
and (ii) the number of hops from the source core to itall®RI gateway interface is less than
the number of hops to its destination core. TheriRRI routing process is implemented by
adding an‘inter-PRI’ bit within the header flit. Changing PRI regiorzesiinvolves updating
region boundary coordinate units ‘negion validation’ tables of the NoC routers (Figure 13).
The header flitinter-PRI’ bit is set according to theegion validation’ table values. For inter-

PRI communication, if thé@nter-PRI’ bit is set then flits are routed towards the selgateway
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interface that falls within PRI and then routed &ods the destination gateway interface through

the nanophotonic waveguides.
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Figure 15 Flit life cycle during inter-PRI wormhole routing path (a) processor initiates communicatior(b) header flit
(orange) is routed to nearest gateway (c) communitan of header through photonic path (d) header fii completes path
reservation and reaches destination (e) data flityellow) transmission continues (f) path is dismangld by tail flit (blue)

Our implementation is constrained to a single gatewnterface per PRI to minimize
implementation complexity. Transfers between cdyasy outside PRI regions occur via the
electrical network using XY routing. Network intades (NIs) ensure that header flits contain
coordinates of the source and destination of tloigiabeing injected into the NoC, as well as a
flag indicating that the message size is large ghda potentially traverse a photonic path (for
inter-PRI transfers). In case of overlapped PRIiiomg the region validation table includes
multiple entries for the nodes covered by multiplRBl regions and flits are always routed

towards the nearest gateway interface. If the wégtafrom the source node to two or more
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gateway interfaces is the same, then flits areetbtdwards the gateway interface that is closer
to the destination gateway interface. Nodes lyiniiw overlapped regions are considered part
of PRI regions that contribute to the overlap. Camioation between these nodes and nodes

within any of the overlapping PRI regions is treb&s intra-PRI data transfers.
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{Rv) region validation/switch allocation, (Re) single stage buffer
write/route computation, (St} switch traversal, (Le) electrical link
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link traversal (MWMR), (Pa) acknovirllae]dgement

Figure 16 Head, body and tail flit routing pipelinefor (a) inter PRI transfer (b) intra-PRI and non-PRI transfer, dots
represent multiple data flit transfers

The photonic waveguides IMETEOR are logically partitioned into four channels:
reservation, reservation acknowledge, data, aral alzknowledge as shown in Figure 14 (a) and
(b), achieving more than 12 and 24 TB/s bandwidith w28 and 256 data waveguides
respectively. In order to reserve a photonic pathaf data transfeMETEORuUutilizes a Single

Write Multiple Read (SWMR) configuration on dediedt reservation channel waveguides.
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SWMR is less sensitive to the laser static poweat arodulator insertion loss compared to
MWSR [123]. Each gateway interface has a subseti/nf wavelengths (microresonator
modulators) available for transmission, whéerés the total number of wavelengths available
from the multi-wavelength laser armdis the number of gateway interfaces. Every gateway
interface must be able to receirel)xA/n wavelengths (from the rest of the gateway inte$c
each with a separate microring resonator receArexource gateway interface uses one of its
available wavelengthg; to multicast the destination ID via the reservatchannel to other
gateway interfaces. Each gateway interface hag (n — 1)] dedicated SWMR reservation
photonic waveguides that it writes the destinatDro, after which the other gateway interfaces
read the request. Only the intended destinatioavwgat interface accepts the request, while the
others ignore it. As each gateway interface hasdicdted set of/n wavelengths allocated to it,
the destination can determine the source of theesiqwithout the sender needing to send its ID
with the multicast.

If the request can be serviced by the availableeleagth and buffer resources at the
destination, a reservation acknowledgement is Isack via the reservation ACK channel on an
available wavelength. The reservation ACK chanrseb das a SWMR configuration, but a
single waveguide per gateway interface is sufficienindicate the success or failure of the
request. Once the photonic path has been resemvilisimanner, data transfer proceeds on the
data channel, which has a low cost Multiple Writklgltiple Readers (MWMR) configuration.
Figure 15 illustrates this process, including thetemcies involved for an Inter-PRI
communication pattern. As flits are routed throutjie nearest gateway interface, global
communication power consumption is significantlywé&yed and the electrical network

bandwidth availability is increased, enabling a wim scenario. Our experimental results
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guantitatively demonstrate these benefits in det@lle default number of data channel
waveguides is equal to the chosen flit width tobdm&onsistency and ease integration with the
electrical network interface, where data links ais® equal to the flit width, thus allowing more
consistent design for the network routers. The samelengthi; used for the reservation phase
is used by the source to send data on. The destngdteway interface tunes one of its available
microring resonators to receive data from the sewdethat wavelength after the reservation
phase. Once data transmission has completed, amwalEdgement is sent back from the
destination to the source gateway interface viaata ACK channel that also has a SWMR
configuration with a single waveguides per gatewdgrface to indicate if the data transfer
completed successfully or failed. The advantageéhafing a fully photonic path setup and
ACK/NACK flow control in METEOR:Is that it avoids using the high latency electrioatwork,

as is proposed with some other approaches [38] [102] [106]. As our analysis will show, the
novel combination of SWMR reservation and MWMR dekennel schemes METEORcan
provide a major advantage towards mitigating poavet latency bottlenecks. Allowing gateway
interfaces to request for access to the photonisspahenever data is available is also more
efficient than using a token ring scheme, which ecaffer from low throughput and high
latencies, especially under low traffic conditioMéote that acknowledgements are essential
during photonic transfers because data transfeosigh nanophotonic waveguides can fail due
to factors such as crosstalk and low signal to eno&tio. Some recent research efforts have
explored techniques to mitigate channel noise.Asxample, [124] highlighted the detrimental
effect of crosstalk in on-chip photonic waveguidesl presented a technique to overcome this

crosstalk.
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Figure 16 depicts our pipelined data packet transfecess, wher8 is the clock cycle to
generate a data packet within a processor core.dale transmission proceeds to the nearest
gateway with region validation/switch allocatiBy, single stage buffer write/route computation
Re, switch traversabr and electrical link transversak. Dots indicate multiple hops in some
cases to generalize this diagram. The SWMR cordigpm broadcasts the reservation flit
followed by photonic routing’r and arbitration £ The MWMR photonic link traversal transfers
dataP_ followed by acknowledgemems. The inter-PRI gateway interface process proceeds
through all of the above cycles for the header Sitbsequent data flits in the electrical path can
skip region validatiorRy and route computatioRe stages. Similarly, subsequent data flits in the
photonic path can skip photonic routiRg and arbitratiorPo (Figure 16 (a)). Intra-PRI and non-
PRI transfers do not utilize photonic transmissamd thus the photonic steps are skipped for

these types of transfers Figure 16(b)).

3.4 DEADLOCK RECOVERY

While XY routing has been proven to be deadlocle-fie mesh-like regular NoCs (as no
channel dependency cycles can be formed betweeendions), the modifications made to this
routing scheme to accommodate photonic transfeEREORmMay end up creating deadlock
conditions. We extensively studied deadlocks inglagosed architecture when packets traverse
the photonic ring paths. To overcome a potentiadteeck, we arrived at using low overhead
timeout flits sporadically interleaved with thetdlifor the long data messages traversing the
photonic paths. This is a form of regressive deddlecovery [125]. If a timeout flit reaches a
router where flits are blocked, a timeout monitaydule in the router can detect a timeout event

and recognize potential cases where flits are leldcdue to deadlock, and drop the blocked flits,
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while sending a NACK signal in the reverse dirattto indicate the flits being dropped. This
allows the system to unblock and recover from padenleadlock. While the method has the
overhead of the additional flits in long messag#ended for photonic links and monitoring
module in the routers, this is still simpler thathey potential deadlock resolution alternatives
proposed e.g., a common technique is to keep estrape channels in every router and draining

deadlocked packets through the escape channelshantieadlock condition clears [125].

Dataln
Ring Oscillator 0 ny
% ok n+2bits
Serial
Link
Ba n + 2 Bit Shift Register F—»
Load/Shift
Reset
+ ro
F ololo] eee [0f0]1 :
n + 2 Bit Ring Counter
(@
B ro
o o]0 0fo]1
Serial R N I—. ot -|
Link Reset L —
S n Bit Ring Counter

Flip Flop

en

Ring Oscillator

‘.

clk
n Bit Shift Register
n
Data
Data Out Enable v

(b)

Figure 17 Serialization scheme for gateway interfax(a) serializer, (b) de-serializer

41



3.5 COMMUNICATION SERIALIZATION

While the METEOR baseline configuration does not use serializatiore study
serialization as a potential design alternativeetiuce area and power. Serialization of electrical
communication links has been widely used in the fmaseduce wiring congestion, lower power
consumption (by reducing link switching and buffesources), and improve performance (by
reducing crosstalk) [126] [127] [128]. Typically re®ization in the electrical realm allows
increasing frequency in serialized copper linksrtake them faster compared to parallel links.
This is not the case in our architecture whereaBeation is mainly a means to shut down a
subset of photonic components and save power. dgcieg power consumption is a critical
design goal in future CMPs, we proposed using keaitgon at the gateway interfaces, to reduce
the number of photonic components (waveguides, ebuff transmitters/receivers), and
consequently reduce area and complexity on theopiotlayer as well as lower the power
consumption. In our architecture, we make use ehift register based serialization scheme,
similar to [129] [130] [131]. A single serial line used to communicate both data and control
signals between the source and destination nodésnfe of data transmitted on the serial line
using this scheme consistsrof2 bits, which includes a start k{it), n bits of data, and a stop bit
(0). Figure 17 (a) shows the block diagram of thegmaitter (or serializer) at the source. When a
word is to be transferred, the ring oscillator msleled and it generates a local clock signal that
can oscillate above 2 GHz to provide high transimisbandwidth. At the first positive edge of
this clock, am+2 bit data frame is loaded in the shift registertHa nextn+1 cycles, the shift
register shifts out the data frame bit by bit. Bhap bit is eventually transferred on the seria li
after n+2 cycles, and0 becomesl. At this time, if the transmission buffer is emptiye ring

oscillator and shift registers are disabled, amdsirial line goes into its idle state. Otherwike,
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next data word is loaded into the shift registed atata transmission continues without

interruption. Table 1 shows how serialization degrepacts performance of the photonic links.

Table 1 Serialization link bandwidth

Serialization Degree WDM Waveguides | Electrical Flit-Width Photonic BW [TB/s]

11 32 128 128 12

2:1 32 64 128

4:1 32 32 128 3

8:1 32 16 128 1.5

1:1 32 256 256 24

2:1 32 128 256 12

4:1 32 64 256

8:1 32 32 256 3

Figure 17 (b) shows the block diagram of the reme{or deserializer) at the destination.
An R-Sflip-flop is activated when a low-to-high transiti is detected on the input serial line (the
low corresponds to the stop bit of the previous frawmtgle thehigh corresponds to the start bit
of the current frame). After being activated, thip-flop enables the receiver ring oscillator
(which has a circuit similar to the transmittergrioscillator) and the ring counter. Théit data
word is read bit by bit from the serial line intcshift register, in the next clock cycles. Thus,
after n clock cycles, the n bit data will be aviaié&aon the parallel output lines, while the least
significant bit output of the ring counté0) becomedl to indicate data word availability at the
output. With the assertion dd, theR-Sflip-flop is also reset, disabling the ring osaithr. At this
point the receiver is ready to start receiving tlegt data frame. In case of a slight mismatch
between the transmitter and receiver ring oscilll@quencies, correct operation can be ensured

by adding a small delay in the clock path of theereer shift register. The preceding discussion
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assumech:1 serialization, where data bits are transmitted on one serial line, @eserialization
degree of n). If wider links are used, this schexae be easily extended. For instance, consider
the scenario wherén data bits need to be transmitted on four senmmdsli In such a case, the
number of shift registers in the transmitter mustifcreased from to 4. However the control
circuitry (flip-flop, ring oscillator, ring count@rcan be reused among the multiple shift registers
and remains unchanged. At the destination, evaigldme has a separate receiver to eliminate

jitter and mismatch between parallel lines.

3.6 EXPERIMENTAL RESULTS

Photonic waveguides provide faster signal propagatompared to electrical interconnects
because they do not suffer from RLC impedances.mBatder to exploit the propagation speed
advantage of photonic interconnects, electricalagmust be converted into light and then back
into an electrical signal. This process requirgeedormance and power overhead that must be
taken into account for an accurate analysis. Ia $ieiction, we present experimental results to
evaluate our proposeMIETEOR communication fabric that combines electrical gutabtonic
interconnects. The first two subsections presemsimulation setup and details of the estimation
models used. The subsequent subsections presentexperimental results, including

comparisons with other hybrid photonic NoCs.

3.7 SIMULATION SETUP

For our experimental studies, the hybrid electrotphic METEOR architecture was
modeled at the cycle accurate granularity by extehs modifying our in-house cycle accurate
SystemC-based NoC simulator that was derived filmgnopen-source Nirgam [132] and Noxim

[133] NoC simulators.
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We targeted a 32 nm process technology, and assam@8mn? CMP die area. We used a
high level floorplanner [134] to compute wire lelngtfor various NoC configurations, and obtain
accurate power and performance estimates. The togerequency of the photonic ring is
estimated by calculating the time needed for lightravel from any node to the farthest node on
the (unidirectional) ring, so that data can begnaitted to all nodes in one cycle. We assume the
presence of last level cache banks and I/O coetsoliround the periphery of the chip, which
results in a photonic ring with a diameter thasmaller ¢14 mn) than the chip edge width.

Through geometric calculations for this ring andwesing a refractive index of 3 for the SOI

45



waveguide, we were able to clock the photonic rfagd the communication network) at a
frequency of 2.3 GHz.

We used benchmarks with different synthetic trafiiofiles Hotspot, Bitwise, Shuffle,
Transpose, Butterfly, Uniform Randprto explore architectural performance under deers
traffic conditions. For comparisons with other hgbrphotonic NoCs, we additionally
implemented seven benchmarks from BBLASH-2suite [135] Cholesky, FFT, Fmm, Lu,
Radiosity, Radix, Barngsand these were used to load traffic on the coneation fabric.
Figure 18 shows the traffic distribution for tBLASH-2benchmarks implemented on &r8
CMP. Each cell represents a core, with lighter i@mocores sending/receiving fewer packets
than darker colored cores. We also performed cosmas using thePARSECand NAS

benchmark suites [136] [137].
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Table 2 Delay and power of photonic components

Component Delay DDE | SP TTE
Modulator driver 9.5 ps _ _
201Jd/bit | 5uW | 16fJ/bit/heater
Modulator 3.1ps
Waveguide 15.4 ps/mm - - -
Photo Detector 0.22 ps
: 20fJ/bit | 5uW | 16fJ/bit/heater
Receiver 4.0 ps

Note: Delay and power consumption for METEOR eles@2nm) DDE = Data traffic dependent
energy, SP = Static power, TTE = Thermal tuningrgn€20K temperature rang¢36] [138] [139]

3.7.1 PERFORMANCE AND POWER ESTIMATION MODELS

To obtain the delay for the photonic waveguide atiter photonic components, we used
results from [89] [140] for the 32 nm process teilbgy node. The delay of an optimally
repeated and sized electrical (Cu) wire at 32 nm assumed to be 42 ps/mm [29]. The power
consumed INMETEOR can be divided into two parts: the power consunmethe electrical
network and the power consumed in the photonic comapts. The static and dynamic power
consumption of electrical routers in this work iasbd on results obtained from a modified
version of the Orion 2.0 simulator [141], while thewer consumption on optimally repeated
and sized Cu wires is obtained from the methodologyi42]. For the power consumption of
various photonic components in tMETEOR architecture, we adopt the power models from
[36] [143] derived based on device level work iB8]1[139]. Based on [36] [143] thermal tuners
integrated at each ring in the network consume apmrately 1uW heating power per Kelvin,
and have &0K tuning range. [139] demonstrated ~20x improvemantthe thermal tuning
efficiency in applied tuning power. This improven@ompared to a premicromachined [138]

device was achieved by reducing the power requoeshift the filter resonant peak across the
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entire free spectral range. We implement microrggpnator structure based on combination of
device and system level work. Table 2 shows thaydahd power estimation models assumed in
our experiments.

Based on the processor and network bandwidth afilim, a CMP will produce
temperature variations across its total surfaca. arkis unbalanced thermal profile can require a
subset of cores to operate at lower performance tthers [100]. The unbalanced thermal
profile also needs to be considered in the scopriaforing resonator structures that can go off-
resonance with thermal variations and require tlaétoming to maintain resonance and function
correctly.

To compute laser power consumption, we calculatgtcal loss in components in our
architecture, which sets the required optical lagewer budget and correspondingly the
electrical laser power. We considered per compoaoptital losses for the coupler/splitter (1 dB)
[126], non-linearity (1 dB at 30mW) [36], waveguigeopagation (3 dB/cm) [144], waveguide
bend (0.005 dB/9bbend) [144], ring modulator insertion (1 dB) [36}op filter (1.5 dB) [145]
and photodetector (0.1 dB) [36], a0% laser efficiency [146]. As our architecture inahgd
concentric ring waveguides, losses due to waveggmssings are not present. The laser
intensity also needs to be compensated with trefiagor required to maintain signal integrity.
Off-resonance coupling loss can occur when thecapsignal passes through varying or non
aligned resonance switches and modulators [147]itareth be up to 0.1 dB in our architecture.
In various published literature, the sensitivity pifotodetectors is assumed frdmW [62] to
80uWI[126]. In our work, we assumed the photodetectmsiivity to bel0 pWin accordance

with value from [107]. Based on the concentric nmaveguide layout, we estimated the per-
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wavelength laser power needed to offset lossesetivhte the farthest photodetector. Figure 19
shows the laser power METEORTfor various degrees of WDM (i.e., wavelengthshirt6-256

for 128 and 256 wide data path waveguide configomatofMETEOR

3.7.2 COMPARISON WITH ELECTRICAL MESH NOC

The first set of experiments compare our baselingdrid photonic METEOR
communication fabric (uplinks=4, PRI size=4, WDMgdee=32) with a traditional 2D all-
electrical mesh NoC, for CMPs of varying complexifigure 20(a)-(c) show the latency,
throughput, and power consumption for a 64 coré8)&MP architecture with various synthetic
traffic patterns. As flit injection rate from theres increases, increased traffic congestion causes
the average transfer latency from the source taéséination cores for the electrical mesh to rise
rapidly. In contrast, due to the photonic ringMiETEOROoffloading a large portion of the global
communication away from the electrical network, tt@ngestion in the electrical network
reduces, which results in lower average packentgteompared to the all-electrical mesh NoC.
The addition of a high bandwidth photonic path alsads to a better average throughput
response iIMETEOR

This throughput however begins to saturate as idegrinjection rate leads to a greater
load (and thus congestion) on all the NoC compandnanally, the rate of increase in power
consumption of the NoC also starts to saturatera#tpidly increasing initially) with increasing
flit injection rate. METEORcan be seen to have a much lower power consumgtiompared to
the all-electrical mesh NoC. Results for a largét tore (12x12) CMP shown in Figure 21 (a)-
(c) demonstrate similar trends. However, our amslgklink loads after simulation indicated that

the utilization of the photonic ring was fairly Idr such large CMP sizes. One reason for this is
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that we limited the PRI size to four, for all theperiments. As a result, the relative percentage of
cores utilizing the photonic path for global comnuation reduces with increasing CMP size. In
the next subsection, we explore the impact of vayyhe PRI size iMETEOR

In the following sections, we explore various cgnofiations of theMETEORarchitecture
starting with a baseline configuration. This baseMETEORarchitecture is configured with the
following values: uplinks=4, PRI size=4, WDM degr82, Wavelengths=32, Serialization=1:1.
Our goal is to study and quantify the impact ofimas configuration parameters (PRI size,
number of photonic uplinks, number of wavelengsesjalization degree) on the performance

and power dissipation !IETEOR for (8x8) and (12x12) CMPs.

3.7.3 IMPACT OF VARYING PRI SIZE

In order to improve the utilization of the photopiath especially for large sized CMPs, we
explored varying the size of the photonic regiorisinfluence for the baselinETEOR
configuration. Figure 22 (a)-(c) shows the percgataariation in average latency, throughput,
and power consumption (relative to the base caske RRI size = 1) when the PRI size is
increased from the value of 1 to 16, for the 8x8 &Bx12 CMP sizes, with results averaged over
the synthetic benchmarks for brevity (trend linaseach bar show the variation).

As only a single photonic ring supports the 12xiéhiecture, scalability issues can be
observed in performance compared to the 8x8 casmnl be seen that there is a significant
performance improvement with increasing PRI sizeggufe 22 (a), (b)), and the power
consumption oMETEORalso goes down (Figure 22 (c)). Note that as tRé 9ze increases,
packets will increasingly flow through potentiabgveral nodes in the electrical portion of the
NoC, before they can utilize the photonic path. @lfethere is a decrease in average latency

and power consumption, and improvement in throughpunore and more packets utilize the
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photonic ring with increasing PRI size up to 16u3hincreasing the PRI size is an indispensable
optimization for our proposeMETEORcommunication architecture. However we also notice
that as PRI size increases, the improvements sat(eapecially for the 8x8 CMP case) due to
the fact that more and more cores start using flmeopic path with a limited number of uplinks
(gateway interfaces), which creates a bottlenetkeatiplinks and prevents further improvement.
The increase in latency and power, and reductidghrimughput on average for PRI sizes greater
than 16 is due to more cores become eligible fangugateway interfaces, which increases
congestion at the gateway interfaces, as well ashaned sub-paths from cores to the gateway
interface where flit contention reduces performamsen further. We observed increased
congestion in the electrical network for such casesl especially near the gateway interfaces,
which also led to an increase in overall poweridaed due to increased power dissipation in

the electrical network.

3.7.4 IMPACT OF CHANGING NUMBER OF PHOTONIC UPLINKS

To overcome the bottleneck of a limited number pflinks (i.e., gateway interfaces), we
next explored the impact of changing the numbeupinks in theMETEORarchitecture and
measured the performance and power dissipatioth®orarious configurations. As the number
of gateway interface routers with photonic inteeéncreases, it also results in an increase in
power due to O/E and E/O conversion. Increasingntm@aber of uplinks also increases real
estate usage in the silicon layer, as well as dneptexity of the photonic layer.

However the additional complexity of more uplinkarislates into better photonic path
utilization by communication flits, and can leadltever overall power dissipation. Increasing

the number of uplinks can also provide fault taheein case of uplink failures. Figure 23 shows
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power consumption
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results of varying the number of uplinks for an 8%8C with a fixed PRI region size of 4 and
WDM degree of 32. Improvements in power and peréoroe were significant when uplinks
were increased from 8 to 16. The improvementsioudphput and power drop when the number
of uplinks was increased from 16 to 32. This is tueverlapped PRI regions that lead to less
opportunity for long distance global communicatiaile increasing complexity in the photonic
and electrical NoC layers. Increasing the numbeuptinks beyond 32 led to worse power and
performance results (these results are omittedhrievity), due to much higher overheads in the
electrical and photonic NoC layers.

Note that PRI size and number of gateway interfaaresclosely correlated. However,
given the complexity of the design spaceMETEOR the number of all possible parameter
value combinations is excessive and an exhaustialysis is prohibitive. Therefore we chose a
stepwise approach to analyze factors such as PRI and number of gateway interfaces
independently, for the sake of tractability. A maemprehensive analysis could explore the
correlation between PRI size and number of gatanigyfaces by analyzing all of their possible

combinations, to potentially achieve improved resul

3.7.5 IMPACT OF VARYING NUMBER OF WAVELENGTHS
WDM has many practical advantages, for exampleast the ability to improve bandwidth
utilization of already implemented photonic wavetgs. We were interested in exploring the
impact of the number of wavelengths on performamzkpower dissipation in our architecture.
Figure 24 shows experimental results for changevarage latency, throughput, and power
consumption when the number of wavelengths is asad from 32 to 256 for an 8x8 CMP with

4 uplinks (gateway interfaces) and a PRI size distithe degree of WDM is increased, power
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consumption for the multi-mode laser, resonatohgrmal tuning of each resonator and
photodetectors goes up.

However, there is also a reduction in electricalCNaower as global communication is
more quickly sent through the higher capacity phmtgaths without having to be buffered for
too long. The experimental results show significamprovements in average latency when the
numbers of wavelengths were increased for certaichimarks (Uniform Random, Transpose,
Shuffle, Butterfly). Throughput improvements wereah smaller in comparison, due to traffic
bottlenecks in the electrical NoC being the lingtifactor. As the number of wavelengths is
increased, the performance improvements come atctis¢ of higher power consumption
overhead (especially when the number of wavelengtimecreased from 128 to 256). Therefore it
is important to carefully balance performance aodgr needs on a per application basis when

selecting the WDM degree.

3.7.6 IMPACT OF PHOTONIC SERIALIZATION

In order to further reduce power consumption, wpl@ed using data serialization for
transfers over the photonic waveguide. The godbisninimize the E/O and O/E conversion
circuitry and buffer sizes as well as switchinghatt, to reduce power consumption. Figure 25
(c) shows the reduction in power consumption for BETEOR architecture (uplinks=4, PRI
size=4, WDM degree=32) as the degree of seriatimats changed from the original un-
serialized case (1x) to 2 (2:1 serialization), 4 (gerialization), and 8 (8:1 serialization) foeth

8x8 CMP case.
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From the figure it is clear that serialization hashotable impact on reducing power
consumption, due to a reduction in the communicatEsources and switching activity (even
after considering the power consumption overheathefserializer/de-serializer circuitry). In
addition to reducing power, serialization also ithe number of photonic ring waveguides
required, thus reducing the photonic layer compyexstatic power consumption and area cost.
Serialization however entails a performance ovettesathe number of bits transferred in a cycle
gets reduced. Figure 25 (a), (b) show the redudhairoughput and an increase in latency as
the degree of serialization is increased, for ad 8¥P. It is clear that unlike the case where we
optimized the PRI size, reducing power with sezetion negatively impacts performance. Thus
serialization must be used with great care. Sedatbn degrees of 2 and 4 in particular may

provide a reasonable trade-off between power arfdrpeance.

3.7.7 COMPARISON WITH OTHER PHOTONIC NOCS

In this section, we compare our propodd&TEOR architecture with three previously
proposed photonic NoCsi) hybrid photonic torus [102]ji) all-optical Corona crossbar [40],
and (iii) hybrid hierarchical Firefly crossbar [3¥)Ye made our best effort to carefully implement
every feature of the architectures described irrégpective papers for a meaningful comparison.
The photonic torus and Corona architectures recuii@onic conversion even for small local
transfers which can be wasteful. The Firefly amttiire enables local transfers on the electrical
NoC, but only within a concentrated mesh node, #MIETEORextends the utilization of the
electrical NoC further to provide more efficientdéd transfers within a possibly much larger PRI
region, thus reducing load on the photonic layere Do the simpler photonic layer architecture,

METEORalso hadower power dissipatiorcompared to other hybrid photonic architectures.
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Lower utilization of the electrical NoC also enableuch more power efficient and reduced
congestion communication IMETEOR compared to the all-electrical mesh and torus

architectures.

Table 3 Micro ring resonator requirement

Relative comparison for photonic resource requirstador 8x8 128 waveguide architecture

Component METEOR Corona [40] Firefly [37] Optical Mesh [102]
Transmission 8192 262144 32768 294912
Reservation 1024 2048 1024 6400
Arbitration 1024 2048 1024 6400
Clock 4 64 16 64
Total 10244 266208 34832 307776

Based on our analysis, we choseM&TEOR configuration with a PRI size of 16, 32
uplinks, and a serialization degree of 1 to compaainst other photonic NoC architectures. The
WDM degree for all compared architectures was kigptl at 64, and results for 128 and 256 bit
waveguides were explored for all architectures.

Table 3 shows a relative comparison of photonicroniog resonator requirements for an
8x8 core, 128 waveguide architecture. As shown ha table, our proposeETEOR
architecture requires 3.5 to 25x lower resourcespared to previously proposed architectures.
The METEORarchitecture was configured with a PRI size of 3B uplinks, and a serialization
degree of 1. The WDM degree for all architecturess viixed at 64, and the results were
generated for various synthetic aB®PLASH-2benchmarks. Figure 26 shows the results for
normalized latency, power, throughput, and enemggd products for synthetic benchmarks:
Hotspot (Ht), Bitwise (Bt), Shuffle (Sh), Transpg$p), Butterfly (Bf), and Uniform random

(Ur). Figure 27 shows the results for tB®LASH-2benchmark implementation§FT (Ft),
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Radix (Rd), Cholesky (Ch), Radiosity (Ry), Fmm (FB3grnes (Br), and Lu (Lu)We also
implementedNAS[136] andPARSE(137] benchmarks to evaluate ddETEORarchitecture.
NAS benchmarks are derived from computational fluichaiywics (CFD) applications. The
Princeton Application Repository for Shared-Mem@uymputers PARSEQ benchmark suite is
composed of multithreaded progranBARSECworkloads represent next-generation shared-
memory programs for CMPs.

Figure 29 shows the results for tBBRSECbhenchmarkshackscholes (bl), bodytrack (bo),
canneal (ca), dedup (de), facesim (fa), ferret, (flejdanimate (fl), freqmine (fr), streamcluster
(st), swaptions (sw), vips (vi), X264 (R2Figure 28 shows the results for tRASbenchmarks
(Embarrassingly Parallel (EP), Conjugate GradientG¥; Multi-Grid (MG), Fourier Transform
(FT), Integer Sort (I1S), Lower-Upper Gauss (LU)p& Tri-diagonal (BT), Scalar Penta (SP)
All results are normalized to the results obtaifedMETEOR and we present results for 128-bit
photonic waveguides (Figure 26(a), Figure 27(agufe@ 28(a), Figure 29(a)) and 256-bit
photonic wave-guides (Figure 26(b), Figure 27(b)guFe 28(b), Figure 29(b)) for the

architectures.
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Figure 30 Breakdown of power consumption for (a) 12-bit, (b) 256-bit waveguides.
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Figure 31 Photonic layer and electrical layer are@verhead comparison for various NoC architectures.

Based on Figure 26, Figure 27, Figure 28, FigurdViESTEOR configuration with 256
waveguides achieves an average of 89%, 112%, 124P@B3% power reduction compared to
previously published hybrid photonic architectuf@ssynthetic, SPLASH-2 PARSECandNAS
benchmarks, respectively. The average latencyM&TEOR is on par with that of other
architectures foBPLASH-2and synthetic benchmarks. It can be seenNHBIEORhOasslightly
lower average latencyor NAS and PARSECbenchmarks compared to the other architectures
because it is able to better balance local trassfeer the electrical network with global transfers
over the photonic waveguides. For synthetic &RLASH-2benchmarksMETEOR achieves

comparable throughput with respect to the othehitactures while average throughput for
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Corona and Firefly was 23% higher thfETEOR for the PARSECbenchmarksMETEOR
demonstrates an average (256 and 128 waveguidelsiraath of 73%, 98%, 136% and 58%
energy-delay product improvement compared to ptesho published hybrid photonic
architectures for syntheti§PLASH-2PARSECandNASbenchmarks.

Figure 30 shows the breakdown of average poweipdissn for the various architectures
considered in the comparison study. Results areaged over the synthetic benchmarks and
normalized to the result obtained from the all-&leal torus, for the 128-bit waveguides (Figure
30 (a)) and the 256-bit waveguides (Figure 30 (byan be seen that tETEORarchitecture
has lower laser, photonic component, and thernmah¢upower due to its simpler photonic layer
architecture METEORand Firefly have higher electrical link, crosskamd routing power than
other hybrid photonic architectures because botéflifiand METEORSsupport electrical layer
data transfers. As the extent of electrical laygnmunication iIMETEORIs greater than that in
Firefly, METEOR electrical layer power dissipation is higher thhat of Firefly. The static
power dissipation in all the NoC architectures edatively low, due to the communication
networks being dominated by dynamic power dissppati

Figure 31 shows a comparison of the photonic ardtetal layer area overheads of the
various NoC architectures, for the 8x8 and 12x12 €@MPs. It can be seen tMMETEORhas a
higher electrical layer area footprint compareth other architectures. This area is greater than
the electrical mesh area primarily due to the esdtaer complexity at the gateway interfaces. In
the photonic layer, the hybrid photonic torus tagyl does not scale well with increasing core
counts, and has a significant area overhead dtleettarge number of photonic waveguides and
photonic switches. In fact, it requires a multi-pgrac layer implementation which will be

extremely costly. Firefly anMETEORDboth have lower area overhead than Corona, whsels u
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significantly higher number of resonators and detecesourcesMETEORhOas a comparable
optical layer area overhead with Firefly. In summMETEORprovides a notable improvement
in average latency, power dissipation, and enegdgydproduct compared to traditional electrical
mesh/torus NoCs and existing hybrid photonic NoCsupled with its low photonic layer
complexity, the results motivate considering METEOR hybrid NoC architecture in future

CMPs that integrate photonic interconnects.

3.8 RESULT SUMMARY

Future CMP applications with hundreds of cores weljuire a scalable communication
fabric that can enable high performance per watis hot clear whether current 2D electrical
NoCs can satisfy the performance requirements Gituré CMP applications with a highly
constrained power budget. To address this challandkis work we proposed a hybrid photonic
NoC (METEOR)that combines configurable concentric photonig sraveguides on a dedicated
silicon layer to complement a traditional electfizZB mesh NoC. Results from our experimental
studies indicate thaMETEOR can lead to significant reduction in power constiamp and
energy-delay product, in addition to improvementsaverage transfer latency, compared to
traditional 2D all-electrical mesh and torus No@s, well as the previously proposed hybrid
photonic torus, Corona, and Firefly hybrid photoNoC fabrics. In terms of area overhead,
METEOR has much lower complexity in the photonic layeompared to the previously
proposed hybrid photonic NoCs. The encouraginglte&wm this work highlight the potential
of using photonics on chip and thMETEOR hybrid photonic NoC architecture to meet the

challenges of rising CMP complexity in the future.
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4 HYBRID PHOTONIC NOC FOR MULTIPLE USE-CASE APPLICADINS

Multiple use-case chip multiprocessor (CMP) appime require adaptive on-chip
communication fabrics to cope with changing useegasrformance needs. In this chapter we
proposeUC-PHOTON a novel hybrid photonic NoC communication arattiiee optimized to
cope with the variable bandwidth and latency camsts of multiple use-case applications
implemented on CMPs. METEOR uses a single nanoegpimtring waveguide based
architectureUC-PHOTONextends it to multi-ring architecture providingd#iecbnal flexibility to
configure performance needs. Our detailed expetiaheasults indicate thailC-PHOTONCcan
effectively adapt to meet diverse use-case trafiquirements and optimize energy-delay

product and power dissipation, with scaling CMPecoount and multiple use-case complexity.

4.1 MULTIPLE USE-CASE APPLICATIONS

In recent years, rapid advances in technology rsgalnd increases in application
complexity have given impetus to the design of chipltiprocessors (CMP) with multiple
components (processors, memories, peripheralgjrated on a single chip. CMPs can support
greater levels of parallelism and have been shawmrovide significant improvements in
performance-per-watt compared to uni-processoreByston-chip (SoC) clocked at higher
frequencies. Already, numerous CMP designs are aawially available today from several
vendors for a wide range of computing systems fBlmaRay recorders, car navigation systems,
digital TVs, gaming consoles, to exa-flop supercotes. Some examples include the
Sony/IBM/Toshiba Cell [5], Fujitsu FR-1000V [148NEC/ARM MPCore and MP211 [149],

and Renesas SH-X3 [150], which have been develtgpale consumer electronics domain.
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One of the most challenging problems in CMP desgglay is the design of the on-chip
communication fabric that inter-connects the midtigzores on a chip [3]. The on-chip
communication fabric is responsible for satisfystgct latency and bandwidth constraints that
are relentlessly increasing in stringency as appba performance approaches the peta- and
exa-flop levels. Unfortunately, on-chip intercontsechave not scaled well with process
technology. In ultra-deep submicron (UDSM) techggionodes below 65 nm, not only have
interconnects become longer, but the signal detathese long (global) interconnects has been
steadily increasing with each successive technotmmeration, and now far exceeds gate delay.
The International Technology Roadmap for SemicotasITRS) acknowledges that delay on
global interconnects has now become a major pedooe bottleneck, and the topmost challenge
for the semiconductor industry [4]. In additionliecoming a potential source for performance
bottlenecks, interconnects on a chip suffer froduoed reliability due to UDSM effects such as
capacitive and inductive crosstalk, and higher dyisaand leakage power dissipation.

To cope with communication demands in emerging @Ms§igns, there has been a gradual
shift away from circuit-switched bus-based commatan architectures to packet-switched
networks-on-chip (NoCs) [3] [151]. Hierarchical awstbssbar-based shared bus architectures
lack the scalability to support high bandwidthsg ane also more susceptible to intra-die process

variations and interference due to crosstalk anereal electromagnetic sources.
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Figure 32Multiple use case application with use cases (a) UC(b) UC2, (c) UC3, (d) UC1+UC2, (e) workloac

NoCs generally offer a more regular structure ardyared design methodology, whi
leads to better predictability and improved relidpin UDSM techrologies. Most importantly

NoCs can support higher bandwidths and are thumsgb&ailed as a promising -chip
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communication fabric for emerging CMP designs. Hesve in practice, the few existing
implementations of NoCs have been found to haversédrawbacks stemming from the large
number of network interface (NI), router, link, alodffer components in NoCs that lead to a high
area overhead and prohibitive power dissipatior. iRstance, recent NoC prototypes have
shown NoCs taking a substantial portion of systawes, e.g., ~40% in the MIT RAW chip
[152] and ~30% in the Intel 80-core Teraflop chipZl Recent studies have also suggested that
NoC power dissipation is much higher (by a factbrl®x) than what is needed to meet the
performance needs of future CMPs [7] [153]. Thusjicdal new solutions are required to
overcome the power brick wall facing NoCs in thetrfew years.

The relatively recent phenomenon of digital coneage [154] puts a further strain on
communication architecture design in emerging CM&xlications in the digital convergence
era have multiple operating modes, called use-cattest have distinct workload and
communication traffic characteristics. For instgnemart cellular phones today can support a
combination of several functionalities including kivay and receiving calls, playback for MP3s,
FM radio and video, GPS navigation, PDA supportieless web browsing, games with 3D
graphics, Bluetooth syncing, and so on. Some ofuhetionalities, such as 3D gaming have a
much higher computational and communication worklt@a render sophisticated graphics and
maintain high frame display rates. In contrast, M&8yback requires simpler audio codec
decoding and has a much lower computation and conoation performance requirement. With
the number of use-cases increasing rapidly in egfidins today (~tens to hundreds), designers
are finding it extremely challenging to create CMiplementations that can support multiple

heterogeneous use-cases.
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Figure 32 illustrates an example of a network mgitapplication with multiple use-cases.
The application is implemented as a CMP with twaegal purpose microprocessors, a digital
signal processor (DSP), two on-chip memories anetaork interface (1/0). Figure 32 (a)-(c)
show three use cases of the application that hastlyvdifferent bandwidth requirements
between components. It is also possible for theliGamn to execute multiple use cases
simultaneously, as shown in Figure 32 (d), whese cases 1 and 2 execute at the same time
(called a compound use case). Figure 32 (e) showstlhe average workload traffic bandwidth
varies for the use cases during application execuflypically, switching between use cases
takes place when users interact with the applinatioif there is a change in the environment
(e.g., change in wireless signal strength, or batevel). Such a switch in use cases results in
the temporal switch of application task and comroaton graphs. It is highly likely that a
communication architecture customized for a singg® case may not meet performance
requirements for another use case. Thus there mead to enhance traditional on-chip
communication fabrics for multiple use-case appioces.

In this chapter, we propose using a novel hybriotghic NoC communication architecture
called UC-PHOTON to cope with emerging multiple use-case applicsti@and maximize
performance-per-wattJC-PHOTONIs comprised of one or more photonic ring pathgpbed to
a traditional 2D electrical mesh NoC architectuighe photonic paths offload global
communication from the electrical network, imprayinpacket latency and reducing
communication power dissipation. In additiC-PHOTONsupports dynamic reconfiguration
of the electrical and photonic networks. This eaabluntime adaptation to changing traffic
patterns, which allows network resources to benupg&d for even lower power dissipation.

Experimental results on several multiple use-cdgl Genchmark implementations indicate that
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UC-PHOTON can scale with increasing use-case count and couvat to save orders of
magnitude power, reduce energy-delay product, angrdave performance compared to

traditional electrical NoC architectures.
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Figure 33 Building blocks of on-chip photonic inteconnects

4.2 ON CHIP PHOTONIC ARCHITECTURE OVERVIEW

Recently, photonic interconnects have been propasedsolution to overcome the on-chip
communication power bottleneck [29]. Photonic intemect technology is of interest because it
has been shown to be much more energy efficientpaosa to copper (Cu) interconnects
especially at high speeds and long distances H][f]. The ability of photonic waveguides to
carry many information channels simultaneously eases interconnect bandwidth density
significantly, eliminating the need for a large rhem of wires to achieve adequate bandwidth.

Photonic interconnects are becoming standard ia damters, and chip-to-chip photonic links
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have been demonstrated [155his trend will naturally bring photonic interawgcts into the ¢-
chip stack, particularly as a means to enable hagidwidth and lovpower data communicatic
between hundreds of cores in future CMPs. Recevaras in the field of nanoscale silic
photonics have enabled highly integrated photonierconne«-based components in CM«-
based ICs [11] [13] [14]In fact, photonic elements have now become adailas library cells ii

standard CMOS processes.
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Figure 34 Microring resonator coupling for multi ring waveguides

Figure 33 shows a high level overview of the key-chip photonic transmissic
components as considered in this work: a r-wavelength laser light urce, modulator,
photonic waveguide, and photodetector. Multiple @lamgths of light are coupled on to the ¢
using photonic fibers from ofthip (or on-stack) multi-wavelength motieked laser [24].
Several simultaneousath transfers over multiple wavelengths are passibl photonic

interconnects, and such wave division multiplexiyDM) is critical for ensuring higl
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bandwidth transfers [156]. For a WDM scheme witlvavelengths, allocation of wavelengths to
traffic streams is done using ‘multiplexing by comgith each of the n interfacing cores having
exclusive access ta/n wavelengths. This limits the number of transengf but provides
substantial power savings. The photonic wavegusdeade of CMOS-compatible silicon oxide,
which has been shown to carry light with low loséas the order of 2—3 dB/cm) and can be
curved with bend radii on the order of 10 um [144].

Wavelength-selective nanophotonic silicon modukatorade out of microring resonator
structures [26] are used to convert electrical @gmnto light at the source, for transmission.
Microring resonators are also used at the destinafs filter structures to “drop” the
corresponding wavelength from the waveguide intéo@l photodetector device [27] that
converts the light signal back to an electricahalg Trans-impedance amplifier (TIA) circuits
are used to amplify analog electrical signals atréteiver to digital voltage levels. Future CMPs
with hundreds of cores will require multiple phatrwaveguides to meet performance
requirements. In such systems, microring resonatars be used as couplers to couple light
between multiple waveguides. Figure 34 shows ammela of this coupling, with light of
wavelengthi, being coupled from the first to the second phatamaveguide. The coupling is
enabled by injecting charge into the microring redgor coupler to change its index of refraction
so that only a resonant wavelength is coupled through it, while other non-resonant
wavelengths (such asg) remain unaffected. Ring filters and modulatorsstralso be thermally
tuned to maintain their resonance under on-die &zatpre variations [36]. We assume a single
heater element per microring resonator structutbigawork for this purpose.

An important consideration for WDM enabled photomiterconnects is the optical loss in

its components. Optical loss impacts system dessgih sets the required optical laser power and
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correspondingly the electrical laser power (at @ghdy 30% converson efficiency). In additior
to the waveguide, optical losses exist for couplen®dulator/filter resonators, wavegui

crossings, photodetectors, and also due t-linearity.
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Figure 35(a) 6x6 hybrid NoC with photonic ring and various $&es of photonic regions of influence (PRI), (b) %
improvement in energy-delay product for hybrid NoC with photonic ring compared to conventional 2D mesh NoC, wh
scaling CMP complexity.

4.3 UC-PHOTON OVERVIEW
4.3.1 BACKGROUND
Our proposedUC-PHOTON communication architecture utilizes 3D integratiwith

separate planes for logic and silicon photc as presented in Figure Bhe basic architectul
comprises of an electrical NoC interfaced to acaili photonics layer that has photo
waveguidebased interconnect paths. In general, photonic guades and compeents for
complex topologies such as mesh, torii, and fastiean be prohibitively expensive in terms
fabrication cost and area overhead. Consequentlyyi previous wot [44], we proposed a low

overhead hybrid photonic NoC architecture with aafyal rinc-based photonic wavegui
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interfaced to a traditional 2D electrical mesh Nd&ateway interface routers provided the
connectivity between the electrical layer and theduotators and photodetectors in the photonic
layer. The photonic ring was shown to provide deflasand more energy-efficient path for on-
chip global communication compared to traditiorlat&ical NoCs.

To improve scalability, a photonic region of infhee (PRI) was also defined in [44],
which refers to the number of cores around thevgagenterface that can utilize the photonic
path for communication. Figure 35 (a) shows a 6:MPCwith varying PRI sizes at the four
gateway interfaces. If a router falls under a FARIs modified to additionally consider the
photonic path for global communication for incomitits. Note that while the sizes for the PRIs
are shown as different at each gateway interfadienfigure, this is for illustration purposes
only, and in practice we assume a fixed PRI sizeafbgateway interfaces. For smaller sized
systems (e.g., 4x4 CMPs), limiting the number aksanterfacing with each gateway interface
to one (i.e., PRI size = 1) may be sufficient toafd a majority of the global communication
from the electrical network. For more complex sysde.g., 8x8 CMPs) a larger PRI size may
be more appropriate. However, we have found thahassystem size increases (e.g., 10x10,
12x12 cores etc), increasing the PRI size provideslly diminishing returns.

Figure 35 (b) shows the % improvement in the eneegay product of the hybrid
photonic-ring NoC compared to a conventional eleatr mesh NoC, with scaling CMP
complexity. For each CMP configuration, results eveaveraged over sever&8PLASH-2
benchmark [135] implementations, and optimal PRilesi(to get the lowest energy-delay
product) were used. It is clear from the figuret tih& benefits of using the photonic ring become
insignificant for large CMP sizes. This is primgribecause the photonic ring is under-utilized

due to its limited coverage area on chip, evenghdbe global communication requirements are
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higher. Thus, more scalable hybrid communicatidori€s are needed to cope with the m

stringent latency and power constraints of futukéRs
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Figure 36 Four configurations of the proposed hybrid photonicNoC architecture for a 6x6 CMF

4.3.2 TOPOLOGY

To overcome the scalability limitations discussbdwe,we propose a more general hyb
photonic NoC architecture calllUC-PHOTONthat employs multiple photonic ring paths. 1
topology can be characterized by-tuple <k,b,n,r,w,c> where k is number of photonngs, b
is the bitwidth of the photonic waveguides, n isner of uplinks/downlinks (i.e., gatew
interfaces)r is the PRI size, w is the number of WDM chagsnahd c is the number of cores

the CMP. For the purpose of this wowe analyzed various &ple spaces to better underst:
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the scalability of various configurations. Figuré@ Shows four configurations of the proposed
architecture with varying numbers of photonic ripgths (k = 2,3,4,5; with n = 8,12,16,16
gateway interfaces respectively) that can bettansm IC chip. The configurations shown are
for a fixed sized CMP (c = 36), have a bitwidth 56, PRI size r = 2, and w = 16 WDM
channels. The building blocks of the photonic comimation, such as the modulators,
waveguides, photo-detector receivers, and microregpnator switches are the same. The
electrical mesh NoC requires modifications in tbater architecture to incorporate additional

traffic to/from the photonic layer. This is discadsn detail next.

4.3.3 ROUTING AND FLOW CONTROL

The UC-PHOTON communication architecture supports wormhole dwig, XY
dimension order routing for routing flits in theeetrical NoC, and a modified PRI-aware XY
routing scheme for selective data transmissionutiinahe photonic links. Communicating cores
lying within the same photonic region of influenm@mmunicate using the electrical NoC (intra-
PRI transfers). Cores that need to communicate raamle in different photonic regions of
influence communicate using the photonic path#hefsize of the data is above a certain user-
defined threshold (inter-PRI transfers). In thisMarge data messages can be offloaded from the
electrical NoC and sent over a faster and moreggnefficient photonic path. Transfers between
cores lying outside photonic regions of influenaxw normally via the electrical network.
Network interfaces (NIs) ensure that header flimtain coordinates of the source and
destination of the packet being injected into theClNas well as a flag indicating that the
message size is large enough to potentially travanshotonic path (for inter-PRI transfers). All

routers have ‘region validation’ units that use ¥outing for intra-PRI transfers or for transfers
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to cores not residing in any PRIs via the electridaC. Otherwise ian inte-PRI transfer is
detected by the ‘region validation’ unit at the smurouter, the packets are-routed to the
gateway interface of the local PRI using XY routitrgverse the photonic link to the destinal
gateway interface, and then are ted to the destination router using XY routing. Tdegta
traversing the photonic path is not buffered in phetonic layer, and the photonic transfer

therefore be considered to be a form of photonicudi switching. Flow control for thes
transfersis implemented using the switto-switch ACK/NACK scheme in both the electric
and photonic links, to ensure that the destinattoable to accept the transmitted data. |
traversing a photonic link receive ACK/NACK infortian from the destinationia the electrical

NoC, just like with electrical links
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Figure 37 (a) Gateway interface electrical router architecture, () use-casecritical transition graph (CTG)

There are two types of routers uselUC-PHOTON (i) regular electrical mesh routers tl
have5 I/O ports (N, S, E, W, local co with the exception of the boundary routers thate

fewer ports, andii) gateway interface routers that have six I/O pcN, S, E, W, local core
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photonic link and are responsible for sending/receiving fitdrom photonic interconnects in
the photonic layer. Both types of routers havergoui and output queued crossbar with a 4-flit
buffer on each input/output port. Figure 37 (a)wes@ high level block diagram of the gateway
interface router. Note the additional ports foenfécing with the photonic rings. These ports are
connected to a ‘WDM control’ module that controlawelength assignment to different traffic
flows, to enable WDM for high bandwidth photonicyomunication. If multiple requests contend
for access to the photonic waveguide at a gatewyface, then the request with the furthest
distance to the destination is given preferendeefodchemes can be used here as well).

While XY routing has been proven to be deadloclk-fier mesh-like regular NoCs (as no
channel dependency cycles can be formed betweeendions), the modifications made to this
routing scheme in our architecture to accommodéteagmic transfers may end up creating
deadlock conditions. We extensively studied deddiom the proposed architecture when
packets traverse the photonic ring paths. To oveeca potential deadlock, we arrived at using
low overhead timeout flits sporadically interleavetth the flits for the long data messages
traversing the photonic paths. This is a form gfressive deadlock recovery [125]. If a timeout
flit reaches a router where flits are blocked,j@méout monitor’ module in the router can detect a
timeout event and recognize potential cases wiigseafe blocked due to deadlock, and drop the
blocked flits, while sending a NACK signal in theverse direction to indicate the flits being
dropped. This allows the system to unblock and wecdrom potential deadlock. While the
method has the overhead of the additional flitbimg messages intended for photonic links and
monitoring module in the routers, this is still pi@r than other potential deadlock resolution
alternatives such as keeping a reserved deadleekctiannel and draining deadlocked packets

through this channel until the deadlock condititeacs.
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4.3.4 DYNAMIC CONFIGURATION

A key feature ofUC-PHOTONIs the support for dynamic reconfiguration for Ipower
operation. Since different use-cases have differeaffic flows, and bandwidth/latency
requirements, runtime reconfiguration strategieslwa employed at the transition point between
use-case executions to save power. There is alveaysming overhead incurred when
transitioning between use-cases, primarily to Itfa@l new use-case data and code, distribute
control signals across the chip, and gracefullyt slown the current use-case. Some use cases
are critical and need to be loaded and run quidkby.other use cases, the transitioning time can
be much longer, from hundreds of micro-secondset@al milli-seconds. In this time we can
implement strategies to reduce power dissipatiobvi@usly, the runtime reconfiguration
strategies possible during critical use-case switclare much more restricted than for regular
use-cases switching. We define a critical transigoaph as an undirected grapfiG(V,E)where
each vertewi € V is a use case, and an undirected edgev) represents the need for fast
switching between use casgsandyv;. Figure 37 (b) illustrates a CTG for a multiple «sese
application, where for instance use cases UC4 &6l heed to implement fast switching.

For critical use-case transitions, low overheadtin reconfiguration schemes are
desirable to save powddC-PHOTONemploys low-overhead runtime optimization techesju
(1)-(iii) described below for critical use-case transiticarg] all the technique$)-(v) for non-

critical use-cases transitions:

4.3.4.1 DVS/DFS
Dynamic supply voltage and clock frequency sca(DyS/DFS) is one of the most widely

used runtime optimization techniques to reduce padigsipation. In our approach, NoC link
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and router frequencies are dynamically adapted &®tnperformance requirements while
consuming the minimum power. Since use-case pedoce requirements are known in
advance, the available slack can be preciselyatllto achieve maximum power dissipation. An
almost quadratic reduction in dynamic power digsgpacan be achieved using this approach.
We use a conservative model for voltage scalingreslve assume that the square of the voltage

scales linearly with the frequency [157].

4.3.4.2CLOCK GATING

For some use cases, not every link or router oND€ needs to be active to implement all
communication flows. In such a scenario, to rediyeamic power dissipation, clock gating can
be employed. Clock gating is the most effectivaigoh for optimizing the dynamic power, and
is supported by most commercial synthesis and aopdition tools. The main idea behind clock
gating is to shut-down a circuit’s blocks that ace performing useful computations during some
particular clock cycles. In our approach, clockimgis used to shut down links and routers that

do not need to be accessed for a use-case.

4.3.4.3DYNAMIC WDM

Wavelength division multiplexing allows severahgponic signals to be transmitted
simultaneously in a single photonic waveguide usthifferent wavelengths which do not
interfere with each other. WDM can thus signifidaminprove photonic interconnect bandwidth
density over electrical interconnects. We assuna¢ ¢ach of the photonic waveguides has
available wavelengths for WDM, thus creating-&way WDM photonic path. The value sthas

significant implications for performance, cost apdwer since using a larger number of
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wavelengths improves bandwidth but requires addiiiomodulators and receivers, which
increases area, cost and power overhead in theomholayer. In our work, we utilize a
practically achievable conservatixevalue of 16. Since the dissipated power in the utaidrs
and receivers is typically a linear function of tnember of WDM channels employed, reducing
the number of WDM channels can save power. Ouriddyphotonic NoC supports rapidly
varying the number of WDM channels during use-ctiaasitions, by shutting off channels
(modulators/receiver pairs) when data bandwidthuireqnents are low to save power, and
enabling the channels when bandwidth requiremeatorbe high, to maintain performance

goals.

4.3.4.ARUNTIME PRI RECONFIGURATION

The size of the region of photonic influence impattte photonic path utilization. Small
region sizes promote more transfers via the etadtNloC, while large region sizes increase the
traffic flows eligible for transfer via the photaniings. However, increasing the PRI size beyond
a certain point can be counter-productive, increasatency and power dissipation, as shown in
our previous work [44]. Since application traffibazacteristics can change across use-cases, a
single PRI size may not be adequate in optimabyrithuting traffic flows between the electrical
and photonic paths to minimize power dissipatiohnu§UC-PHOTON supports dynamically
varying the PRI size at runtime during non-criticsde-cases transitions to track changing
application traffic requirements, and achieve loawpr operation. The reconfiguration step
involves updating region boundary coordinates et in the ‘region validation’ units of the
NoC routers, which can take several hundreds oesy@and hence is only applied during non-

critical use-case transitions.
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4.3.4.5ADAPTIVE TDMA SLOT ALLOCATION

The TDMA slot allocation in a router for differetnaffic flows controls the bandwidth and
also the average latency of packets for the flowsiNoC. Since different use-cases have
different bandwidth and latency requirements, ciramghe TDMA slot allocation during use-
case transition is a way to adapt to the new use-Cehe goal is to give more slots to critical
traffic flows in a use-case with more stringent stoaints. Since the TDMA slot allocation
information is assumed to be stored in a separataary, it takes several hundreds of cycles to
update the TDMA slot allocations in all the NoC ters. Thus, this technique is only applied

during non-critical use-case transitions.

Table 4 Multi use-case application characteristics

Application Cores Use cases Critical Trans
SPL2xA 6%6 5 16
SPL2xB 6%6 10 32

PNET1 8x8 15 44
PNET2 8x8 20 54
PNET3 10x10 30 98

4.4 EXPERIMENTS
4.4.1 EXPERIMENTAL SETUP

Photonic waveguides provide faster signal propagatompared to electrical interconnects
because they do not suffer from RLC impedances.Batder to exploit the propagation speed
advantage of photonic interconnects, electricalagmust be converted into light and then back
into an electrical signal. This process requirgeedormance and power overhead that must be
taken into account for an accurate analysis. Tdoegpthe impact of usingyC-PHOTONIn

CMPs, we modeled it by extensively modifying owhiouse cycle accurate SystemC-based NoC
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simulator [134] [140] [158] [159]. Five multiple escase benchmark applications were selected
and implemented on multiple cores in the simulatodel. The goal was to explore applications
with a wide spectrum of core count and use-caseptdty. Table 4 shows the characteristics of
these applications, with core complexity varyingnir 36 to 100 cores and use-case complexity
varying from 5 to 30. SPL2xA and SPL2xB are mutiplse-case applications derived from
combiningSPLASH-2benchmarksGholesky, FFT, Fmm, Lu, Ocean, RQdRNET1, PNET2,
and PNET3 are multiple use-case networking appbioat used for packet processing, and
forwarding [118]. We targeted a 32 nm process teldgy, and assume a 400 mm2 CMP die

area. A high level floorplanner [134] is used téedmine core placement and link lengths.

Table 5 Delay of PHOTON components at 32nm

Component 32 nm
Modulator driver (ps) 9.5
Modulator (ps) 3.1
Waveguide (ps/mm) 15.4
Photo Detector (ps) 0.22
Receiver (ps) 4.0

The operating frequency of the photonic rings wasneted by calculating the time
needed for the light to travel from any node to fda¢hest node, so that data can be transmitted
to all nodes in one cycle. Through geometric caltahs for the ring, using delay values from
Table 5, and incorporating latching delays (usiigR$ data [4]) we obtained a maximum
operating frequency of greater than 3 GHz for thikemnt sizes of CMPs we considered. Thus
the photonic rings (and the communication netwarkye safely clocked at 2.3 GHz. Delay
estimates for the various photonic interconnectraenomponents were obtained from [89] and

device fabrication results (e.g., [140]), and dreven in Table 5, for th82 nmnode. The delay
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of an optimally repeated and sized electrical (@ug at 32 nm was assumed to 42 ps/mm
[29]. Delays for other electrical NoC componentauters, NI, buffers) were obtained from post-

synthesis gate-level models after layout.
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4.4.2 RESULTS

The power dissipated IdC-PHOTONcan be categorized into two components: electrical
network power and photonic ring network power. Btegtic and dynamic power dissipation of
electrical routers and links in this work is basmd results obtained from Orion 2.0 [141]
incorporated into our simulator. For calculatingmgo dissipation of the modulator driver and
TIA power we used ITRS device projections [4] atandard circuit procedures. The energy
consumption of each transmitter and receiveR@sfJ/bit (dynamic) and5 fJ/bit (static), as
derived from [36]. A thermal tuning energy 6 fJ/bitis considered for each heater element. In
addition, an electrical laser power of 3.3 W (WtbPo laser efficiency) is also considered in the

power calculations. The laser power value accotantthe per component optical losses for the
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coupler/splitter (1.2 dB), non-linearity (1 dB a0rBW), waveguide (3 dB/cm), waveguide
crossings (0.05 dB), ring modulator (1 dB), receiéer (1.5 dB) and photodetector (0.1 dB).

Our first set of experiments compares th€-PHOTON architecture with a traditional
electrical 2D mesh NoC. Figure 38 (a)-(b) showithprovement in average power and energy-
delay product for our proposedC-PHOTON architecture without enabling any runtime
optimizations.

The results are shown for the five different apgtiiens (from Table 4) implemented on the
five different configurations of our proposed atebture (k(n)=1(4), 2(8), 3(12), 4(16), 5(16);
b=256; r=optimal; w=16) and the 2D electrical m&&hC. All implementations represented by
bars in Figure 38 satisfy the bandwidth and latezmystraints of all use-cases in the respective
applications. It can be seen that even without lemgabany runtime reconfigurationlC-
PHOTONachieves improvements from 2.1x to 12.6x in poseating and a reduction from 3.1x
to 73.2x in energy-delay product over a traditioBBI electrical mesh NoC. These significant
improvements are due to the offloading of multi-rmpnmunication from the electrical mesh
path to the more energy efficient and lower latepbptonic path. Increasing the number of
photonic rings (value of k) proportionally improvdsoth the power and energy-delay
characteristics of the on-chip communication infiagure (at the cost of photonic layer
complexity) due to more easily accessible photgaths across the chip, and more efficient
photonic path utilization. Thus hybrid photonic Ndé&brics like UC-PHOTON have a clear
advantage over traditional 2D electrical NoC fabrighen it comes to reducing power and

energy-delay product in future CMP designs.
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In the next set of experiments, we were interestedxploring the impact of enabling
runtime optimizations. Figure 38 (a)-(b) show thgrovements in average power and energy-
delay product for the case when runtime reconfigomaoptimizations are enabled compared to
the case when runtime reconfiguration options ae uilized in UC-PHOTON Results are
shown for the same application implementation sgegas in the previous set of experiments,
with implementations represented by bars in FiggBesatisfying the bandwidth and latency
constraints of all use-cases in the respectiveiegmns. It can be seen that enabling runtime
reconfiguration has a notable impact on reducingguaissipationfom 2.7x to 3.6% as well
as energy-delay produdtgm 1.2x to 3.1x).For smaller benchmarks likePL2xAand SPL2xB
an interesting phenomenon can be noticed — inecrgadie number of photonic rings can
significantly reduce the improvements in energyagieproduct. Even for larger and more
complex benchmarks such BSET1, PNET2andPNET3 the improvements in energy-delay
product saturate after a point and subsequentheasing the number photonic rings reduces the
energy-product improvements. This happens becdlsenime reconfiguration optimizations
have a latency overhead (and also a small energgrhead) associated with their
implementations. For more complex configurationgy.(ek = 4, 5) the latency overhead of
runtime optimizations such as dynamic WDM and P&donfiguration can easily increase
average packet latency, and consequently the ewkelgy product. Overall however, it can be
seen from the results that there is always a bemefperforming runtime reconfiguration,
especially for power dissipation and energy-delagdpct.

Our final set of experiments compares the runties@mnfiguration strategies enabled in the
UC-PHOTONarchitecture with the approaches proposed in tte two NoC-based works for

coping with multiple use-case applications thatéhbeen previously proposed in literature. The
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first approach [120] proposes creating a syntheticst case use-case and performing runtime
reconfigurations that include DVS/DFS, adaptive TAMIot allocation, and adaptive routing
during use-cases transitions.

The second approach [119], also proposes the samiiene reconfigurations, but does not
create a worst-case use-case; instead optimizing @er-use-case basis. In the interest of
fairness for the comparison study, we adapt thes¢inne reconfiguration approaches and
implement them on hybrid photonic NoC topologiesikir to UC-PHOTON This ensures that
we are comparing the effectiveness of the runtiecemfiguration strategies.

Figure 39 (a)-(f) compares our runtime reconfigoraenabledJC-PHOTONarchitecture
with the runtime reconfiguration approaches from9[land [120] implemented on hybrid
photonic NoCs. The figures show % improvement fbe treconfigurableUC-PHOTON
architecture in average power dissipation (compaoe(h) approach from [120], (b) approach
from m [119]), average throughput performance (care@ to (c) approach from [120], (d)
approach from m [119]), and energy-delay produoimeared to (e) approach from [120], (f)
approach from m [119]). Note that as in previoupezinents, the implementations represented
as bars in the figures satisfy bandwidth and latesanstraints for all application use-cases. It
can be seen that the reconfiguration strategiesogexd withUC-PHOTONresult in a reduction
in power dissipation and energy-delay product, shdlso providing higher throughput
performance, compared to approaches from both [@a88]m [119]. These results highlight the
effectiveness of the runtime PRI reconfiguratioynaimic WDM, and clock gating optimizations
that are enabled only in our proposeC-PHOTON communication architecture, and not

proposed in the approaches from [120] and m [119].
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Ultimately, the multi-ringdC-PHOTONCconfigurations provide much lower average power
and energy-delay products compared to single-rowfigurations, but at the cost of increased
complexity in the photonic layer and more overhaathe electrical layer due to the additional
gateway interfaces. Our analysis of the area owerhef the differentUC-PHOTON
configurations in the electrical layer indicate ttlthe absolute area overhead due to router
enhancements in the electrical layer to implemegmiachic reconfiguration schemes, deadlock
recovery, and photonic interfaces increases witlk count and as the number of photonic rings
is increased, but is still minimal, at less than @4 area. In the future, as electrical NoC power
dissipation is expected to be higher by a factarotind 10x than what is needed to enable tera-
and petaflop performance levels of future CMPs[[H3], innovative on-chip communication
paradigms are sorely needed. Reconfigurable hyphdtonic NoC architectures likeJC-
PHOTONproposed in this work can enable up to 46x redadi power dissipation and up to
170x reduction in energy-delay product compareuaitional electrical NoC fabrics, while still
satisfying bandwidth and latency constraints fdr aplication use-cases. This is a very
promising result that motivates the need for hylptdtonic NoCs to enable high performance-
per-watt communication infrastructures in future Elkchitectures that implement multiple use-

case applications.

4.5 RESULT SUMMARY

Emerging CMP applications today have tens to hudslcé cores and numerous use-cases
with different communication bandwidth and latenmquirements. Designing an on-chip
communication fabric for these large systems tlaat gatisfy the requirements of multiple use-

cases at runtime is a challenging problem facirsgesy designers today. While networks-on-chip
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(NoCs) are a promising solution that can providaladde performance for large CMP designs,
their performance-per-watt characteristics are satisfactory for future CMP designs. In this
chapter we proposed a novel hybrid photonic NoC manication architecture calledC-
PHOTON that can achieve scalable performance and perfareaper-watt characteristics for
small as well as large CMP designs. Our proposdatidhyphotonic NoC architecture utilizes
photonic ring paths interfaced with an electricadéstm NoC, and provides low-latency, high
bandwidth, and power efficient data transfers. Tiovel hybrid architecture also supports
various runtime reconfiguration optimizations toapd to changing use-case performance
requirements. Results of our experiments indicatg UC-PHOTON provides significantly
better power, performance, and energy-delay cheniatits compared to traditional 2D electrical

NoCs designed to cope with multiple use-case agjpdies.
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5 OPAL:AMULTI-LAYER HYBRID PHOTONIC NOC FOR 3D ICS

Three-dimensional integrated circuits (3D ICs) pffesignificant opportunity to enhance
the performance of emerging chip multiprocessomIPE) using high density stacked device
integration and shorter through silicon via (TSY)erconnects that can alleviate some of the
problems associated with interconnect scalinghla thapter we propose and explore a novel
multi-layer hybrid nanophotonic-electric NoC fab(OPAL) for 3D ICs. Our proposed hybrid
photonic 3D NoC combines low cost photonic ringsmurtiple photonic layers with a 3D mesh
NoC in active layers to significantly reduce onghldiommunication power dissipation and
packet latencyOPAL also supports dynamic reconfiguration to adamh@nging runtime traffic
requirements, and uncover further opportunities feduction in power dissipation. Our
experimental results and comparisons with trad#tiodhD NoCs, 3D NoCs, and previously
proposed hybrid photonic NoCs (photonic Torus, @ard-irefly) indicate a strong motivation
for consideringDPAL for future 3D ICs as it can provide orders of magie reduction in power

dissipation and packet latencies.

5.1 MOTIVATION FOR MULTIPLE PHOTONIC LAYERS IN 3D ICS

In general, 2D hybrid electro-photonic NoCs have aative layer with processor and
memory cores interconnected using an electrical N€faced to a separate silicon photonics
layer consisting of photonic waveguide-based imtenect paths. In 3D ICs, multiple active
layers exist and a hybrid electro-photonic NoC3br ICs can utilize a single photonic layer, or

multiple photonic layers.
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Figure 40 Percentage improvement in (a) energy-d®} product for hybrid photonic ring NoC vs. 2D eletrical mesh NoC,
with scaling core count, (b) average latency and peer for E2P1, E2P3, E4P1, E4P7 vs. E1P1

A single photonic layehas the lowest design complexity, but may lacKadxkity. For
instance, if a hybrid electro-photonic torus togyl$38] is extended to 3D ICs with many more
cores, a single photonic torus layer will needeaodified by increasing number of waveguides
(and thus resonators, photodetectors etc) to gdtigher bandwidth requirements from cores in
multiple active layers. Not only may this not badile due to waveguide spacing and layout
constraints, but the ensuing wider waveguide cngskisses will be prohibitively high, leading
to very high laser and photonic component powesipiion [9]. Using simpler topologies such
as a photonic ring [44] can be beneficial as theydt possess any crossing losses. However, a
single photonic ring does not scale well when thenber of cores is increased. Figure 40 (a)
shows the percentage improvement in energy-delaguat for a hybrid ring-mesh NoC (with a
photonic ring interfaced to an electrical mesh NaGjnpared to a conventional 2D electrical
mesh NoC, with increasing CMP core counts. For e@dhP configuration, results were
averaged for variouSPLASH-2benchmark [135] implementations. It can be cleadgn that

with rising core counts, the benefits of usingragk photonic ring become insignificant. This is
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primarily because the photonic ring is ur-utilized due to a limited number

uplinks/downlinks and coverageven though the global communication requiremard highe

P
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waveguide - ="E2 | sjjcon
Layers
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Figure 41 E2P30PAL configuration

One way to improve scalability for the hybrid r-mesh NoC is to utilize 3D ICs wi
multiple photonic layersFor the same nuber of cores, a 3D IC has a smaller die area, w
can enable improved coverage for the photonic Mg intre-layer transfers. In additiol
dedicated photonic rings can be used to also enatai-layer global transfers. To validaour
conjecture, weperformed a feasibility study to determine whetheving multiple photoni
layers is beneficial in 3D IC&igure40 (b) shows the results of a coanigon study for a hybri
ring-mesh NoC for a 100 core CMP with the following agafations:(i) two active layers, witl
50 cores/layer and one photonic ring layer (E2(ii) two active layers, with 50 cores/layer ¢

three photonic ring layers (E2; Figure 41)(iii) four active layers, with 25 cores/layer and
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photonic ring layer (E4P1), an(d/) four active layers, with 25 cores/layer and sepkatonic
ring layer (E4P7). For configurations with multigdaotonic layers, each layer has a dedicated
photonic ring layer for intra-layer transfers, aadother photonic ring layer for inter-layer
transfers. Figure 42 (b) shows the percentage ingmnent in average power and average packet
latency compared to a 100 core CMP with a singlatqfic ring layer and a single active layer
with a mesh NoC (E1P1). AWDM degree of 32 is assdifior all configurations. It can be seen
that 3D IC configurations with single photonic leyéE2P1, E4P1) provide some improvements
over the E1P1 configuration, primarily due to smalhter-layer links between cores in separate
layers that replace longer global links in E1P1wdeer, the photonic ring was found to be the
bottleneck due to high levels of traffic that caliseter-core data flows to stall. The multiple
photonic layer configurations (E2P3, E4P7) perfaignificantly better due to a greater number
of photonic paths. In the following sections, wesc&e our multi-layer hybrid photonic NoC

architecture in detail.

5.2 OPALSYSTEM LEVEL ARCHITECTURE

In this work, we propos®PAL, which is a hybrid electro-photonic 3D NoC arcbitee
that employs multiple active layers and multipleofgmic layers with photonic ring paths in a
stack. The active layers consist of cores intereoted to each other using a 3D electrical mesh
NoC. The photonic layers consist of ring shapedegaides Gateway interfaceouters provided
the connectivity between the electrical layer ahd tmodulators and photodetectors in the
photonic layer. The choice of a photonic ring tagyl is motivated by the goal of reducing
fabrication cost and photonic component area owaetheompared to other topologies such as

mesh, torii, crossbars, and fat trees.
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Figure 42 showsn example of a two active layer 3D IC modifiedcteate a hybrid 3I
photonicelectric network. This E2ZFOPAL configuration has two active electrical (E) layansl
three photonic (P) layers. Each E layer has a dégticP layer with photonic rings for intra la’
global transfers between cores in the same layerekery two E layers, a dedicated P le
exists that facilitates intdayer (e.g. E1 to E2) global transfers. VerticalVESare used fo
transfers between E1 and E2 in the electrical 3Bhn¢oC, as well as to transfer data betw
photonic layers and active layers. Higher compyeOPAL configuratiols can be created |
reusing this basic E2P3 configuration. For instafmea four active layer 3D IC, an E4IOPAL
configuration is created by stacking two E2P3 stamkd adding a dedicated P layer for ii
E2P3 photonic communication. Throughout chapter weocus on two and four active lay
3D ICs when explorin@PAL, although the architecture is applicable to 3D V@t a greate

number of layers as well.
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5.3 3D PHOTONIC REGION OF INFLUENCE (3D-PRI)

To balance traffic between the photonic rings amel ¢lectrical NoCOPAL has a 3D
parameterizable photonic region of influence (3D)PRhich refers to the number of cores
around the gateway interface that can utilize thetgnic path for communication. Changing the
PRI sizes can have a notable impact on communicgiawver, latency, and bandwidth. For
smaller sized systems (e.g., 2 layer, 3x3 core/I&p CMPSs), limiting the number of cores
interfacing with each gateway interface to one rbaysufficient to offload a majority of the
global communication from the electrical networloviever for more complex systems (e.g., 4
layer, 10x10 cores/layer 3D CMPs) a larger regiae snay be more appropriateéigure 42(a)
shows examples of 3D PRIs for t@PAL configurations (E2P3 and E4P7). The 3D PRI for the
E2P3 configuration has a size 4, which specifiesb8i2ks containing 8 cores (2x2x2 — i.e., 4
cores/layer in 2 layers) around gateway interfdlsasare allowed to use the photonic waveguide
for transfers. For the E4P7 configuration, the 3® Bhown has a size 9 and consists of 36 cores

(3x3x4).

5.4 ROUTERARCHITECTURE

Data flits in theOPAL network are transferred using wormhole switchingh flit width =
256 bits. There are broadly two types of electritayer routers used in our proposed
architecture(i) electrical mesh routers that can have up to s€@ports (N, S, E, W, up, down,
local core) and facilitate intra- and inter-layearsfers on the 3D electrical mesh NoC, &nd
gateway interface routers that have one or moretiaddl photonic interface ports and are
responsible for sending/receiving flits to/from pdwic interconnects in the photonic layers. As

each photonic interface port has acces#riovavelengths for transmission (wheres WDM
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degree), we havé/n buffers for sending data. Although it is theoraliiz possible to havén-
1).A/n data flows received at a gateway interface, weiceshe number of received flows (and
hence receive buffers) fdn to maintain symmetry and reduce cost. All of thetpnic ports are
connected to a ‘WDM control’ module that controlawelength assignment to different traffic
flows, to enable WDM for high bandwidth photonicnomunication. To reduce the overhead on
router complexity, only a few routers (four in auaitial baseline configuration) are chosen as
gateway interface routers in each active layersdjport flexible 3D-PRI sizes at runtime, each
router has a region validation unit with tablest th@ntain region boundary coordinates. Details
of this, along with an overview of routing and flaentrol mechanisms I@PAL are presented

next.

5.5 ROUTING AND FLOW CONTROL

To route flits INOPAL, a deadlock-free XYZ dimension order routing schasused in the
electrical 3D NoC, and a modified PRI-aware XYZ tiog scheme is employed for selective
data transmission through the photonic links. Comigating cores lying within the same 3D-
PRI communicate using the electrical NoC (i.e.raRRI transfers using TSVs and horizontal
links). Cores that need to communicate and resideeparate PRIs communicate using the
photonic paths (inter-PRI transfers), provided teatisfy two criteria(i) the size of the data to
be transferred is above a user-defined threskigidand(ii) the number of hops from the source
core to its closest PRI gateway interface is lkas the number of hops to its destination core. In
this way, large data messages can be offloaded fhenelectrical NoC and sent over a faster,

more energy efficient photonic path. In additiomgdl communication can be done quickly via
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the electrical NoC without going through expenselectrical-to-photonic and photonic-to-
electrical conversions.

Transfers between cores lying outside photonicoregpf influence occur normally via the
electrical network using XYZ routing. Network intaces (NIs) ensure that header flits contain
coordinates of the source and destination of tlokgicbeing injected into the NoC, as well as a
flag indicating that the message size is large ghdo traverse a photonic path (for inter-PRI
transfers). All routers in th©PAL architecture have region validation units thaeselXYZ
routing for intra-PRI transfers, for transfers tores not residing in any PRIs, or of the two
photonic path criteria listed above are not s&sfOtherwise if an inter-PRI transfer is detected
by the region validation unit at the router coneddb the source NI, the flits are re-routed to the
gateway interface of the closest PRI using XYZ imayt traverse the photonic ring to the
destination gateway interface, and then are rotwethe destination core, again using XYZ
routing. If multiple requests contend for accesthphotonic waveguide at a gateway interface,
then the request with the farthest distance ta#stination is given priority.

The photonic waveguides (DPAL are logically partitioned into four channels: mesdion,
reservation acknowledge, data, and data acknowlddgeder to reserve a photonic path for a
data transfelQPAL utilizes a Single Writer Multiple Reader (SWMR)néguration on dedicated
reservation channel waveguides. Each gateway auerhas a subset dfn wavelengths
available for transmission, wheitds the total number of wavelengths available fritve multi-
wavelength laser and is the number of gateway interfaces. Every gateintgrface must be
able to receivgn-1)A/n wavelengths (from the rest of the gateway int&$aceach with a
separate microring resonator receiver. A sourcevgay interface uses one of its available

wavelengths 4) to multicast the destination ID via the resematchannel to other gateway
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interfaces. Each gateway interface hfsg(n-1)/ dedicated SWMR reservation photonic
waveguides that it writes the destination ID taeafvhich the other gateway interfaces read the
request. Only the intended destination gatewayfate accepts the request, while others ignore
it. As each gateway interface has a dedicated tet/ro wavelengths allocated to it, the
destination can determine the source of the reguegtout the sender needing to send its ID
with the multicast.

If the request can be serviced by the availableeleagth and buffer resources at the
destination, a reservation acknowledgement is Isack via the reservation ACK channel on an
available wavelength. The reservation ACK chanrsb das a SWMR configuration, but a
single waveguide per gateway interface is sufficienindicate the success or failure of the
request. Once the photonic path has been resenviisi manner, data transfer proceeds on the
data channel, which has a low cost Multiple Writultiple Reader (MWMR) configuration,
unlike the high overhead of several Multiple Wrigingle Reader (MWSR) data channels used
in Corona [40] and Firefly [37]. IOPAL, the number of data channel waveguides is equhleto
chosen flit width (i.e., 256). The same waveleng@thused for the reservation phase is used by
the source to send data on. The destination gatewayace tunes one of its available microring
resonators to receive data from the sender orvithaélength after the reservation phase. Once
data transmission has completed, an acknowledgeimeaeint back from the destination to the
source gateway interface via a data ACK channdldls has a SWMR configuration with a
single waveguide per gateway interface to indidithe data transfer completed with success.
Thus the overall reservation process takes a siogitee each for the path request and ACK
phases at the beginning of the transfer, and orude cfpor the data ACK at the end of

transmission.
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The advantage of having a fully photonic path seanpg ACK/NACK flow control in
OPAL s that it avoids using the electrical network paith setup, as is proposed with some other
approaches [38] [44] [160], which our analysis shogan be a major latency and power
bottleneck to the point of mitigating the advantagéaving fast and low power photonic paths.
Allowing gateway interfaces to request for accessthte photonic paths whenever data is
available is also more efficient than using a tokewy scheme, which can suffer from low

throughput and high latencies, especially underttaffic conditions [40].

5.6 DEADLOCK AVOIDANCE

While XYZ routing has been proven to be deadlodeffor mesh-like regular 3D NoCs (as
no channel dependency cycles can be formed betdieggnsions), the modifications made to
this routing scheme to accommodate photonic trassfeOPAL may end up creating deadlock
conditions. We extensively studied deadlocks inglagosed architecture when packets traverse
the photonic ring paths. To overcome a potentiadteeck, we arrived at using low overhead
timeout flits sporadically interleaved with thetdlifor the long data messages traversing the
photonic paths. This is a form of regressive deddlecovery [125]. If a timeout flit reaches a
router where flits are blocked, a ‘timeout monitarbdule in the router can detect a timeout
event and recognize potential cases where flitblaeked due to deadlock, and drop the blocked
flits, while sending a NACK signal in the reverseedtion to indicate the flits being dropped.
This allows the system to unblock and recover figotential deadlock. While the method has
the overhead of the additional flits in long messamtended for photonic links and a monitoring

module in the routers, this is still simpler thaihey potential deadlock resolution alternatives
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such as keeping reserved deadlock free escapealbanrevery router and draining deadlocked

packets through the escape channels until the agadbndition clears.

5.7 RUNTIME OPTIMIZATIONS
OPAL supports runtime dynamic reconfiguration as a wapptimize power dissipation
while meeting application throughput and latencystmaints. There are three primary ways in

which OPAL enables runtime reconfiguration:

5.7.1 DVS/DFS

Dynamic supply voltage and clock frequency scalisgused during periods when
performance demand is low to scale down operatoitage for the communication network to
save powerOPAL uses a conservative model for voltage scaling,reviiteis assumed that the

square of the voltage scales linearly with thedeswy [157].

5.7.2 DYNAMIC WDM

Wavelength division multiplexing allows several pdc signals to be transmitted
simultaneously in a single photonic waveguide usthifferent wavelengths which do not
interfere with each othe®PAL supports varying the number of WDM channels in @gaindes at
runtime, by shutting off channels (modulators/reees) when data bandwidth requirements are
low to save power, and enabling the channels wretdwidth requirements become high, to

maintain performance goals.
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5.7.3 3D-PRI RECONFIGURATION

Small PRI region sizes promote more transferstié electrical 3D NoC, while large
region sizes increase the traffic flows eligible fiansfer via the photonic ring®PAL supports
varying the PRI size at runtime to adapt changipglieation traffic requirements and achieve
low power operation. The reconfiguration step inesl updating region boundary coordinates in
tables in theegion validationunits of the NoC routers. The update phase gdydeaits a few

hundred cycles, during which flit injection is radlowed to maintain consistency.

5.8 EXPERIMENTS
5.8.1 EXPERIMENTAL SETUP

Photonic waveguides enable faster signal propagabmpared to electrical interconnects
because they do not suffer from RLC impedances.imBatder to exploit the propagation speed
advantage of photonic interconnects, electricalagmust be converted into light and then back
into an electrical signal. This process requirgeedormance and power overhead that must be
taken into account for an accurate analysis. Tdoeghe impact of usin@PAL in CMPs, we
modeled OPAL by extensively modifying our in-house cycle acter&ystemC-based NoC
simulator. Six benchmarks from tIis#°LASH-2suite [135] were selecte€olesky, FFT, Fmm,
Lu, Radix, Ocean parallelized, and implemented on multiple carethe simulator model.

We targeted a 32 nm process technology, and assarfigdd 400 m CMP active die
area budget. Thus a single active layer 2D NoCigaordtion has a 400 mactive E layer die
area, an E2P3 configuration has a 200 “ntfie area per active E layer, and an E4P7
configuration has a 100 nfrdie area per active E layer. The operating frequefiche photonic

rings was estimated by calculating the time neddedhe light to travel from any node to the
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farthest node, so that data can be transmittedl toodes in one cycle. Through geometric
calculations for the rings, and incorporating latghdelays (using ITRS data [6]) we obtained a
maximum operating frequency of greater than 3 Gbiz the different sizes of CMPs we
considered. Ultimately, the photonic rings and t@mmunication network were clocked
conservatively at 2.3 GHz. The data message thiesime for inter 3D-PRI photonic transfers
was fixed at 2048 bits, and the packet size was &efO flits. Delay estimates for the various
photonic interconnect-centric components use®PAL were obtained from [89] and from
device fabrication results [140]. The delay of atirmally repeated and sized electrical (Cu) wire
at 32 nm was assumed to be 42ps/mm [29].

The power dissipated ®PAL can be categorized into two components: electrieavork
power and photonic ring network power. The statid dynamic power dissipation of electrical
routers and links in this work is based on resfrtbsn Orion 2.0 [141] incorporated into our
simulator. For calculating power dissipation of tmedulator driver and TIA power we used
ITRS device projections [4] and standard circubgadures. In addition, an off-chip electrical
laser power of 3.3 Wher photonic layer(with 30% laser efficiency) is also considerecthe
power calculations. The laser power value accotortgper component optical losses for the
coupler/splitter (1.2dB), non-linearity (1dB at 30f waveguide (3dB/cm), waveguide

crossings (0.05dB), ring modulator (1dB), receiiégr (1.5dB) and photodetector (0.1 dB).

5.9 RESULTS
5.9.1 COMPARISONS WITH 2D AND 3D ELECTRICAL MESH NOC
In the first set of experiments, we compared thdopmance and power characteristics of

the E2P3 and E4POPAL configurations, but without enabling any dynamecanfiguration,
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with traditional 2D and 3D electrical mesh NoCseT2D configurations considered included a
64 core (8x8) and 100 core (10x10) NoC, while thecBnfigurations included a 2 layer 64 core
(8x4x%2), a 2 layer 100 core (10x5x2), a 4 layecére (4x4x4), and a 4 layer 100 core (5x5x4)
NoC. TheOPAL configurations have four uplinks between an actayger and its associated

photonic layer, a PRI size of two, and WDM with\B&2velengths in the photonic waveguides.
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Figure 43 Percentage improvement foOPAL configurations compared to 2D and 3D electrical ngh NoCs (a) power, (b)
average packet latency

Figure 43 (a)-(b) show the improvements in powet average packet latency for the E2P3
and E4P7OPAL configurations compared to the 2D and 3D eledtnioash NoCs. It can be seen
that 3D electrical mesh NoCs have a much lower palissipation and average packet latency
compared to 2D electrical mesh NoCs which explaives recent interest in 3D ICs and the
potential gains that can be achieved by shiftiognf2D to 3D ICSOPAL goes a step farther and
outperforms the all-electrical 3D ICs because sfuise of low power and high speed photonic
interconnects. In general, the E4BPAL configuration outperforms the E2P3 configuratiowl a

obtains an up to a 15x power reduction and 32xaasetatency reduction over 2D ICs, and up
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to a 7x power reduction and 19x average latencyatézh over 3D ICs. These results indicate
that OPAL has the potential to improve the benefits that lsarachieved by using 3D ICs in

future CMP designs.

5.9.2 IMPACT OF VARYING NUMBER OF UPLINKS

To overcome the bottleneck of a limited number plinks (i.e., gateway interfaces), we
next explored the impact of varying the number plinks in theOPAL architecture at design
time and measured the performance and power fovaheus configurations. As the number of
gateway interface routers with photonic interfageseases, it also results in an increase in
power due to electro-photonic conversion. Increasie number of uplinks also increases real
estate usage in the silicon layer, as well as tmptexity of the photonic layer. However the
additional complexity of more uplinks can translatéo better photonic path utilization for
communication flits in some applications. In aduhti increasing the number of uplinks can also
provide fault tolerance in case of uplink failuréggure 44 shows results of varying the number
of uplinks for a 100 core CMP with a fixed PRI megisize of four for E2P3 (2x2x2
cores/region), and E4P7 (2x2x4 cores/region), amMWWith 32 wavelengths in the photonic
waveguides.

For a configuration with uplinks, there arerggateway interfaces per active (E) layer for
E2P3 { interfaces to the private P layer, apthterfaces to the shared P layer), andyateway
interfaces per active (E) layer for E4Ryifiterfaces to the private P layer, angiterfaces to
the two shared P layers). Improvements in powesighsion and latency were significant when
the number of uplinks were increased from 4 to I8 Tmprovements drop when uplinks are
increased from 8 to 16 due to overlapped PRI regieading to less opportunity for global

communication. This trend continues with furthesrease in the number of uplinks, with the 32
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uplink case providing negligible improvements ovke 16 uplink case, wle significantly

increasing complexity in the photonic and electridaC layers.
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Figure 44 Impact of changing number of uplinks on (a) latencyof E2P3, (b) atency of E4P7, (c) average power of E2P
(d) average power of E4P7

5.9.3 IMPACT OF ENABLING RUNTIME ADAPTATIONS

In the next set of experimeniwe explored the impact of enabling runtime adaptatio
OPAL on the overall power dissipatioDynamically adapting resources based on runtimédr
requirements can expose opportunities for poweimgavFigure 46 presentesults of power
savings for the sbSPLASH-2benchmark implementations when the dynamic recardigpn

schemes (PRI resizing, WDM scaling, DVS/DFS) arpliad simultaneously, compared to f

111



baseline case without any dynamic reconfiguratiormbéed. The implementation of these
schemes was guided by offline profiling of the stdd benchmark implementations. Results are
shown for the E2P3 and E4RYPAL configurations, for 64 and 100 core CMPs with a W/D

degree of 32 and four uplinks.
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Figure 45 Percentage improvement in average poweigsipation for E2P3 and E4P7TOPAL configurations, with all
runtime adaptations enabled (DVS/DFS, WDM, PRI) redtive to baseline case with no runtime adaptationrabled

It can be seen from Figure 46 that the cumulatmprovement in power savings for the
optimizations is significant. It was found that tihgprovements due to DVS/DFS diminish with
increasing core count due to the increased overbete DVS/DFS circuitry, and smaller sized
links which provide lower power savings. A simikaend is noticed with WDM scaling, with
diminishing improvements as core count increasés B due to greater demand for photonic

communication by the increased number of traffmwB which limits the opportunities for
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reducing wavelength channels for WDM. As the numifeactive (E) and photonic (P) layers
increase, the number of gateway interfaces andecuiesitly area covered by 3D-PRI regions
also increase. The E4P7 configuration thereforerhase opportunities for fine tuning traffic
distribution among electrical and photonic pathsutilizing PRI reconfiguration compared to
the E2P3 configuration, leading to an increaseaweqy savings. The improvements due to PRI
resizing overshadow the diminishing returns from3)WFS and WDM scaling for the E4P7
configuration as core counts increase, which is vikypower dissipation improves (reduces)
with increasing core counts. The E2P3 configuratiors not benefit as much by utilizing PRI
resizing with increasing numbers of cores, and equently has lower power savings for higher

core counts.

5.9.4 COMPARISON WITH EXISTING HYBRID PHOTONIC NOCS

Our final set of experiments compares the E2P3E4l7OPAL 3D hybrid photonic NoC
configurations with three previously proposed 2y photonic communication architectures:
() a hybrid photonic torus interfaced with an ¢&teal 2D torus NoC [38], (ii) the hybrid Corona
architecture [40], and (iii) the hybrid Firefly ditecture [37]. BotrOPAL configurations utilized
dynamic reconfiguration and 8 uplinks. For fairnest comparison, all the compared
architectures were modeled with a WDM degree of, B28 were simulated using the same set
of technology parameters, component delay and pawedels, and traffic. Results were
obtained for a 100 core CMP. Figure 46 (a)-(b) shtive percentage improvement for the E2P3
and E4POPAL configurations in terms of power dissipation amdrage packet latency over the
hybrid photonic torus, Corona, and Firefly architees. From the results it can be seen that the

OPAL configurations improve upon existing 2D hybrid pimac NoC architectures, with the
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E4P7 configuration showing somewhat higher improsets than the E2P3 configuration. For
instance, compared to the Firefly hybrid NoC, tdé&EOPAL configuration shows up to approx.

8x reduction in power dissipation and a 3x redurctio average packet latency. The ability to
better balance traffic between the electrical ahdt@nic paths, a more effective photonic path
setup, support for runtime adaptations of the atadtand photonic networks, and the use of

shorter TSVs to replace longer global wires are phienary reasons foOPAL's superior

performance.
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Figure 46 Percentage improvement for E2P3 and E4RJPAL configurations compared with hybrid photonic torus[32],
Corona [28] and Firefly [29] NoCs: (a) power dissiption (b) average packet latency

In terms of photonic component area overhead, aloulations indicate that the E4P7
OPAL configuration has lower photonic component areaabiactors of 1.5%, 1.6x%, and 2.1x
compared to Firefly, photonic torus, and Coronehidectures respectively. we conjecture that

compared to having a single complex photonic layaving multiple simpler photonic layers as

in OPAL can not only ease fabrication challenges, but plewide lower average power and
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latency as the experimental results indicate. Thesdts also make a strong case for considering

the use of photonic interconnects in emerging 3B. IC

5.10 RESULT SUMMARY

In this chapter, we proposed and explored a majed hybrid electro-photonic NoC fabric
(OPAL for 3D ICs. Our proposed 3D hybrid ring-mesh Na®@nbines low cost photonic rings
on multiple photonic layers with 3D mesh NoCs intiwec layers to reduce on-chip
communication power dissipation and later@{PAL also supports mechanisms for adaptation to
changing traffic at runtime to optimize power digtion. Experimental comparisons with
traditional 2D NoCs, 3D NoCs, and previously praabilybrid photonic NoCs indicate a strong
motivation for considerin@PAL for future 3D ICs as it can provide several orddranagnitude

reduction in power dissipation and average latency.
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6 SYNTHESIS FRAMEWORK FOR APPLICATION-SPECIFIC HYBRID
NANOPHOTONIC-ELECTRIC NOCS WITH WAVEGUIDES

To date, prior work on automated NoC synthesisrmhasly focused on electrical NoCs. In
this chapter, for the first time we propose a safteechniques for effectively synthesizing hybrid
nanophotonic-electric on-chip interconnects. Wenigate and solve the synthesis problem using
four search heuristicqgi) Ant Colony Optimization (ACO){ii) Particle Swarm Optimization

(PSO),(iii) Genetic Algorithm (GA), an@iv) Simulated Annealing (SA).

6.1 MOTIVATION FOR HYBRID NOC SYNTHESIS

CMOS compatible on-chip photonic interconnects wstlicon-on-insulator waveguides
provide a potential substitute for electrical iotarnects, particularly for global on-chip
communication, allowing data to be transferred s&ra chip with much faster light signals.
Based on recent technological advancements, thieatliength at which photonic interconnects
are advantageous over electrical interconnectddii@n to well below chip die dimensions. To
minimize power, recent research [45] [46] [48] [49D] [51] [52] [161] [162] has focused on
novel hybrid photonic NoC architectures that optinithe distribution of local and global
communication between electrical and photonic liflkse optimization of these hybrid photonic
NoCs for parallel embedded applications requira@getrsing a massive design space to determine
suitable application-specific values for parametsush as wavelength division multiplexing
(WDM) density, number of photonic uplinks, serialibn degree, etc. in order to maximize
communication performance-per-watt. For example pletonic interconnect with n=256
waveguides and m=256 wavelengths will require expdpn+(n)>+(n)* +...+(n)™ configurations

to find the most power efficient solution that alsweets performance goals. This is most
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certainly practically exorbitant. Moreover, thesetparameters are just a small subset of the
much larger set of parameters that must be expldueithg hybrid photonic NoC optimization.
Finding the best solution for such a combinatavtimization problem that is known to be NP-
hard could take years if we search through thereesiolution space, even with leading-edge
supercomputing technology today. Indeed, applicatioven optimization of hybrid photonic
NoCs will become increasingly important as on-otpe counts increase, but this problem has
not yet been addressed in prior work by researci@ms viable way to solve this optimization
problem for hybrid photonic NoCs is by developir@ymomial-time heuristics that permit us to
identify and search through a relevant portionhef $olution space in a tractable amount of time
to find a near optimal solution. Greedy heuristics unlikely to find good quality solutions due
to their inclination for getting stuck in local ap&. In contrast, non-greedy search heuristics
such as Simulated Annealing (SA) [56] operate thhotepeated transformations and have the
hill climbing ability to escape local optima by@lNing acceptance of worse solutions within the
evaluation process. A population of solutions besimgultaneously manipulated is one of the
major differences between the SA and traditionakdy search algorithms. Approaches based on
SA and other non-greedy iterative algorithms hare/gn highly effective in recent years for
several hard problems in the realm of VLSI phystbasign, such as partitioning and placement
[163]. In this chapter, we address the problem yoftlgesizing (i.e., optimizing) application-

specific hybrid photonic NoCs.
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Figure 47 Hybrid ring-mesh photonic architecture [44]

6.2 HYBRID PHOTONIC NOC ARCHITECTURE OPTIMIZATION PARAMTERS

We consider the ring-mesh hybrid photonic topolgggsented in [44] as our baseline
architecture. Here we summarize some of the keyufes of this hybrid photonic NoC
architecture. Figure 47 shows an overview of tlehigecture, which consists of concentric ring
photonic waveguides on a dedicated photonic lagerfaced to a 2D electrical mesh NoC. The
key motivation of this hybrid architecture is toeughotonic links opportunistically to reduce
latency and power dissipation for global communacatvhile utilizing the electrical NoC for
local and semi-global communication. The electrioaish is composed of two types of routers:
(i) conventional four stage pipelined electrical meslters that have 5 1/0O ports (N, S, E, W,

local core) with the exception of the boundary evsithat have fewer I/O ports, aijl gateway
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interface routers that are also four-stage pipdlimet have six I/O ports (N, S, E, W, local core,
photonic link interface) and are responsible fondseg/receiving flits to/from photonic

interconnects in the photonic layer.

6.2.1 PRI-AWARE ROUTING

A unique feature of this hybrid photonic NoC arehture is the reconfigurable traffic
partitioning between the electrical and photonitkkd. To minimize implementation cost, the
number of gateway interfaces are kept low (e.qr Kess). However, with increasing CMP core
counts, fewer gateway interfaces reduce photortic pi@lization. To ensure appropriate scaling
and utilization, a parameterizable photonic regbimfluence (PRI) is used, which refers to the
number of cores around the gateway interface treat atilize the photonic path for
communication. For larger CMPs, having a larger BiR¢é can ensure appropriate photonic path
utilization. Figure 47 shows an 8x8 (64 core) CMRhwarying PRI sizes at four gateway
interfaces. A modified PRI-aware XY routing schemoeites packets in this architecture as
follows. Communicating cores lying within the sarR&Rl region communicate using the
electrical NoC (intra-PRI transfers). Cores thagd&o communicate and reside in different PRIs
communicate using the photonic paths (inter-PRidfexs), provided they satisfy two criter(g:
the size of data to be transferred is above a desimed size threshold #) and(ii) the number
of hops from the source core to its local PRI gatgwmterface is less than the number of hops to

its destination core.

6.2.2 PHOTONIC RING CONFIGURATION
The concentric ring photonic waveguides are logycglartitioned into four channels:
reservation, reservation acknowledge, data, ana aektnowledge. A fully photonic path setup
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and acknowledgement mechanism is implemented, Wit reservation and acknowledge
channels utilizing a Single Writer Multiple Read&WMR) configuration and the data channel
utilizing a low cost Multiple Writer Multiple Readd MWMR) configuration. Each gateway
interface has a subset4h wavelengths (microresonator modulators) availédnléransmission,
wherel is the total number of wavelengths available ftbe multi-wavelength laser amds the
number of gateway interfaces. Every gateway interfaaust be able to recei@-1)xi/n
wavelengths (from the rest of the gateway intedgaceach with a separate microring resonator
receiver. A source gateway interface uses onesa@vtilable wavelengthd( to multicast the
destination ID via the reservation channel to otfpgieway interfaces. Each gateway interface
has[log(n-1)] dedicated SWMR reservation photonic waveguides itharites the destination
ID to, after which the other gateway interfacesdréd@ request. Only the intended destination
gateway interface accepts the request, while therstgnore it. As each gateway interface has a
dedicated set of/n wavelengths allocated to it, the destination catemnine the source of the

request, without the sender needing to send its ID.

6.2.3 FLOW CONTROL

If the request can be serviced by the availableeleagth and buffer resources at the
destination, a reservation acknowledgement is Isack via the reservation ACK channel on an
available wavelength. The reservation ACK chanreb das a SWMR configuration, but a
single waveguide per gateway interface is sufficienindicate the success or failure of the
request. Once the photonic path has been resemvilisimanner, data transfer proceeds on the
data channel, which has a low cost Multiple Wrik&irltiple Reader (MWMR) configuration. As

flits are routed through the nearest gateway iaterf global communication power consumption
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is significantly lowered and the electrical netwddndwidth availability is increased, enabling a
win-win scenario. Once data transmission has caeglen acknowledgement is sent back from
the destination to the source gateway interfaceav@8WMR channel, with a single waveguide
per gateway interface to indicate if the data temsuccessfully completed or failed. The
advantage of a fully photonic path setup and ACKO¥Aflow control is that it avoids using the

high latency electrical network, as done in priarkv(e.g., [102]). Our architecture thus allows
gateway interfaces to request for access to théoplwopaths whenever data is available. This
scheme is more efficient than using a token ringictv can suffer from low throughput and high
latencies, especially under low traffic conditiofgh throughput is achieved by using dense
wavelength division multiplexing (DWDM), with mugtie wavelengths per waveguide available

to transfer multiple streams of concurrent data.

6.2.4 SERIALIZATION

To reduce the number of photonic components (wadegubuffers, ring resonator based
transmitters/ receivers, photodetectors), and apresgly reduce area and power dissipation in
the photonic layer, we also make use of seriabra#it the gateway interfaces. We use a shift
register based serialization scheme. A single Iskni@ is used to communicate both data and
control signals between the source and destinatames. A frame of data transmitted on the
serial line using this scheme consist1e? bits, which includes a start bit (‘11),bits of data,
and a stop bit (‘0’). When a word is to be transfdr the ring oscillator is enabled and it
generates a local clock signal that can oscilldteva 2 GHz to provide high transmission
bandwidth. At the first positive edge of this clop@nn+2 bit data frame is loaded in the shift

register. In the next+1 cycles, the shift register shifts out the daserie bit by bit. The stop bit
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is eventually transferred on the serial line afte2 cycles, and rO becomes ‘1'. At this time, if
the transmission buffer is empty, the ring osaitadind shift registers are disabled, and the serial
line goes into its idle state. Otherwise, the rgath word is loaded into the shift register anédat

transmission continues without interruption.

Table 6 Synthesis parameters

Synthesis Parameters Range low Range high
Photonic Uplinks 4 32

PRI 1 (num_cores)/4
WDM Density 32 256
Serialization Degree 1 32
Clock Frequency (GHz) 1 6

PRI data size threshol,) 4 1024

Flit Width (bytes) 4 256
Waveguides 2 256

6.3 PROBLEM FORMULATION

Our synthesis problem has the following inputs:

(i) A core graphG (V, E) with the seW of vertices {1, V, Vs,...,\\} representing thél cores
on which the given applications tasks have alrdsabn mapped, and the setbkdges €,
e, 6,...,61} With weights that represent application-specittency constraints between
communicating cores,

(i) A regular mesh-based CMP wilhtiles such thal = (d?), whered is the dimension of the
mesh, and each tile consists of a compute corad&halC router,

(iif) The upper and lower bounds that define an acceptathlie range for a set of parameters

relevant to hybrid photonic NoC architectures, enéd in Table 6.
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Objective: Given the above inputs, our goal is to synthesizaybrid photonic-ring/electrical-
mesh NoC architecture that will determifig number and location of photonic uplinks (i.e.,
gateway interfacesfii) PRI sizes(iii) density of wavelength division multiplexing (WDM)y)
serialization degredy) link clock frequency(vi) data threshold siz¢yii) flit widths, and(viii)
number of photonic waveguides, while satisfying tduget applications communication latency
constraints and optimizing (minimizing) overall comnication power dissipation. We focus our
synthesis efforts on regular topologies becausé@&eve that future chips with hundreds of
cores will be much more predictable in the facepadcess variations, easier to design, and
simpler to verify if the underlying network struotuis homogeneous, even if the cores

themselves are heterogeneous.

6.4 SYNTHESIS FRAMEWORK OVERVIEW

In this section, we present an overview of ourrtdybhotonic NoC synthesis framework.

Figure 48 shows a high level flow diagram of ountBesis framework that starts with a
given core grapls(V, E)and constraints defined in Table 6. In the firspstve perform core-to-
tile mapping to optimize the aggregate communicatiandwidth and power in the network. The
second step focuses on parametric NoC synthesigingi novel implementations of the four
search algorithms we consider, aimed at furtheuaed power dissipation while satisfying
latency goals. In the final step, we verify our th@sis results using a cycle-accurate SystemC
simulation to account for fine-grained traffic cestjon and interference effects that can only
become apparent with detailed simulation analyBige following sections present a detailed

description of these three steps.
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Figure 48 NoC synthesis design flow of the synthisgprocess

6.4.1 CORE TO TILE MAPPING

We performed one-to-one core-to-tile mapping by ameing [45] 2D electrical NoC
approach to the hybrid nanophotonic-electric aeditre. To perform core-to-tile mapping we
developed a greedy heuristics that minimizes coneation work loady; = Y.7_;[p, X w, X
@n Ifor vV _, wherep, is defined as the number packets communicated &@ource node i to
all its n destination nodesy, is defined as a weight representing power, @pds defined as
Manhattan distance. Figure 49 shows pseudo-codeufogreedy heuristic§;omputeWorkload()
computes y; for all i cores. Then we rankedp; for all i cores in descending order by
RankWorkLoad()function. Core with highest communication worklsad); were assigned
directly or within proximity to the gateway intedes by AssignUplink() achieving
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communication workload reduction. This approachvgled 20% average initial latency

reduction compared to the random mapping.

done =1
while(done)
for (i=0; i++; i< CORES)
ComputeWorkload(); // compute workload W for each core
end for // end of the loop
RankWorkLoad(); // rank the workload

for (i=0; i++; i< Uplinks)

AssignUplink(); // Assign Uplink to high
end for // communication cost cores
done =1

end while

Figure 49 Core-to-tile mapping greedy heuristics

6.4.2 NOC SYNTHESIS
In this subsection, we present details of eactheffour search heuristics based on Particle
Swarm Optimization (PSO), Ant Colony OptimizatiohQO), Simulated Annealing (SA), and

Genetic Algorithm (GA) that we utilize to perfornglirid photonic NoC synthesis.

6.4.2.1PARTICLE SWARM OPTIMIZATION (PSO)

The Particle Swarm Optimization (PSO) metaheurist@s initially proposed by R.
Eberhart and J. Kenned [164] in 1995. The fundaatedea behind PSO is inspired by the
coordinated and collective social behavior of spedike a flock of birds, fish, termites, or even

humans. In nature, each individual bird, bee, sin 8hares some information with its neighbors
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and by utilizing shared information collectivelyhely strive to organize efforts such as
developing flying patterns to minimize aerodynamhiag, etc. Although by itself, a single entity
such as a bird or a bee is a simple and unsopdtsticcreature, collectively as part of a swarm
they can perform complex and useful tasks sucludgiig nests, and foragingVithin the PSO
framework, an individual entity is called a pami@nd it shares information with other entities,
either in the form of direct or indirect communioat to coordinate their problem-solving
activities. In recent years, the PSO algorithm Heen applied to many combinatorial
optimization problems such as optimal placemenwa¥elength converters in WDM networks
[165] and dynamic reconfiguration of field-programnte analog circuits [166].

To implement the PSO algorithm, particles are pldnghe search space of some problem,
and each particle evaluates the objective functibrts current location to determine its next
movement by combining the best (best-fithess) lonatin the vicinity. The next iteration takes
place after all particles are relocated to the pesition. This process repeated for all particles
and eventually for the swarm as a whole; similath® flock of birds collectively foraging for
food. A particle on its own does not have powesdlve the problem; rather the solution evolves
as the particles interact and work together, utigjza social network consists of bidirectional
communication. The movement of each particle iecéfd by its inertia or own weight and
directional velocity towards local and global bsstutions. As the algorithm iterates, particles
move towards local as well as global solution optifarming a swarm pattern. For example,
when one patrticle or entity finds a good solutiaslsas a food source, other particles are more
likely to be attracted by following a positionaltpaThis social interaction feedback eventually
causes all particles to move towards a globallynogit solution path. The particles search or

move in the solution space by gravitating towargsinoality based on the neighborhood and
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global particle fitness. This transversal phenomeiscsimilar to the social interactions where a
leader or a set of leaders emerge from the swanminf@liowers attempt to follow them. In

summary, the idea of the PSO is to mimic the somidlective behavior found in nature and

utilizing it to solve complex problems.

done =1
while(done)
for (i=0; i++; i< N_ITER)
InitializeParticles(); // generate m particles
UpdateParticleSystem(); // update particle system for local and global best solution
//move the particles to new position
UpdatePositionMatrix(); // position update for each particle
end for // end of the loop
if Termination criterion met then
done =0
else

done = 1 //Continue with next PSO iteration

end if

end while

Figure 50 Particle swarm optimization formulation

Figure 50 shows the pseudo-code for our PSO fotimulaThe algorithm starts by
initializing each particle with the function cdlhitializeParticles(). This function initializes
inertia and learning weights, initial position avelocity for each parameter (from Table 6) such

as WDM, PRI, Waveguide etc. For the PRI, it alsnpegates source and destination locations of
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the communication neighborhoods based on the apiglic communication trace. The function
UpdateParticleSystem(jerates and updates velocity and positions ofitiaévidual particles,
using relationq1) and (2) that are presented later in this sectidhthe end of the evaluation
loop, particle positions are updated and they aveet to new positions by calling the function
UpdatePositionMatrix()This process continues for the entire applicationtii a dominating
solution emerges.

A communication request or flit represents a plariic our PSO synthesis process. A group
of random particles or random solutions are in#e during the initial phase of PSO and then
the optimal or near optimal solution is construabsthg an iterative synthesis process. The flits
are routed from the source to the destinationNlo@. The PSO process can select among various
values for the parameters in Table 6, such as nuoefb&/DM channels, or PRI size. As more
core communications are considered, based onae$afl) and (2) gradually one dominant
solution emerges. This best configuration satisdigslication-specific latency constraints and has
the lowest power dissipation paths that all patidollow with a specific PRI size, WDM, link
clock frequency etc. Within an iteration, a paditlacks the personal best solutipg,(which is
the best solution found by the partidte and the global best solutiogy), which is the best
solution that was found by the entire populatioverly particle moves towards the better solutions
with some velocity and position. The computatioepsincludes some amount of randomness
instead of following an exact profile. This randasa can produce a superior solution which may
result in other particle being attracted toward€dch particle updates its velocity and position

based on the following set of equations
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Vi1 = WO+ €171 (D — Xp) + €272 (Gk — Xi) (1)

Xg+1 = Xk + Vig1 (2)

where, the current velocity and position for eaaltiple is defined by andx, respectivelypx
designates current best solution based on pakKglkistory andgx defines current best solution
based on the entire population or swarm. The pesitiertial weightv is assigned to control how
fast or slow each particle can move based on its weight or inertiac; andc, are constant
numbers denoted as learning parameters that cdh&dearning rate of global vs. local optima,
i.e., higher the weights, the faster the partigiesvitate towards the current best solution. Inktea
of just following the current best solution in adar pathr; andr, are random numbers fro@nto

1 that change every iteration, adding randomnesseath thus, finding newer better solutions
on the way. Thestability of the PSO algorithm is one of the key concerngretposition and
velocity can diverge instead of achieving conveogemo ensure solution convergence, we tune
the learning and inertial weights carefully andoal:iplement a velocity limit paramet®f,a

where if the updated velocity exceeds the velduitit, we saturate the velocity value ¥g,ax

6.4.2.2 ANT COLONY OPTIMIZATION (ACO)

The Ant Colony Optimization (ACO) metaheuristic wamstially proposed by Colorni,
Dorigo, and Maniezzo [167] with the fundamentaladaspired by the behavior of real ants,
specifically, the way they organize efforts to eotl food. ACO is a probabilistic technique for
solving computational problems which can be reducefinding good paths through graphs. In

recent years, this algorithm has been applied toyncambinatorial optimization problems such
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as the asymmetric traveling salesman problem [51] the graph coloring problem [52].
Although by itself, an ant is a simple and unsojdased creature, collectively@lony of ants
can perform useful tasks such as building nest faraging (searching for food). Ants achieve
stigmergiccommunicatiorby laying down a chemical substance cafddgromoneavhich can be
sensed by other ants. When a pheromone trail lamhbant that has found food is discovered by
other ants, they tend to stop moving randomly dad ®llowing this specific trail, returning and
reinforcing it if they eventually find food. Ovemte however, the pheromone trail starts to
evaporate, thus reducing its attractive strengktie more time it takes for an ant to travel down
the path and back again, the more time the pheresnbave to evaporate. A short path, by
comparison, gets marched over more frequently tlansl the pheromone density becomes higher
on shorter paths than longer ones. Pheromone eatapors crucial fomavoiding the convergence
to a locally optimal solutionlf there were no evaporation at all, the pathsseh by the first ants
would tend to be excessively attractive to theotwlhg ones. In that case, the exploration of the
solution space would be constrained. The idea ®/AB0 based NoC synthesis algorithm is to
mimic this behavior with "simulated ants" walkingpand a graph representing the problem to
solve.

In our ACO implementation, the ant system represesdurce and destination core
communications for the specific embedded applicatidpper bounds for the power and latency
for each edge in the core gra@ii\V,E) are computed using a baseline electrical NoC hadlits
are routed from the source to the destination AG©® process can select among various values
for the parameters in Table 6, such as the WDMitdeaad PRI size. At the end of the route,
power and latency for the selected configuratiomampared against the upper bound. If the

achieved results are better than the upper bourideoprevious best result, then the pheromone
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and likelihood values are updated. Gradually onenidant solution emerges. This best
configuration satisfies latency constraints andthasowest power dissipation paths that all ants
follow with a specific PRI size, WDM, etc.

An ant in our formulation can be thought of asrapge computational agent. It iteratively
constructs a solution for the problem at hand. Titermediate solutions are referred to as
solution states. At each iteration of the algoritlam ank moves probabilistically from a statéo
statej. Each of the parameters from Table 6 has a separatporatiortrail value (zj) that
represents the amount of pheromone depositeddtata transition betweerandj. The selection

B

probability for a parameter is a function of itgattivenesg i defined by inverse of normalized

power consumption for paramejerGlobal convergence within the selection procesachieved
by increasing attractivenes{. for low power dissipation solutions that meetetaty constraints.

An empirically- derived pheromone evaporation coefht (p) with a valuel > (p) > 0 is utilized

to control the evaporation of a trail over timeails are updated usually when all ants have
completed their solution, increasing or decreasiirgvalue of trails corresponding to moves that
were part of "good" or "bad" solutions, respectvelr; represents the change in trail value based
on the choices available for a parameterd the impact they have on the cost function (in o
case power dissipation). At the start of simulatiealection probability of each parameter is
equal. If power dissipation reduces significanthgéd on a parameter change for a majority of the
communications, thenfz; increases which causes the resulting selectiobapility to also

increase. The selection for each parameter is peefd using the following rules:

Ti(t+n) = p*1;(0) + A Ty 3)
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which is the trail update relation, witit; given by:

m
A Tii = Z A Tiik (4)
k=1

for all mants. The probabilitp{‘j of moving from statéto | for thek™ ant is given as:

K_ OO
LAY AG)

(5)

This probability depends on the attractivene;éijs of the move computed based on

increasing a tunable weight for an ant for whiclwep is lower and latency is within the
constraints, and the trail levglof the move, indicating how proficient it has beerthe past to
make that particular move.> 0 is a parameter to control the influenceefandg < 1 controls

the influence ofy;. Figure 51 shows the pseudo-code for our ACO fortraria The algorithm
starts by callingnitializeAntSystem(Jo initialize the ant system, with each ant repnésg a
communication traceThe function also setsp equal selection probability for every parameter.
The functionUpdateAntSystem()pdates the probabilities of the individual antsing relations
(3), (4), and(5). If the source core lies within a PRI region, tloev (ant) is directed towards the
nearest gateway interface. The state transitioanpater selection probability{‘j is applied to
select serialization degree, clock frequencymildth, and PRI data threshold. Once a flit reaches
the uplink, number of waveguides and WDM density selected fothe next state. The same
process is repeated for the destination gatewayfate and destination core. As ants reach the

destination, trail values are updated based4)nand (5), improving selection probability of
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parameters that lead to lower power dissipationth&tend of the evaluation loop, the trail and
pheromone updates are performed by calipglate TrailMatrix(). This process continues until a

dominant solution emerges.

done =1
while(done)

// generate m number of ant systems; start with equal probability for each state
transition and update the system probability as we build the entire solution
InitializeAntSystem();

for (j=0; j++; j < size(ant system))

for (k=0; k++;k < linklength)

// Choose the probability to move the flit from current state to next state and append the

chosen move to the k-th ant’s set tabux until ant k has completed its solution
UpdateAntSystem();

end for

ComputeNoCResults(); // trail update for each ant

UpdateTrailMatrix(); // end of the loop, almost all ants will follow same trails

end for

// use cycle-accurate simulations to validate if latency constraints are satisfied

if Termination criterion met then

done =0
else done = 1 //Continue with next ACO iteration

end if

end while

Figure 51 Ant colony optimization formulation
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6.4.2.3SIMULATED ANNEALING (SA)

Simulated Annealing (SA) algorithms [56] [163] []6§nerate solutions to optimization
problems using techniques inspired by annealirgplids. SA algorithms simulate the cooling of
a metal in the heat bath known as annealing whegestructural properties depend on the
cooling rate. When a metal is hot and in liquidest# cooled in a controlled fashion, large and
consistent grains can be formed. On the other hgnaths can contain imperfections if the liquid
is quenched or cooled rapidly. By slowly lowerirgp ttemperature, globally optimal solutions
can be approached asymptotically. SA allows hilimbing or worse moves (with inferior
quality) to be taken within the initial part of theeration process. Based on the law of
thermodynamics, at temperatur¢he probability of an increase in energymégnitudedE is

given by:

BE)

P(SE) = el & (6)

wherek is the Boltzmann’s constant. This equation is diyeapplied to SA by dropping the
Boltzmann constant which was only introduced it ¢€quation to cope with different materials.

The probability of accepting a state in SAis:

_<
P=¢e? <r (7)

wherec defines the change in evaluation function outpdgfines current temperature which is
decremented at every iteration by some regressgumitam such as a linear methg 1= a.tg,

with a < 1, andr is a random number between 0 and 1.

134



An SA algorithm involves the evolution of an indiual solution over a number of iterations,
with a fitness value used for evaluating solutiomaldy whose determination is problem
dependent. At each iteration, individual parameteesselected randomly and the probability of
accepting a solution is determined by equat{@h A high enough starting temperature is
selected to allow movement through the entire $eapace. As the algorithm progresses, the
temperature is cooled down to confine solutiongwahg better solutions to be accepted until
the final temperature is reached. As SAs are hmsgjsthe solution found is not always
guaranteed to be the optimal solution. Howeverraciice, SA has been used successfully to

generate fairly high quality solutions in sevenalgem domains.

done =1
while(done)
for (i=0; i++; i< N_ITER)
GeneratelnitialSolution() // Initial solution

ScheduleCoolingRate() //Evaluate solution at cooling rate

ComputeFitnessValue() // Update fitness value

end for

if Termination criterion met then
done =0
else
done =1 //Continue next N_ITER generations

end if

end while

Figure 52 Simulated annealing algorithm formulation
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Figure 52 shows the pseudo-code for our SA formarladf the synthesis problem. Our SA
implementation begins with the calling @eneratelnitialSolution(Jo generate an initial solution.
We utilize a genetic algorithm (GA) as an initi@unistic (explained in Section 5.2.4) to ensure
high quality for the SA seed. Each GA chromosomesists of constituent parameters as defined
in Table 6. At the end of 200 generations we usétst solution with the highest fitness value as
a seed for SA. Subsequently, four key parametersafmealing are initialized by calling
ScheduleCoolingRate()(i) Starting temperature(ii) Temperature decremendjii) Final
temperature, an(lv) lterations at each temperature. We tuned thergjatmperature to be hot
enough to allow our hybrid NoC parameters to tre@efarther along in the solution space.
Without this consideration the final solution woube very close to the starting SA solution.
Based on the number of iterations for which thewdigm will be running, the temperature needs
to be decremented such that it will eventuallyvarrat the stopping criterion. We also need to
allow enough iterations at each temperature siattlle system stabilizes at that temperature. We
evaluated another method first suggested in [168] proposes implementing one iteration at
each temperature by decreasing the temperaturesi@nyy. The formula we used wag1)=
to/(1+ftws1)) Wheref is a suitably small value as defined in [169]. Hoarethe approach did not
yield any benefits in terms of improvement in ré&suls SA is a stochastic search algorithm, it is
difficult to formally specify convergence critedesed on optimality. The results are expected to
get better with every step, however sometimes itiness of a solutioncalculated by calling
ComputeFitnessValue(nay remain unchanged for a number of cooling dbefsre any superior

solution can be created.
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done =1
while(done)
for (i=0; i++; i< N_ITER)
// generate new system configuration based on initial population
GeneratelnitialPopulation()
Crossover () // current solutions are selected for mutation

Mutation () //Evaluate the chromosome with upper bound

ComputeNoCResults()
ComputeFitnessValue()
end for

if Termination criterion met then

done =0
else
done = 1 //Continue next N_ITER generations

end if

end while

Figure 53 Genetic algorithm formulation

6.4.2.4GENETIC ALGORITHM (GA)

Genetic algorithms (GAs) [170] generate solutioms dptimization problems using
techniques inspired by natural evolution, suchnagritance, mutation, selection, and crossover.
A GA involves the evolution of a population of imdiuals over a number of generations. Each
individual of the population is assigned a fitnesdue whose determination is problem
dependent. At each generation, individuals arectadefor reproduction based on their fithess

value. Such individuals are crossed to generate melividuals, and the new individuals are
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mutated with some probability. The objective ofA is to find the optimal solution to a
problem. However, because GAs are heuristics,dhgisn found is not always guarantied to be
the optimal solution. Nevertheless, experiencegplyang GAs to a variety of problems has
shown that often the goodness of the solutionsddynGAs is sufficiently high.

Figure 53 shows the pseudo-code for the GA fortrariaof our synthesis problem. Our
GA implementation begins with the generation of amtial population by calling
GeneratelnitialPopulation()Each individual element consists of a chromosawritle constituent
parameters as defined in Table 6. Based on emipamnadysis, we set our GA population size to
2000, composed of chromosomes with parameter vaatesaccording to a uniform random
distribution. The fitness value assigned to eagbrolessome consists of a weighted combination
of average packet latency and communication powssipétion. The fitness is evaluated
analytically based on the communication requireseftthe application for which the hybrid
NoC is being synthesized. Each application can lmawmique set of communication patterns
(represented by edges in the core graph), and ttleisame architectural optimization (e.qg.,
changing PRI size) can impact the latency and posivesipation of different applications
differently. Similar to a roulette wheel, a probability baseléd#on process was implemented for
choosing chromosomes from the population, basethenelative fitness value. Crossover was
applied to randomly paired parameters by exchangemgetic information via swapping bits
within the parent's chromosome calli@gossover()We also implemented multipoint crossovers
where multiple parts of chromosome strings replae@ch other. Then mutation was performed
by calling Mutation() where one parameter was changed within allowablés (Table 6).

Mutations and crossovers produced the next gepagtindividuals with the crossover and
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mutations generate new offsprings that replaceir@igchromosomes if the offsprings satisfy
upper bound witlComputeNoCResults()

Since GA is a stochastic search algorithm, it ffiadilt to formally specify convergence
criteria based on optimality. The results are etgrbto get better with every generation, however
sometimes the fithess of a populatioalculated by callingcomputeFitnessValue(ay remain
unchanged for a number of generations before apgrgx chromosomes can be created. The
general practice is to terminate the GA after algfieed number of generations and then to
evaluate the quality of the results within the gdapan against the expected optimal where

expected optimal is obtained using extended GA aurigrations.

6.5 CYCLE ACCURATE SIMULATION AND VALIDATION

Upon completion of the synthesis algorithms, weifsg our results based on cycle
accurate SystemC [158] simulator. If power andgrenfince of synthesized simulation does not
match within 5% of the cycle accurate simulator, igpeated the synthesis process until we
correlate results. This is achieved by ultimatedjlicg ValidateResults(Jo validate the best
solution by using our in-house SystemC-based [£$8le-accurate hybrid nanophotonic-electric
NoC simulator. This is done to ensure that latecmystraints are satisfied in the presence of
communication congestion and computation delayschwban only be accurately analyzed via

simulation
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6.6 EXPERIMENTS
6.6.1 EXPERIMENTAL SETUP

We conducted experimental analysis to compare éngmnance of our PSO, ACO, GA
and SA based synthesis frameworks for mid-6izé (36-core)and large-siz40x10 (100-core)
CMPs with a 2D mesh hybrid photonic ring/mesh Na@ric. Parallel implementations of seven
SPLASH-2benchmarks [135]b@arnes, lu, cholesky, fft, fmm, radiosity, rgdixere utilized to
guide the application-specific synthesis. We alsplementedNAS [136] andPARSEC[137]
parallel application benchmarkAS[136] benchmarks are derived from computatiohat!f
dynamics (CFD) applications. The Princeton Applmat Repository for Shared-Memory
Computers PARSEQ [137] suite is composed of several multithreagearams that represent
next-generation shared-memory programs for CMPs. 9athesis runs lasted aroufido 10
hours for each search algorithm; however initiasrlasted around-6 days. Once We realized
that 8-10 hours of runtime was able to provide sohs within2-4% of solutions generated with
extended runs, We reduced our simulation time tmbee efficient.

We targeted 82nmprocess technology with the assumption of a 40 diearea budget.
shows delay values f@&2nmtechnology that we assumed, obtained from [138]faom device
fabrication results [140]. The delay of an optimakpeated and sized copper wiré8ahmwas
assumed to bel2ps/mm[29]. The power dissipated in the hybrid phototNoC can be
categorized intdi) electrical network power an@d) photonic ring network power. The static and
dynamic power dissipation of electrical routers &nkls was derived from Orion 2.0 [141]. For
the energy dissipation of the modulator driver &bl power we used ITRS device projections
[4] and standard circuit procedures. An off-chigottical laser power of 3.3W (with 30%

efficiency) is also considered in our energy caltiohs. The laser power value accounts for per
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component optical losses due to non-linearity (1aB30mW), couplers/splittersl.edB,
waveguides 3dB/cn), waveguide crossing®.05dB, ring modulators XdB), receiver filters
(1.5dB and photodetector9.(L dB.

The search heuristics were configured as folloves. the PSO algorithm, we empirically
set the inertia weighw = 0.66, c1=c2=0.5and the velocity limit paramet®,.x= 0.33 For the
ACO algorithm, we set the pheromone evaporatiorficaat p = 0.67,and tunable weights
and $ were set t00.46 and 0.54 respectively. For the SA algorithm, we seto 0.997 and
utilized initial temperaturd, = 1000 C. For the GA, we maintained an initial populatidresof
M = 256(N x N)? whereN is the (X or Y) mesh dimension and ran the algarifor up to2000
generations. We evaluated our GA implementation ¥arious mutation and crossover

probabilities and ultimately utilized values@B and0.2 respectively.
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6.6.2 RESULTS

Our first experiment provides insights into the kings of the PSO and ACO algorithn
Figure 54shows the solution space - and postPSO and ACO, that compares the power
average packet latency, for the benchmark from the SPLASRI-suite. The solution space
relatively randomlydistributed in 2D with higher power consumptiondyefthe PSO and AC

algorithms begin execution. The ACO solutions swiowards the shortest path lower end of
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2D space observed in Figubl (b). This result can be explained based on equa5), as
attractiveness of shortest paths grow higher with@O algorithm. On the other hand, P.
algorithm drives the solutions towards lower powger Figure 54 (a) by following
velocity/position profiles relative to local andogbl minimum power solutions per equaticl).
This indicates an improvemeint power while maintaining average packet latertgracteristics

and shows that the ACO approach leads to desigafallity solutions
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To gain further insight regarding the quality oétbenerated results, we evaluated various
parameters of the best solutions generated by A, GA and SA for the seven SPLASH-2
benchmarks. Figure 55 shows results for the 1@WP while Figure 56 presents results on a
6x6 CMP implementation. For benchmarks that requmere frequent local and global
communication, ACO utilizes a higher degree of phat path communications while enabling
higher clock frequency for the electrical path aotiieving an elegant trade off. Also to enable
higher photonic path communication, the PSO and A&gbrithms generate solutions with
greater number of uplinks. The latency and WDM degesults indicate that PSO and SA each
have a unique set of benchmarks for which the sgitled architecture provides lower average
packet latency and lower WDM than the solution getesl by the other approach. As far as the
number of uplinks are concerned, with the exceptibradix and radiosity, PSO and SA both
select the same number of links for their besttgnig. Table7 - Table 10 summarize the 10x10
hybrid photonic NoC solutions generated by PSO A@D algorithms respectively for the
SPLASH-2 benchmark applications. The communicatraffic pattern for each application is
different, so these results provide insights it inner workings of each synthesis approach. As
the communication traffic goes up, both algorithtesd to adapt differently towards solution
configurations. Runtime configuration can enablstaon solutions that balance various trade-
offs, for example PSO and ACO adapts more effigyanthigher PRI size foradix andradiosity
than SA and GA as shown in Table 9 and Table 1€h Blgorithms successfully increase WDM
degrees as core to core communication increases. HRI data thresholdVy, diverts
communication through photonic channels if datagtlerexceeds beyond this limit. The PSO
algorithm optimizes th&/y, limit to a lower number than SA thus increasing totume of data

traversing the photonic communication path. We aisoitored number of average hops from the
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source and destination cores to the uplinks wighPRI region to better understand how far |
packets needed to travel to reach an uplink. Timeben of PSO generated hopss higher than
ACO confirming the consistency with lower PRI threkl achieved by PSO, particularly for i

radiosity, fmmandradix benchmark:
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Despite the overhead of a separate photonic lgyesn be seen that using hybrid photonic
NoCs can lead to significant orders of magnitudeings in power dissipation. Among the
synthesized approaches, it can be seen that theaR&@CO generates solutions that are more
power efficient than those generated by the SA@AdThe synthesized solutions with PSO and
ACO have as much as 1.2x lower power dissipatian tverage solutions generated by SA and
GA with up to 2.2x for the best case. Figure 57 &mglure 58 presents the best solutions
generated by ASO, PSO, GA and SA for PARSEC bendtsnand for the 10x10 and 6x6 CMP
implementations respectively. Figure 59 and Figb@epresents NAS benchmarks for similar
configurations. Both benchmarks shows capabilityof synthesis process achieving excellent
improvements. Figure 61 summarizes the energy-detaguct improvements for PSO, ACO
over the GA and SA algorithms. We also observedifsogint (up to 18x) improvements with
PSO and ACO generated hybrid photonic NoC solutmmapared to the baseline 2D electrical
mesh NoC architecture. Our novel implementatiolP80 achieves average 64% energy-delay
improvements over GA and 53% over SA while the Ai@Plementation achieves 107% energy-

delay improvements over GA and 62% over SA.
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Table 7 PSO synthesis results

P
2 § = E s
@ S < = S IS 3
Synthesis Parameters @ -4 | © LL LL x x
WDM 68 122 | 44 83 135 132 143
Uplinks 4 4 4 4 4 8 12
PRI 15 12 10 10 12 12 12
PRI Data Threshold 96 4 120 48 7 54 96
Clock Frequency 5 4 5 4 4 2
Source PRI Uplink 7 8 9 9
Dest PRI Uplinks 9 9 9 9
Flit Width 43 256| 28 85 256 128 12§
Serialization 6 1 9 3 1 2 2
Waveguides 18 12|  135% 13¢ 112 20 18
Table 8 ACO synthesis results
)
Q ﬁ = :g =
Synthesis Parameters g 2 8 i E § §
WDM 128 56 145 138 56 67 166
Uplinks 4 4 4 4 4 8 12
PRI size 4 4 4 8 8 8
PRI Threshold 72 32 56 46 186 459 148
Clock Freq 5
Src Uplinks 12
Dest Uplinks 58 12
Flit Width 28 64 46 49 28 28 42
Serialization 12 4 3 8 12 18 10
Waveguides 48 32 58 108 128 128 256
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Table 9 SA synthesis results

P
2 § = E s
Synthesis Parameters g 3 5 i E § §
WDM 102 79 58 128 93 141 63
Uplinks 4 4 4
PRI 4 4 4
PRI Data Threshold 176 16 60 96 28D 459 168
Clock Frequency 6 5
Source PRI Uplink 4
Dest PRI Uplinks 5
Flit Width 23 64 85 43 26 15 37
Serialization 11 4 3 6 10 17 7
Waveguides 48 2 25 200 104 128 90
Table 10 GA synthesis results
> 2
‘ g -
Synthesis Parameters 3 3 5 & E s s
WDM 89 73 56 89 67 130 67
Uplinks 4 4 4 4 4 4
PRI 4 4 4 4 4 4 4
PRI Data Threshold 223 23 45 78 139 320 123
Clock Frequency 3 3 3 3 4 4 3
Source PRI Uplink 4 4 4 4
Dest PRI Uplinks 4 4 4 4 4 4 4
Flit Width 28 78 56 43 22 12 38
Serialization 11 12 13 11 11 12 11
Waveguides 35 25 45 178 99 111 89
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6.7 RESULT SUMMARY

In this chapter, we proposed a framework for sysitieg hybrid photonic NoC
architectures for emerging CMPs. We formulate grlesis problem using four different search
heuristics: Particle Swarm Optimization (PSO), ABwlony Optimization (ACO), Simulated
Annealing (SA) and Genetic Algorithms (GA). Our ukts and experimental data demonstrate
significant promise for the ACO as well as PSO-Hasearch heuristics for our problem domain
of hybrid photonic NoC synthesis, allowing us taedmine application-specific architectural

parameters that minimize power dissipation whitesgang application latency constraints.
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7 HELIX: DESIGN AND SYNTHESIS OF HYBRID FREE SPACE APPLICIKIN-
SPECIFIC NOC ARCHITECTURES

Hybrid NoCs with nanophotonic guided waveguides ailicon microring resonator
modulators impose many challenges such as higim#digune up power, crossing losses, and
high power dissipation. Due to these challengeslymtization of such architectures has yet to
become commercially viable. Unfortunately, incregsiembedded application complexity,
hardware dependencies, and performance variabilétiges optimizing hybrid NoCs a daunting
task because of the need to traverse a massivgndgsaceTo date, prior work on automated
NoC synthesis has mainly focused on electrical Né©Gs the first time, we propose a suite of
techniques for effectively synthesizing hybrid phiat on-chip interconnect®No prior work has
addressed the problem of synthesizing applicatpatific hybrid nanophotonic-electric NoCs
with an irregular topology to the best of our knedde. Considering the above unaddressed
major challenges, in this chapter we propose asduds théHELIX framework for application-
specific synthesis of hybrid NoC architectures tbambine electrical NoCs with free-space
nanophotonic NoCs. Based on our experimental studi® demonstrate that the presented
algorithms in this chapter produce superior NoChigectures when compared to algorithms

proposed in prior work for electrical NoCs.

7.1 HYBRID PHOTONIC FREE SPACE NOC ARCHITECTURE OVERWE

To maximize performance in SoCs, ideally any twaraxted cores should communicate
with each other using a point-to-point single hepwork. For ar{m X n) core SoC architecture,
a single hop connectivity NoC fabric requi@gn x n)? links. This is prohibitive to implement

using a reasonable number of metal and photonicegudde layers. However a free-space
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optical interconnect (FSOI) network can elime much ofthe complexity of laying out multipl
waveguides and also reduce glometal interconnect countsvhile enabling -hop or 2-hop

communication paths.
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Figure 62 Gateway interface router architecture

Our chosen FSOI network fabric utilizes mi-mirrors and reflectors, with light traversil
through free-space to achieven@p or 2hop transfers with low overhead. For-hop ( )
SoC with flit width ofk, each node needs Gbps/(GHz (PU clock)
MQW devices, while a 2op ( ) SoC with the same flit width needs

Gbps/(CPU Clock)) MQW device43]. As an example, for a 12x12 core SoC wi
1-hop NoC, with flit width of 256 bits at 40 Gbpshimand a 3.88 GHz CPU cloc7322 MQW
devices are required. The photonic components 20mmx20mnsoC die size will consume
5 mnt on-chip area for a 1-hdpSO-based NoC wit0Qum MQW devices. In contrast, ~hop
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NoC will require onlyl128MQW devices with < 1 mfarea and a 5.5 power reduction over a
1-hop NoC, but at the cost of system bandwidth dromg 300 to 45Tbps. We explore hop-
count selection on a per-communication flow basisriable power-bandwidth trade-offs in our

framework.

Gateway Interface

Core

FSOI

Core

PCR Size 6

Figure 63 Photonic concentration region (PCR)

We consider a SoC platform with a dedicated phetdayer that supports FSOI links,
interfacing with an electrical NoC. Our electriddébC is composed of two types of routefi3:
conventional four stage pipelined electrical rositémat haven 1/0O ports and interface with local
cores; andii) gateway interface routerigure 63 that are also four-stage pipelined but have
additional photonic ports (a total of+2 I/O ports). The photonic link interface in gateway
routers is responsible for sending/ receiving fla&rom photonic links in the photonic layer.

Both types of routers have an input and output gdecrossbar with a 4-flit buffer on each
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input/output port, with the exception of the phatoports in gateway interface routers that use
double buffering to cope more effectively with thégher photonic path throughput. The
serializer/deserializer modules can support seatabtn degree of 2, 4, 8 and 16, and allow for
very high optical I/O pad density. The resultinggirdensity 2D array of surface-normal
optoelectronic MQW devices can provide the necgss#ia chip bandwidth density without the
complexity of wavelength division multiplexing (WDN171].

A unique feature of our hybrid NoC fabric is theasfigurable traffic partitioning between
electrical and photonic links. To minimize implenteion cost, our synthesis framework limits
the number of gateway interface®n adaptive photonic concentration region (PCR)uess
appropriate scaling and utilization with changirmgnenunication demands. A PCR is defined as
the number of cores around the gateway interfagg tan utlize the FSOI path for
communication Eigure 63. Cores within the same PCR communicate with esbler via the
electrical NoC (intra-PCR transfers). Cores thadchéo communicate and reside in different
PCRs communicate using photonic paths (inter-P@Rsters). The electrical NoC transfers use
XY routing, and a modified PCR-aware routing schdoreselective data transmission through
the photonic links, with timeout-based regressieadiock handling, based on the approach
presented in [55].

Our arbitration approach is different from FSOl-dédgateway interface routers proposed
in [42] and [43] that utilize transfers without aaybitration. These routing schemes directly
stream data to destination cores and manage oallefi photonic data with a collision handling
scheme (e.g., when multiple source nodes send tdathe same destination core). But we
observed that the performance benefits of elinmggtrbitration are overshadowed by high

penalties of collision handling and retransmisdionhigh performance communication flows.
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Therefore in our gateway interface routers we im@eted support for reservation channels to
reserve FSOI data paths. An additional input ant@uiueservation channel port is added to the

routers for this purpose.

7.2 SYNTHESIS PROBLEM FORMULATION

This section summarizes the inputs to our problachfarmalizes our problem objective:

7.2.1 APPLICATION WORKLOAD CONSTRAINTS
e Application communication trace grapl(V,M,L) for each application in a multi-
application workload, where €V is a set of processing cores, € M a set of memory
blocks,l; €L a set of directed communication links;
e Application-specific communication bandwidth coastts w;; in bits/cycle and latency

constraintst; in cycles betweefvi, v} or {m;, m};

7.2.2 SOC PLATFORM CONSTRAINTS
e Xmax and Ynax are the maximum dimensions of the die along then¥ Y axes; and the
aspect ratio ¥¢/Yqie Of the synthesized die should be between 0.9 —-td .dbtain an
approximately square die layout;
e Each network link is constrained by a maximum langthat represents the maximum

distance a signal can travel in a single cycleebas CMOS process technology;
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7.2.3

71.2.4

7.3

PROBLEM OBJECTIVE

Synthesize a hybrid nanophotonic-electric applcaspecific NoC architectur&R, L,

Ly, C) whereR is a set of hybrid routerd and L, represents the set of electrical and
photonic links, andC is a core-to-die mapping function; such that comication power

is minimized while meeting bandwidth and latencynstoaints of the given

application(s), and platform constraints of the SoC

CONFIGURATION PARAMETERS

Application task to core mapping;

Layout of cores and memories on the planar die;

Number and layout of hybrid electro-photonic anecaical-only routers that utilize a set
of photonicp; € P or electrical linkse, € E to support communication for a given multi-
application workload;

Size of photonic concentration region (PCR) thdexeines the cores/memories allowed
to use each hybrid photonic router on the die §aaion 4 for details);

Serialization degreB,, at electro-photonic interfaces;

Hop count (1-hop or 2-hop) selection for FSOI links

HELIX SYNTHESIS FRAMEWORK OVERVIEW

In this section, we present our novel framework $gnthesizing hybrid nanophotonic-

electric NoCs, which consists of the following ste@s shown irFigure 64 (i) task-to-core

mapping;(ii) floorplanning;(iii) Steiner tree based network formatidiv) link clustering and

dual

level router mappingv) PCR allocation(vi) conflict analysis and resolution; arfdii)
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validation with cycle-accurate simulation. Due &xk of space, here we briefly discuss each

step. The following subsections provide an overvidthese steps.
Task to core mapping -

application and link bandwidth
workload estimation

Minimum Euclidean Minimum Rectilinear
Distance Steiner Tree Floor planning Distance Steiner Tree
(MEST) photonic link (MRST) electrical link
network formation network formation

Cluster combination and ]
dual level router <
mapping J

[ Multi-depth weighted

Conflict analysis and
collision resolution

Steiner Tree based
PCR size synthesis

Validation with SystemC
cycle accurate simulation

v

[ Application Specific hybrid photonic NoC ]

architecture

Figure 64 HELIX hybrid electro-photonic NoC synthesis flow
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Figure 65 (a) Output of floorplanner (b) Minimum Euclidean Distance Steiner Tree (MEST) for electricknetwork (c)
Minimum Rectilinear Distance Steiner Tree (MRST) fa FSOI links (d) clustering and dual level router mapping

7.3.1 TASK TO CORE MAPPING

In this first step, we perform task-to-core mappamgl link bandwidth estimation. The step
involves mapping of n tasks to m heterogeneoussctie the given application(s) task flow
graph. We perform task execution-time estimationwedl as estimation of inter-core data

transfers using an instruction simulator [172]. WWglement a genetic algorithm (GA) [170] to
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accomplish task to core mapping. The GA chromosooresists of possible mappings for the
given application tasks to available cores, as @aglh virtual link (electrical or FSOI) between
cores that can satisfy bandwidth and latency caimés at a coarse granularity. The specific
parameters used in the GA implementation are desttrin detail in the experimental setup
section. The GA cost function represents overathmainication power and the GA attempts to

create a task-to-core mapping to minimize this powe

7.3.2 FLOORPLANNING

For hybrid nanophotonic-electric NoC architectutthg, floorplanning step is significantly
more complex than traditional floorplanning, as gmver consumption and delay of electrical
wire and FSOI links differ significantly. To the dteof our knowledge there is no floorplanning
tool available that can support such hybrid FSQl atectrical wire based architectures. We
therefore designed an enhanced system-level No&pfenning tool that uses mixed integer
linear programming (MILP) to perform communicatiaware and power-aware core placement
on the die. Our MILP minimization objective functias a linear combination of the weighed

power-latency and the overall chip area, represgittie metrics that are optimized in this stage:

ij
[Z l(u; ‘D) X Cpi,j X +[Xmax + Ymax]ﬂ (8)
vV c(u,v)€EE

where,[(u, v) X Cp;; is weighed communication power and link distanesvieen coresx and
p are constants, and% and Yyax are the maximum allowed dimensions of the die glive X
and Y axes. The floorplanner also integrates anredspatio constraint, to achieve an
approximately square shaped floorplan. As FSOlsliotnsume less power than electrical links,
the floorplanner allows placing cores communicating FSOI links farther apart than cores

communicating via electrical links. Note also thathis stage, routers have yet to be allocated,
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and are assigned arbitrary locations with respeaotes (1 virtual router/core). The output of

this step is a floorplan as shown in Figure 65 (a).

7.3.3 MEST AND MRST BASED NETWORK FORMATION

In this step, we generate Minimum Rectilinear dista Steiner Trees (MRST) for the
electrical network and Minimum Euclidian distanceiBer Trees (MEST) for the free space
photonic network. We implemented these separate s$teuctures because electrical signal
transmission occurs through rectilinear wires, #air Manhattan distance is best captured by an
MRST; and free space photonic transfers can ocsumgunon-rectilinear links, and their
Euclidian distances are best captured by an MESEhHEINk |;; is given a weight that is a

function of normalized communication bandwidth, poyand latency:

aXxP;; X [w;j/max _bw]+ (1 —a) x [min _latency/4;;]| (9)

where ¥, ;, wij, and 4; are link power consumption, link bandwidth, andklilatency,

respectively. We use separate values for the paeaméor FSOI links and electrical links due to
their power consumption differences. The MRST stmecfor electrical links and MEST structure
for FSOI links are constructed with the goal of mmizing the aggregate link weights, and an
example of these structures is shown in Figureb®%d). Note again that the routers are still not
accurately mapped on the die during this stagewandpproximate virtual router locations at the

center of each core. At the end of this step,aks are connected with FSOI and electrical links.
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7.3.4 CLUSTERING AND DUAL LEVEL ROUTER MAPPING

The objective of the subsequent clustering stdp rmerge the communication links in the
MEST and MRST solutions; map hybrid nanophotonezgic and electrical-only routers such
that router counts are minimized and utilizationlioks and routers is improved; and optimize
FSOI links.

We create deuristicthat computes connection strength between each pan based on
inter-node link bandwidth and power characteristilsen starting with no edges between any
nodes, we add edges in order of decreasing coonestiength to create clusters, as shown in
Figure 65 (d). The clusters are created utilizingpanection strength threshold such that intra-
cluster short distance communication paths cangbenzed utilizing electrical links and inter-
cluster transmission can be performed using FS@EliEach cluster represents a router in the
final solution. But we still need to determine whicommunication flows will utilize FSOI links,
electrical links, or a combination of both typeslioks. This problem is solved by usingoash-
relabel maximum flovalgorithm. For every cora; in the system, we create a corresponding
pseudo corel, where inter-core communication for alicores uses MEST links and altores
MRST links. Then andn'cores are linked with weights based on MRST and MEs. Using
the push-relabel maximum flow algorithm we geneeat®mbined Steiner Tree and then merge
then andn'cores.

At the end of this stage, we utilize thex-flow min cut algorithn47] to determine 1-hop
or 2-hop routing for FSOI-based communication flplesmaximize bandwidth utilization while
minimizing router resources. This process can ats or delete FSOI links as needed to meet
any unsatisfied bandwidth or latency constraintg] tradeoff between performance and power

requirements as discussed in next section.
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7.3.5 PCR SIZE SYNTHESIS

In this step, we perform post processing of thelmoed MEST/MRST and router mapping

to develop PCR regions. The root nodes in the MESI include multiple and multi-depth

branches are considered for integration into a PE&Ron with the nearest gateway interface

router. More specifically, PCR regions cover notleg are directly connected to the root nodes

with connection strengtfower than the links between the root nodes. Ri@riPCR transfers, we

set a size threshoMy, such that messages with size less Maitransverse electrical links, while

messages that exceed the threshold size travekeéwgy interface routers and utilize FSOI links.

Such a scheme ensures that small message sizetsaths not encounter unnecessary E/O and

O/E conversion delays, which would make their ti@never FSOI links less advantageous than

over electrical links.

Collision I_

Res Srcgto Dest,, Retry

Data Srcg to Dest,y
1

Data Src, to Dest,,
Res Src: to Dest,,
Res Src,to Dest,,

Random delay

Data Src, to Dest,,

Res Srcs to Desty,

Data Srcgto Desty,

Res Src, to Dest,,

Data Src, to Desty,

Time

(@)

A

Y

(b)

Figure 66 Scenarios for reservation channel collish (a) reservation process with FSOI collision (bjeservation process
after adjusting serialization degree
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7.3.6 CONFLICT ANALYSIS AND RESOLUTION

To reduce collision probability within the FSOI plmed reservation channel, this final step
attempts to minimize interference between vario@OF transactions. As we implement a
pipelined router architecture with separate resmmwachannels, the reservation process can
proceed while data transmission is in progresss,Imore than one source core can attempt to
reserve the same destination core, resulting grvasion collision (i.e., interference in modulated
photonic links) at the destination node. This sa@din can produce erroneous data bits. Such
collision can be detected using parity bits. In atghitecture, transaction interference is avoided
by managing link bandwidth vianodulation of the serialization degre&ransactions from a
source router (connected to the initiating corejhi® sink router (connected to the target core)
along each FSOI path are evaluated based on detal@munication schedules along a time-
axis. In case of any conflicts between two transast we serialize these transactions such that
both transactions can traverse the same routeoutithterfering with each other.

Figure 66 summarizes this process. The channetvaggm time is represented by the
yellow colored horizontal bar. In the normal caskew there is no collision, the reservation
proceeds in parallel to data transmission. Onceadbervation phase is complete, the next data
transaction can begin. Figure 66(a) depicts astofli scenario with the red colored bar, where
two reservation requests arrive in parallel witle first transaction’s data transmission. This
situation requires a reservation retry for the botig nodes after a specified retransmission
delay, thus increasing latency. To eliminate thidlision latency, our conflict analysis and
resolution step utilizes serialization to modulatemmunication bandwidth such that multiple
streams can coexist without collision. Figure 6G{bjnonstrates how serialization can eliminate

retransmission delays due to collision, therebyieatihg overall lower transmission latency (at
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the cost of a slight increase in area and powertdube need for serialization/deserialization

circuitry).
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Figure 67 (a) Communication trace graph for multiple parallel applications, nanophotonic links in reccolor (b) custom
layout with irregular topology

Table 11 MiBench Applications for Application Categries

Application category Applications
Industrial basicmath, bitcount, gsort, susan
Consumer jpeg, lame, mad, tiff2bw, tiff2rgba
Office ghostscript, rsynth, stringsearch
Networking dijkstra, patricia
Security blowfish, rijndael, sha

7.4 EXPERIMENTS
7.4.1 EXPERIMENTAL SETUP

We synthesized application-specific hybrid NoC &@extures for multi-application
workloads derived from five MiBench [173] benchmagkegories(i) Automotive and Industrial

Control, (i) Consumer,(iii) Office Automation (iv) Networking, and (v) Security. As the
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MiBench benchmarks are written for a single proogsse created our own multithreaded
implementation using Linwpthreads To create multi-application workloads, we combline
multiple MiBench applications executing in parallelith execution priority assigned to each
application in case of any contentions arising myiraccesses to memories or during task
scheduling. We generated instruction and commubitétaces for the benchmarks via the Shade
simulator [172]. Table 11 presents the 17 benchsadkoss the five application categories that
were considered. We implemented 5 multi-applicatimorkloads, corresponding to all
applications available in each category, e.g.,thw automotive and industrial control multi-
application workload, we included parallel implertagion of (i) basicmath (i) bitcount, (iii)
gsort and(iv) susan benchmarks. In addition to MiBench benchsane also evaluated our
HELIX framework with PARSEC [137] application benchmark workloads. The Priooet
Application Repository for Shared-Memory Comput@8RSEQ benchmark suite is composed
of several multithreaded programs that represext-generation shared-memory programs for

SoCs.

Table 12Communication Synthesis GA Parameter Ranges

Synthesis Parameters Range low Range high
Source Processor ID 1 mxn
Destination Processor ID 1 mxn
Generation Index 1 5
Number of Data Packets 1 1028
Electrical or Photonic Link 0 1
Number of hops (computed) 4 NA
Energy consumption (computed) NA As specified
Latency Constraints (specified) 0 As specified
Task ID NA NA

168



Our core mapping GAhromosomeonsists of parameters with ranges as definecloteT
12. For our core mapping GA initial population sigeluded 2000 randomly generated
application mappings. We evaluated a range of ok@ss mutation and probabilities and
ultimately utilized probability values 00.34 and 0.42 respectively. The best fitness value
chromosoman each iteration which resulted in minimum poveensumption while meeting
performance constraints was cached to prevent b@megnritten by a non-dominated solution
chromosome. As the GA is a stochastic search #goriit is not possible to formally specify
convergence criteria based on optimality, therefeeeterminated our GA when the best solution
guality did not change over a predefined numbéteoations (2000).

Figure 67(a) shows the enhanced communication tgaeph (CTG) of 4 industrial
applications running in parallel, which is genedagdter running the GA algorithm. Vertices in
the CTG represent cores on which tasks have be@padaNote the initial link selection that
allocates some flows to electrical links and othier$=SOI links. Communication flows with
stringent bandwidth and/or latency demands geryeggdt mapped to the more efficient FSOI
links in this first step. But note that this initi@assignment can be modified as the solution is
refined in the later steps of thELIX design flow. Figure 67(b) shows the floorplannsadution
for this CTG graph, where cores of each applicatiendepicted by a separate color.

During floorplanning, we set weighed communicatpmwer constani and link distance
constantf values at 0.5 each based on experimental anaWées.utilized a public domain
GeoSteiner3.1 Steiner Tree solver [174] to gendgleeMEST and MRST networks and utilized
the Ip_solveoptimizer [175] to solve the Mixed Integer LineRrogramming (MILP). We set
weight values forx to 0.46 and 0.68 respectively, during MEST generation for electriliaks

and MRST generation for FSOI links. We created tehssutilizing a0.38 connection strength
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threshold to optimize electrical intra-cluster ghdistance communication and inter-cluster
transmission using FSOI links. Based on experimamalysis, we set a normalizét, threshold

of 0.33in PCR regions such that communication messagssthan the size ¥y, transverse
through electrical links and the messages thatesktiee size of the threshold travel through FSOI
links. We combined the various components of lditL IX framework using a python scripting
interface [176].

The static and dynamic power consumption of eleaitrrouters as well as the power
consumption for optimally sized repeated Cu wie®lhtained from a modified version of the
Orion 2.0 simulator [141]. Our synthesis procesgdted the82 nmnode technology and utilized
a400 mm SoC die area. The delay of an optimally repeatetisized electrical (Cu) wire at 32
nm was assumed to B2 ps/mni36]. Photonic free space communication delay. 8156 ps/mm
(compared to photonic waveguide delayl6f4 ps/mnfi36]) requiring much less buffering during
transfers compared to traditional electrical or aguide based hybrid photonic NoCs. The
intrinsic speed of a MQW is practically limited Itlye driver electronics and the well-known
guantum-confined Stark effect working at sub-picosel time scales. We modeled jamthick
5V modulator with10x10punt area and capacitance bf fF, calculating the per cycle electrical
energy of the device a@A0fJwhich is in line with prior estimates [177]. Our plementation
assumed modulator driver delay®b ps modulator delay 08.1 ps photo detector delay ofZ2
ps and receiver delay @f.9 ps[44]. Our hybrid NoC with an irregular topology wasdeled at
the cycle accurate granularity by extensively mpdd our in-house cycle accurate SystemC-

based [158] NoC simulator derived from the Noxir@3JLsimulator.
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As no prior published work exists on synthesizingstom application-specific hybrid
nanophotonic-electric NoCs for comparison, we camghaour synthesis results with respect to
application-specific NoC synthesis frameworks ib][dnd [47] that synthesize purely electrical
NoCs. We implemented the floorplan-aware desigrcgss in [47] that accounts for wiring
complexity and detects timing violations on the Nbkks early in the design cycle. This
algorithm was implemented in two phases. Withinfitet phase, we selected a topology that best
optimizes user objectives satisfying all designstints, and in the second phase we varied a
number of design parameters such as NoC clock éreyuand link width to find a solution that
best optimized all design constraints. Similarlye wmplemented the two-stage synthesis
methodology as presented in [47] which consistav&do router mapping and custom topology
and route generation.

We evaluated various SoC complexities during oupeerental analysis to better
understand the impact and scalability of &lELIX synthesis framework for small (25 cores),
medium (64 cores) and large (144 cores) sized Sefisn compared to the frameworks in [45]

and [47].

7.4.2 EXPERIMENTAL RESULTS

This section analyzes the hybrid nanophotonic-ete®oC designs synthesized by our
HELIX framework for the various multi-applications waréitls. The results of synthesis for the
25, 64, and 144 node complexity SoC platforms &ews in Figure 9, for the five multi-
application MiBench workloads. OHELIX synthesis framework provides on average 2.82x,
3.12x and 3.49x reduction in power for the 25, &id 144 core SoC platforms respectively

compared to application specific electrical NoQizitig approaches from [45] and [47]. This
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improvement in power dissipation WitHELIX relative to [45] and [47] is a result oft)
congestion reduction in the electrical links dueotioading of a large portion of the global
communication to FSOI linkgji) reduction in electrical link switching activityii) shorter link
lengths; andvi) smallerbuffer resources compared to electrical-only apgilbn-specific NoC
architectures synthesized by [45] and [47]. Duthtouse of fast and high bandwidth FSOI links
as well as reduced congestion in the electrical Nb€ communication latency improved with
HELIX by 1.18x, 1.23% and 1.25&nd throughput b§.68x%, 1.69x and 1.78%or the 25, 64 and
144 core SoC platforms.

We observed thaHELIX was able to achieve a significant reduction in tiuenber of
gateway interface routers through clustering aral thvel router mapping, with as few as 33%
gateway interface routers compared to the routantcbefore clustering. The dual level router
mapping step also adds paths enabling inter-clistgr distance global communication using 2-
hop FSOI links to minimize power. These additiofievathe electrical NoC router count and
complexity to be reduced compared to results obtafrom [45] and [47]. We also observed that
the conflict analysis and resolution stegHELIX reduced MQW modulator and detector counts
by approximately 50% by intelligent management exaization degrees at the nanophotonic-
electric interfaces.

Our HELIX synthesis framework was able to achieve a viabletien for all application
workloads and SoC complexities that we evaluateathEstage in our synthesis framework
worked seamlessly, complementing each other tonbalaonflicting requirements to solve the
nontrivial problem of synthesizing application-sihechybrid free-space photonic-electric NoC
fabrics. Table 13 summarizes key synthesis paramé&iethe 25, 64 and 144 SoC sizes, for the

MiBench multi-application workloads. It is intergsg to observe that the number of photonic
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free-space gateway interfaces is significantly low&an the number of electrical routers, and
accounts for only 20% of all routers. This is imtast with previously proposed [36] [37] [38]

[39] [40] [41] nanophotonic architectures. The nemlof clusters and gateway interfaces
correlates well with each other and by judiciouslecting FSOI hop counts, the framework
minimizes area and the number of modulators andopletectors required, without violating

performance constraints.

HELIX is also able to reduce the average number of imoie electrical network by up to
4x, electrical link area by up to 1.24x, and liekgths for the electrical network by up to 2.67x
compared to previously published electrical NoCtlsgsis techniques in [45] and [47]. This
improvement is possible due to tRELIX floorplanner placing cores communicating via FSOI
links farther apart and the cores communicatingelectrical links closer, achieving two fold
benefits by replacing long distance electrical dinkith more efficient FSOI links and placing
cores closer that communicate with electrical links

The results of synthesis for the 25, 64, and 14ermmmplexity SoC platforms are shown
in Figure 71, for twelve multi-threadd@ARSECbenchmarkskjackscholes (bl), bodytrack (bo),
canneal (ca), dedup (de), facesim (fa), ferret, (flejdanimate (fl), fregmine (fr), streamcluster
(st), swaptions (sw), vips (vi), X264 (xApnce again, for th25, 64and144 core SOCsHELIX
achieves a notable power dissipation improvemeBt28x, 3.40%, 2.58xrespectively, compared
to the results obtained from the synthesis framksvor [45] and [47], as well as improvements in
throughput byl.11x, 1.14%, and 1.16>and average transfer laterfmy 1.44x, 1.56x%, and 1.49x
respectively

The breakdown of normalized power consumption iguf@ 70 for the PARSEC

benchmarks demonstrates hddELIX can effectively improve power consumption in all
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categories by managing nontrivial trade-offs durthg synthesis process, balancing transfers
across electrical and photonic planes to provigeesar results. The lower buffer power can be
attributed to lower latency in free space pathswahg for routers with less buffer space within
the electrical network. Link power consumption agus for majority of improvements due to the
free space photonic path utilization consuming lop@wer that also reflects in lower electrical

network area overhead as shown in Figure 69.

Table 13 Comparison of Synthesis Parameters

P =Average Power improvement compared to [45] anf7], PR = Number of photonic routers, C = Number bclusters,
PR=Max PCR Size, EH=Max Electrical Hop Count, PH=M& Photonic Hop Count, SD=Serialization Degree

Application P[45] | P[47] PR C| PR| EH PH SD

25 core NoC

Industrial 2.363 1.883| 7 7 4 4 2 2
Consumer 2880 2491 6 6 3 3 2 3
Office 3.061] 2.663| 8 8 3 4 2 3
Networking 3.603 3551 8 6 4 3 1 4
Security 4.062 2.367| 7 6 5 4 1 4
64 core NoC

Industrial 2.198 1.751| 16 15 4 4 2 3
Consumer 2.175 1.879| 17 17 5 4 2 3
Office 2.867, 2532 16 16 5 4 2 4
Networking 3.098 3.352| 18 16 4 4 2 3
Security 3.796 2.104 18 16 4 4 2 4
144 core NoC

Industrial 2.2260 1.806, 28 25 6 4 2 3
Consumer 2.847 2.377| 25 23 7 5 2 4
Office 3.044| 2.577| 26 24 6 5 2 3
Networking 3.437 3.519| 25 28 6 4 2 4
Security 3.993 2.327| 26 25 7 4 2 4
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7.5 RESULT SUMMARY

In this chapter, we presented thEELIX framework tosynthesize application specific
hybrid nanophotonic-electric NoCs with irregulamptaogies To the best of our knowledge this
problem has not been address before in any priok.vBased on our experimental studies, we
demonstrate that the proposed techniques inHBEIX framework produce a superior NoC
architecture that satisfies all performance reguoéets forMiBenchmulti-application workloads
andPARSEQmulti-threaded workloads, while achieving an ageraf3.06x reduction inpower
dissipation across SoC platforms of varying comipyexcompared to previously proposed
application-specific electrical-only NoC synthesimameworks. By addressing the many
challenges related to the overheads of microrirgprrators and photonic waveguide based
architectures, we also propose a practical framevaomed at bringing hybrid nanophotonic-

electric NoCs based on FSOI links and electricdddicloser to reality.
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8 3D-HELIX: DESIGN AND SYNTHESIS OF HYBRID FREE SPACAPPLICATION-
SPECIFIC 3D NOC ARCHITECTURES

With the advent of 3D chip stacking technology, laggpion-specific and heterogeneous
three dimensional chip multi-processors (3D CMRe)mojected to become the building blocks
of future parallel processing systems. In such 3@P§, network-on-chip (NoC) architectures
will enable communication between multiple heteregmis cores. However, NoCs face several
challenges, including limited bandwidth, high latgnand high power dissipation. Hybrid
nanophotonic-electric NoCs are being considered sslution to address the above challenges
due to their desirable performance and power chenatics. These emerging communication
architectures require substantial optimization g@alize their full potential. Optimizing hybrid
nanophotonic-electric 3D NoCs requires intelligématversal through a massive design space,
which is non-trivial.No prior work has addressed the problem of syn#iegiand optimizing
application-specific hybrid nanophotonic-electrid 3NoCs with an irregular topology to
connect heterogeneous cores on a 3D CMponsidering the above unaddressed major
challenge, in this chapter we propose a synthesmsdwork calle@D-HELIX that can optimize

application-specific hybrid nanophotonic-electri2 BloCs.

8.1 MOTIVATION FOR 3D INTEGRATION

With the push towards integrating more and moreesan a die to enhance parallel
processing capabilities, 3D integration has emeagedn interesting way to achieve high core
densities on a chip. Wafer-to-wafer bonded 3D irgtyl circuits (3D-ICs) place active devices
(processors, memories) within multiple active layand vertical Through Silicon Vias (TSVSs)

connect cores across the stacked layers. Multigigealayers in 3D-ICs can enable increased
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integration of cores within the same area footpamtraditional single layer 2D-ICs. In addition,
long global interconnects between cores can bacedl by shorter inter-layer TSVs, improving
performance and reducing on-chip power dissipatiRecent 3D-IC test chips from IBM [32],

Tezzaron [33] and Intel [178] have confirmed thaddds of 3D-IC technology.

Electrical network-on-chip (NoC) communication falsr are commonly used in 2D
processing chip architectures to connect variotisrbgeneous cores together. These fabrics are
however severely constrained due to their long ifmalp latencies, low bandwidth density, and
high power dissipation [89]. In 3D-ICs that utiliZ NoC fabrics, the fundamental power,
delay, and noise susceptibility limitations of ttamhal copper (Cu) interconnects are still severe.
To overcome these limitations, alternative intermst materials are needed. Photonic
interconnects [29] represent one promising emergoigtion that can replace Cu interconnects
on a chip and help overcome their latency, bandwidind power bottlenecks. Photonic
interconnects can transfer data with much more ggnafficiency than Cu interconnects

especially over long distances across a chip. ®huship photonic interconnects are being
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Figure 72 Building blocks of free-space on-chip phonic interconnects: (a) modulator and receiver cicuit (b) 3D
integration of electrical and FSNPI layer interconrect including photonic concentration region (PCR)

actively explored as a promising alternative to i@terconnects for global communication,

allowing data to be transferred across a chip atugh faster light speed and with power

dissipation that is independent of link length [89]

8.2 BACKGROUND: FSNPI ARCHITECTURE

To overcome challenges with waveguides and silitacroring resonators, on-chip free-
space nanophotonic interconnects (FSNPIs) haventtgcbeen proposed [42] [43]. Dense
Multiple Quantum Well (MQW) devices are used foeatto-optic modulation, consuming less
thanl pJ/bit energy. These MQW devices can be configertdter as absorption modulators or

photo-detectors (PDs). On-chip optical interconmeadilizing MQWSs can operate at 40 Gbps
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bandwidth [31] to instantiate single-hop point-toifg or multi-hop transfers through free-space
optical links. Most interestingly, MQW modulators dot suffer from thermal tuning challenges
of silicon microring resonators and can be fabadan various angles to achieve out-of-plane
beam steering directions. Such free-space contignsacan be integrated with standard CMOS
fabrication processes and are better suited fon-ensity optical interconnects due to their
small active area and improved misalignment toleeaMQW devices are fabricated oiGaAs
substrate and then flip-chip bonded to the logyetaand waveguide coupled with a continuous
wave external laser source. Modulated light cardibected through micro-mirrors and micro-
lens to transmit data via the free-space medium.

Figure 7Za) summarizes the building blocks of FSNPIs with M@Wédulators and PDs,
and its system level integration with an electribedC fabric. Serializer/deserializer circuits
enable trade-offs between communication power, aregh bandwidth by reducing photonic
components through higher serialization degreenijue feature of our hybrid nanophotonic-
electric NoC fabric shown in Figure (g is the reconfigurable traffic partitioning between
electrical and photonic links. To minimize implentegion costs, our synthesis framework limits
the number of gateway interfaces between the elattand photonic layersAn adaptive
photonic concentration region (PCR) ensures apjai@pscaling and utilization with changing
communication demands. A PCR is defined as the eumibcores around the gateway interface
that can utilize the FSNPI path for communicati@ores within the same PCR communicate
with each other via the electrical NoC (intra-P@&hsfers). Cores that need to communicate and
reside in different PCRs communicate using photpaihs (inter-PCR transfers). The electrical

NoC transfers use XYZ routing, and a modified P@Ru& routing scheme for selective data
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transmission through the FSNPI links, with timebated regressive deadlock handling, based
on the approach presented in [36].

As shown in Figure 72 (b), we consider a heterogeseCMP platform with a dedicated
photonic layer that supports FSNPI links, intenfigcwith an electrical NoC. Our electrical NoC
is composed of two types of route(s: conventional four stage pipelined electrical rositdnat
haven 1/0O ports and interface with local cores; dnyl hybrid gateway interface routers (Figure
73) that are also four-stage pipelined but havetiaddl photonic ports (a total ai+3 1/O
ports). The photonic link interface in gateway mstis responsible for sending/receiving flits
to/from photonic links in the photonic layer. Batypes of routers have an input and output
queued crossbar with a 4-flit buffer on each inputiput port, with the exception of the photonic
ports in gateway interface routers that use dobbRering to cope more effectively with the
higher photonic path throughput. The serializegdesizer modules can support serialization
degree of 2, 4, 8 and 16, and allow for very highical I/O pad density. The resulting high-
density 2D array of surface-normal optoelectroniQW devices can provide the necessary intra
chip bandwidth density without the complexity of weéength division multiplexing (WDM)
[171].

Our arbitration approach is different from FSNP&é&d gateway interface routers proposed
in [42] and [43] that utilize transfers without aaybitration. These routing schemes directly
stream data to destination cores and manage oallei photonic data with a collision handling
scheme (e.g., when multiple source nodes send tdathe same destination core). But we
observed that the performance benefits of elimmggtrbitration are overshadowed by high
penalties of collision handling and retransmisdionhigh performance communication flows.

Therefore in our gateway interface routers we irm@eted support for reservation channels to
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reserve FSNPI data paths. An additional input artgdud reservation channel port is added to the

routers for this purpose.
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Figure 73 3D Gateway interface FSNPI router architeture

Finally, our FSNPI architecture supports multiptgok to balance performance and power

goals. For a 1-hofgm x n x 1) path with flit width of k, each

node on the 3D CMP needs

2xk[((mxnx1) —1]/(MWQ Gbps/(GHz CPU clock)MQW devices, while a 2-hofin x n x

[) path with the same flit width needsim +n + 1) — 2]/(MWQ Gbps/(CPU Clock)) MQW

devices [43]. As an example, for a 3D CMP with 28es and 2 active layers, a 1-hop FSNPI

based hybrid 3D NoC with flit width of 256 bits 40 Gbps/link and a 3.88 GHz CPU clock

requires6308 MQW devices. These photonic components f@80mmx20mnCMP die size will

consume <4.2 mni on-chip area for a 1-hop FSNPI-based NoC Widkm MQW devices. In

contrast, a 2-hop FSNPI based hybrid 3D NoC wijuree only1590 MQW devices with < 1
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mn’ area and a 5.0x power reduction over a 1-hop No€ At the cost of system bandwidth
drop from300 to 45Tbps. We explore hop-count selection on a per-comeation flow basis to

enable power-bandwidth trade-offs in our 3D-HELWathesis framework.

8.3 PROBLEM FORMULATION
This section presents an overview of our problemmtdation for synthesizing application-

specific heterogeneous 3D hybrid nanophotonic-etelstoC architectures with 3D-HELIX:

8.3.1 APPLICATION WORKLOAD CONSTRAINTS
e Application communication trace grapB(V,M,L) for each application in a multi-
application workload, wherg €V is a set of processing cores, € M a set of memory
blocks,l; €L a set of directed communication links;
e Application-specific communication bandwidth coastis w;,; in bits/cycle and latency

constraints,;; in cycles betwee{v;, v} or {m;, m};
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8.3.2
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Figure 743D-HELIX hybrid nanophotonic-electric NoC synthesis flow

SOC PLATFORM CONSTRAINTS

Xmax Ymax @aNdZmax are the maximum dimensions of the die alongth¥andZ axes; and
the aspect ratiyi/Ydie Of the synthesized die should be betw8ed1.1to obtain an
approximately square die layout;

Each network link is constrained by a maximum langthat represents the maximum
distance a signal can travel in a single cycleebas CMOS process technology;

Single layer FSNPI network constrained by on-chippeaa and communication

requirements;
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8.3.3 PROBLEM OBJECTIVE
e Synthesize a 3D hybrid nanophotonic-electric ajpilbn-specific heterogeneous
NoC architectureJ(R, L., L,, C) whereR is a set of hybrid (photonic-electric
gateway interface) routerke andL, represents the set of electrical and photonic
links, andC is a core-to-die mapping function; such that comication power is
minimized while meeting bandwidth and latency coaists of the given

application(s), and platform constraints of the SoC

8.3.4 CONFIGURATION PARAMETERS

e Application task to core mapping;

e Mapping and layout of cores and memories for eatihealayer;

e Number and layout of hybrid electro-photonic aret#ical-only routers that utilize
a set of photoni@; € P and/or electrical linkg € E to support communication for
a given multi-application workload;

e Sizes of photonic concentration regions (PCRs) dleatrmine the cores/memories
allowed to use each hybrid photonic routers ordibgsee Section 3 for details);

e Serialization degreB,, at electro-photonic interfaces;

e Hop count (1-hop or 2-hop) selection for FSNPI &nk

8.4 3D-HELIXSYNTHESIS FRAMEWORK OVERVIEW
In this section, we present our framework for sgsthing hybrid nanophotonic-electric 3D
NoCs for heterogeneous CMPs. The framework consisthe following steps as shown in

Figure 74(i) task-to-core mappingji) formulating 3D layers(iii) floorplanning;(vi) Steiner
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tree based network formatiorfy) link clustering and dual level router mappin@i) TSV
assignment(vii) PCR allocation{vii) conflict analysis and resolution; afdii) validation with
cycle-accurate simulation. Due to lack of spacee hnee briefly discuss each step. The following

subsections provide an overview of these steps.

8.4.1 TASK TO CORE MAPPING

In this first step, we perform task to core mappisgheduling, and link bandwidth
estimation. The step involves mapping mftasks tom heterogeneous cores for the given
application(s) task flow graph. We perform taska@mn-time estimation as well as estimation
of inter-core data transfers using an instructiomusator [172]. We implement a genetic
algorithm (GA) [170] to accomplish task to core mpeyy. The GA chromosome consists of
possible mappings for the given application taskavailable cores, as well as virtual link type
(electrical or photonic) between cores to satisipdwidth and latency constraints at a coarse
granularity. The GA cost function represents ovaranmunication power and the GA attempts

to create a mapping and task schedules to minithiggoower.
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Figure 75 (a) Layer one, Steiner tree (MEST) for @ctrical network and minimum rectilinear distance Seiner tree
(MRST) for FSNPI links (b) layer two, MEST and MRST (c) clustering for dual level router mapping (d) TSV assignment
and PCR generation

8.4.2 CLUSTER FORMULATION FOR 3D LAYERS

As a planar 2D electrical NoC is efficient for tsamssion of small length messages,
whereas interlayer and FSNPI links can provide iBggmt benefits for large packet length
messages, we implemenkaneansclustering algorithm to partition cores to diesdx on their
communication characteristics. Here k-stands fonlmer of clusters that represents number of

layers within the 3D CMP. We utilized sum of weighleandwidth squares as a minimization

function. The major constraint was to ensure thatdum of areas of cores for each die was less
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than the planar die area. This constraint allo@®dloorplanner to work seamlessly to position
cores on each die. The sum of weighted bandwidilareg within a cluster is minimized so that
horizontal communication bandwidth in each layer nsinimized while the vertical

communication bandwidth is maximized.

8.4.3 FLOORPLANNING
In the next step, floorplanning is performed witteach cluster obtained bymeans

clustering for each 3D layer, to determine moreciges placements for cores in dies. This step
also influences the network topology and therefongst be cognizant of the communication
between cores during floorplanning. In general, mamication delay and power consumption
play a significant role in determining the optimatwork topology for an application. With
hybrid NoC architectures, the floorplanning stepcdmees more complicated as the power
consumption and delay of electrical wires and FSNRE differ significantly. As per our best
knowledge there is no floorplanning tool availaltt can support such hybrid FSNPI and
electrical wire based network architectures durflogrplanning. We therefore designed an
enhanced system-level NoC floorplanning tool thaésumixed integer linear programming
(MILP) to perform core placement on a die. Our MIlh#nimization objective function is a
linear combination of the weighed communication poVatency and overall chip area,

representing the metrics optimized in this step:

iLj
[Z l(u; ‘D) X Cpi,j x +[Xmax + Ymax]ﬂ (10)
Vv c(u,v)€EE

190



where,l(u, v) X Cp;; is the weighed communication power and link diseabetween coresg
and S are constants, andax and Ynax are the dimensions of the die along ¥andY axes.
During the floor planning process we also defingyuaspect ratioXmaxYmax @S @ constraint to
obtain an approximately square shaped floorplan.F&8IPI links consume less power than
electrical links, the floorplanner allows placingres communicating via FSNPI links farther
apart than cores communicating via electrical linkse floorplanner also works independently
for each layer. Note also that at this stage, rsulave yet to be allocated, and are assigned
arbitrary locations with respect to cores (1 virteauter / core). The output of this step is a

floorplan as shown in Figure 75(a) and (b).

8.4.4 MEST AND MRST BASED NETWORK FORMATION
In this step, we initiate the network formation bgnerating Rectilinear and Euclidian
Minimum distance Steiner Trees, where the link Weigr link |;; is a function of normalized

communication bandwidth, power, and latency:

axy;;x [bw;;/max _bw|+ (1 - a) x [min _latency/latency;] (11)

where; ;, bwi;, andlatency; are link power consumption, link bandwidth, anaklilatency,

respectively. We use separate weight valagddqr FSNPI links and electrical links due to their
power consumption differences. We ultimately geteeeaMinimum Euclidean Distance Steiner
Tree (MEST) for electrical links and a Minimum Riéoear Distance Steiner Tree (MRST) for

FSNPI links, as shown in Figure 75 (a)-(b). Notaiaghat the routers are still not accurately
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mapped on the die during this stage, and we apmatei virtual router locations at the center of

each core. Finally, we connect all cores (virtwaiters) utilizing FSNPI and electrical links.

8.4.5 CLUSTERING AND DUAL LEVEL ROUTER MAPPING

The objective of the subsequent clustering stép merge the communication links in the
MEST and MRST solutions, and map conventional aridifl routers such that router counts are
minimized and utilization of links and routers isgroved. This step considers tradeoffs between
local and global communication assignment to alsdtror FSNPI links. We developed a
heuristic that computesonnection strengtbetween each node pair on the same layer based on
link bandwidth and power characteristics. Thentst@rwith no edges between any nodes, we
add edges in order of decreasing connection stidngtreate clusters, as shown in Figure 75 (c).
We repeat this process for each layer. The clusterscreated utilizing a connection strength
threshold such that intra-cluster short distancenroanication paths can be performed by
utilizing electrical links and inter-cluster transsion can be performed using FSNPI links.

Each cluster represents a router in the final soiuBut we still need to determine which
communication flows will utilize FSNPI links, eleal links, or a combination of both. This is
accomplished using ush-relabel maximum flomigorithm. For every core; in the system, we
create a corresponding pseudo cafge where inter-core communication for allcores uses
MEST links and allh'cores uses MRST links. Threandn'cores are linked with weights based
on MRST and MEST links as shown in Figure 75 (d3ing thepush-relabel maximum flow
algorithmwe generate a combined Steiner Tree and then nfeegeandn’cores. At the end of

this stage, we utilizéhe max-flow min cualgorithm to determine 1-hop or 2-hop routing for
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FSNPI-based communication flows, to maximize bawdthwutilization while minimizing router

resources.

8.4.6 TSV ASSIGNMENT

In this step, we assign vertical TSV electricalkiinand FSNPI links for inter-layer
communication. This is achieved by again applyingdush-relabel maximum floalgorithm.
For every coren; in the system, we create a corresponding pseudorépwhere inter-layer
communication for alh cores uses electrical links and =ltores uses FSNPI links. Usitige
push-relabel maximum floalgorithm we generate a combined interconnect inl@@rs and
then merge tha andn’cores. Similarly to the intra-layer mapping, wdiz¢ the max-flow min
cut algorithm to determine 1-hop or 2-hop routing E8NPI-based inter-layer communication
flows, to maximize bandwidth utilization while mmizing router resources. This process also
can add or delete FSNPI links as needed to meat@satisfied bandwidth or latency constraints

and balance performance and power requirementsl loasg-vs-2 hop routing trade-offs.
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Figure 76 Scenarios for reservation channel collish (a) reservation process with FSNPI collision (beservation process
after adjusting serialization degree
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8.4.7 PCR SIZE SYNTHESIS

In this step, we perform post processing of the mwoed MEST /MRST and router
mapping to develop PCR regions. The root nodeBenMEST that include multiple and multi-
depth branches are considered for integration atBCR region with the nearest gateway
interface router ashownin Figure 75(d). More specifically, PCR regions eowodes that are
directly connected to the root nodes witbnnection strengthower than the links between the
root nodes. For inter-PCR transfers, we set athiashold M, such that messages less than the
size of M, transverse electrical links, while messages thaeed the threshold size travel to
gateway interface routers and utilize FSNPI linBsch a scheme ensures that small message
size transfers do not encounter unnecessary E/@é#adonversion delays, which would make

their transfer over FSNPI links less advantagebas bver electrical links.

Table 14 MiBench[172] applications for application categories and numbepof processors

Industrial Consumer | Office Networking | Security
basicmath[8]| jpeg [9] ghostscript[12]| dijkstra[12] blowfish[9]
bitcount[11] | lame [6] rsynth[11] patricia[14] rijiael[8]
gsort [8] mad [7] stringsearch[11] sha [9]
susan [9] tiff2bw[8]

tiff2rgba[9]

8.4.8 CONFLICT ANALYSIS AND RESOLUTION

To reduce collision probability within FSNPI chatlgehis final step attempts to minimize
interference between the various FSNPI communigdtiansactions. Our implementation uses
multiple pipelined FSNPI links with separate resgion and data transfer channels, so that the
reservation process can proceed while data trassmiss in progress. Thus, more than one

source core can attempt to reserve the same destirere, resulting in reservation collision
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(i.e., interference in modulated photonic linksjra destination node. This collision can produce
erroneous data bits.

Such collision can however be detected using p&iis, In our architecture, transaction
interference is avoided by managing link bandwidtn modulation of the serialization degree.
Transactions from a source router (connected tanikiating core) to the sink router (connected
to the target core) along each FSNPI path are atedubased on detailed communication
schedules along a time-axis. In case of any cdsfbhetween two transactions, we serialize these
transactions such that both transactions can savélre same router without interfering with
each other. Figure 76 summarizes this process.cibenel reservation time is represented by
the yellow colored horizontal bar. In the normaseavhen there is no collision, the reservation
proceeds in parallel to data transmission. Oncerdkervation phase is complete the next data
transaction can begin. Figure 76 (a) depicts astofi scenario with the red colored bar, where
two reservation requests arrive in parallel witle first transaction’s data transmission. This
situation requires a reservation retry for the totfig nodes after a specified retransmission
delay thus increasing latency. To eliminate thidligion latency, our conflict analysis and
resolution step utilizes serialization to modulatenmunication bandwidth such that multiple
streams can coexist without collision. Figure 76démonstrates how serialization can eliminate
retransmission delays due to collision, therebyieathg overall lower transmission latency (at

the cost of a slight increase in area and powetalserialization circuitry).
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8.5 EXPERIMENTS
8.5.1 APPLICATIONS

We synthesized application-specific hybrid 3D-NaChaectures for five MiBench [173]
application benchmark categorig$) Automotive and Industrial Contro(ji) Consumer (iii)
Office Automation (iv) Networking, and(v) Security. Applications across these categories
generally possess different communication chariasties. As the MiBench benchmarks are
written for a single processor, we created our owtithreaded implementations of these
benchmarks using Linuxpthreads We then generated multi-application workloadst tha
combined multiple MiBench applications executingparallel, with execution priority assigned
to each application in case of any contentionsrayiduring accesses to memories or during task
scheduling. We generated instruction and commubitcaraces for the benchmarks via the

Shade simulator [172].

Table 15 Communication Synthesis GA Parameter Range

Synthesis Parameters Range low Range high
Source Processor ID 1 mxnx|
Destination Processor ID 1 mxnx|
Generation Index 1 20

Number of Data Packets 1 4096

Table 14 presents the various application categoriee 17 applications and their
corresponding number of threads that we implemeni&@ created 5 multi-application
workloads, corresponding to all applications avdédan each category, e.g., for the automotive
and industrial control multi-application workloadie included parallel implementation @)

basicmath, (ii)) bitcount, (iii) gsort and(iv) susan benchmarks. In addition to MiBench
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benchmarks, we also evaluated 8r-HELIX framework withNAS[136] andPARSEC[137]
application benchmark workloads. The Princeton Agapion Repository for Shared-Memory
Computers RPARSEQ benchmark suite is composed of several multittedaprograms that
represent next-generation shared-memory program<hdPs. We considered the following
benchmarks{i) blackscholes(ii) bodytrack,(iii) canneal,(iv) dedup,(v) facesim,(vii) ferret,
(viii) fluidanimate,(ix)fregmine, (x) streamcluster(xii) swaptions,(xiii) vips, (xiv) x264. NAS
benchmarks are derived from computational fluidadgics (CFD) applications. We considered
the following benchmarkdi) Embarrassingly Parall€ili) Conjugate Gradiengjii) Multi-Grid,
(iv) Fourier Transform(v) Integer Sort(vi) Lower-Upper Gausgyii) Block Tri-diagonal,(viii)

Scalar Penta.

8.5.2 EXPERIMENTAL SETUP

Our core mapping GAhromosomeonsists of parameters with ranges as definedbiel
15. Based on our empirical analysis, we chose dralirpopulation size that included 3200
randomly generated application mappings. We evatuat range of crossover mutation and
probabilities and ultimately utilized probabilityaes 0f0.56 and 0.27 respectively. The best
fitness valuechromosomen each iteration that resulted in minimum powensumption while
meeting performance constraints was cached to prdwaing overwritten by a non-dominated
solution chromosome. As the GA is a stochasticcbealgorithm, it is not possible to formally
specify convergence criteria based on optimaligréfore we terminated our GA when the best
solution quality did not change over a predefinathher of iterations (set to a value of 7500).
Figure 77(a) shows the enhanced communication gexeh (CTG) of three office applications

running in parallel, which is generated after rumgnthe GA algorithm and performing core to
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die mapping. Note the initial link selection thdbeates some flows to electrical links and others
to FSNPI links. Figure 77 (b) shows the floorplamgnsolution for this CTG graph for layer 1
and Figure 77 (c) shows the floorplanning solutmmlayer 2, where each application is depicted
by a separate color. During floorplanning, we seiglved communication power constanand
link distance constant values at 0.5 each based on empirical analysis.utieed a public
domain GeoSteiner3.1 Steiner Tree solver [174ftwegate the MEST and MRST networks and
utilized thelp_solveoptimizer [175] to solve the Mixed Integer Lindarogramming (MILP).
We set weight values fox to 0.38 andf to 0.62 during MEST generation for electrical links
and MRST generation for FSNPI links. We createdtelts utilizing &.44 connection strength
threshold to optimize electrical intra-cluster ghdistance communication and inter-cluster
transmission using FSNPI links. Based on our amglyge set a normalizedy, threshold of39
bytes in PCR regions such that communication messéps than the size bfy, transverse
through electrical links and the messages thatezktke size of the threshold travel through
FSNPI links. We combined the various componentsuoBD-HELIX framework using a python
scripting interface [176]. The static and dynamiever consumption of electrical routers as well
as the power consumption for optimally sized reped&iu wires was obtained from a modified
version of the Orion 2.0 simulator [141]. Our syedls process targeted ti8 nm node
technology and utilized 400 mm SoC die area. The delay of an optimally repeateti sized
electrical (Cu) wire at 18 nm was assumed tdBBgys/mm The intrinsic speed of a MQW is
practically limited by the driver electronics artetwell-known quantum-confined Stark effect
working at sub-picosecond time scales. We modeledrathick 5V modulator with10x10pnf
area and capacitance bi fF, calculating the per cycle electrical energy @& trevice ad40fJ

which is in line with prior estimates [9]. Our ingohentation assumed modulator driver delay of
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9.5 ps modulator delay 08.1 ps photo detector delay of Z2 psand receiver delay af.9 ps
[36]. Our hybrid NoC was modeled at the cycle aataigranularity by extensively modifying an
in-house cycle accurate SystemC-based [158] NoQilator derived from the Noxim [133]

simulator.
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8.5.3 EXPERIMENTAL RESULTS

In this section, we present experimental resultaiobd by oul3D-HELIX framework for
the 5 MiBench multi-application workloads [173] anlde NAS [136] and PARSEC[137]
benchmarks. To compare the quality of the syntledssolution, we considered synthesized 3D
electrical NoCs generated by using a subset osdtep 3D-HELIX relevant to electrical NoC
synthesis (i.e., the photonic link design composiemere not used). We synthesized hybrid
nanophotonic-electric 3D NoCs with small, mediund &arge sizes defined by (number of cores-
number of layers)32-2L, 50-2L, 128-2L, 48-3L, 75-3nd 192-3L;, and compared the results
against electrical NoCs of the same sizes. Fig8rshbws the results for the MiBench multi-
application workloads across the various NoC siZesr 3D-HELIX synthesis framework
provides on average.66x, 4.11x, 4.97%, 3.53x, 4.30x%, 6.16xeduction in power for32-2L,
50-2L, 128-2L, 48-3L, 75-3L and 192-3NoC platform sizes respectively compared to
synthesized application-specific electrical 3D Nafftshe same sizesThe results indicate the
significant potential of including free-space phuto links into 3D-ICs.The improvement
obtained is a result ¢f) congestion reduction in the electrical links daeftfloading of a large
portion of the global communication to FSNPI linkis} reduction in electrical link and buffer
switching activity; (iii) shorter link lengths and hop counts; gug smallerbuffer resources,
compared to the synthesized 3D electrical appboaspecific NoC. Our synthesis framework is
able to achieve a significant reduction in the nambf gateway interface routers through
clustering and dual level router mapping, with asvfas 37% gateway interface routers
compared to the router count before clustering. din@ level router mapping step also added
paths enabling inter-cluster long distance globahimunication using 2-hop FSNPI links to

minimize power. We also observed that our con#iicalysis and resolution step reduced MQW
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modulator and detector counts by approximately B§%mtelligent management of serialization
degrees. Figure 79 shows the results for NiA&S benchmarks [136] (Embarrassingly Parallel
(EP), Conjugate Gradient (CG), Multi-Grid (MG), Far Transform (FT), Integer Sort (IS),
Lower-Upper Gauss (LU), Block Tri-diagonal (BT), &ar Penta (SP)). FoONAS [136]
workloads, our3D-HELIX synthesis framework provides on averé®)d6x, 4.01x, 3.28x,
2.86x%, 2.71x and 2.50>eduction in power for32-2L, 50-2L, 128-2L, 48-3L, 75-3ind192-3L
NoC platform sizes respectively, compared to sysileel application-specific electrical 3D
NoCs of the same sizes.

Figure 80 shows the results for tHARSEC benchmarks [137] b{ackscholes (bl),
bodytrack (bo), canneal (ca), dedup (de), faces$a) ferret (fe), fluidanimate (fl), fregmine (fr),
streamcluster (st), swaptions (sw), vips (vi), x262)). For PARSECworkloads [137], ouBD-
HELIX synthesis framework provides on averddg@2x, 4.02x, 4.02x, 4.02x, 3.64:and3.09x
reduction in power foi32-2L, 50-2L, 128-2L, 48-3L, 75-3and 192-3L NoC platform sizes
respectively, compared to synthesized applicatpci$ic electrical 3D NoCs of the same sizes.

Our 3D-HELIX synthesis framework was able to achieve a vialdkitisn for all
application workloads and platform complexitiesttive evaluated. Each stage in our synthesis
framework worked seamlessly, complementing eacbrdthbalance conflicting requirements to
solve the nontrivial problem of synthesizing apalion-specific hybrid free-space
nanophotonic-electric 3D NoC fabrics. TBB-HELIX framework took around 6.5 to 14 hours
synthesis time depending on the platform size andirements of the problem being solved. We
observed that the number of clusters and gatewayfaiwe correlates well with each other and
by judiciously selecting FSNPI hop counts, our feavork minimizes area and the number of

modulators and photodetectors required, withoutlatimy performance constraints. This
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improvement is possible due to tB®-HELIX floorplanner placing cores communicating via
FSNPI links farther apart and the cores communmigatia electrical links closer, achieving two
fold benefits by replacing long distance electritaks with more efficient FSNPI links and
placing cores closer that communicate with eleatiioks. The breakdown of normalized power
consumption in Figure 81 demonstrates h8®-HELIX can effectively improve power
consumption in all categories by managing nontritiade-offs during the synthesis process,
balancing transfers across the electrical and pio{@anes to provide superior results than the

synthesized application-specific electrical 3D NoCs
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8.5.4 SUMMARY OF RESULTS

In this chapter, we presented tB®-HELIX framework to synthesize heterogeneous
application-specific hybrid nanophotonic-electricD 3NoCs for emerging 3D chip

multiprocessors. To the best of our knowledge piniblem has not been addressed before in any
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prior work. Based on our experimental studies, wmanstrate that the proposed techniques in
the 3D-HELIX framework produce a superior hybrid nanophototecteéc 3D NoC architecture
that satisfies all performance requirements fortragplication workloads, while achieving an
average from 2.5x to 6x reduction in power for mlalyer small, medium and large sized 3D-
NoC based heterogeneous 3D CMP architectures, cemhpa synthesized application-specific
electrical 3D NoCs. We believe that our proposedctical framework will bring hybrid
nanophotonic-electric 3D NoCs based on FSNPI aadtr&tal links closer to reality for future

heterogeneous 3D CMPs.
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9 CONCLUSION AND FUTURE WORK DIRECTIONS

9.1 RESEARCH SUMMARY

As a part of our research, we addressed challeiages) conventional electrical NoCs by
proposing novel hybrid electro-photonic NoC arattitees and novel synthesis hybrid NoC
frameworks for emerging CMPs. Our proposed hybtatteo-photonic NoC architectures are
designed for waveguide-based and free-space-bakeoh snanophotonics implementations.
These architectures are optimized for low-cost,-pmwer, and low-area overhead, support
dynamic reconfiguration to adapt the changing ratitraffic requirements, and have been
adapted for both 2D and 3D CMPs. As presented is thesis, our proposed synthesis
frameworks utilize various optimization algorithngsich as evolutionary techniques, linear
programming, and custom heuristics to perform ra@sign space exploration of hybrid electro-
photonic (2D and 3D) NoC architectures and tradepefrformance and power objectives.
Experimental results for our proposed architectamas algorithms indicate a strong motivation
to consider them for future CMPs, as they demotessaveral orders of magnitude reduction in
power consumption and improvements in network thhpuit and access latencies, compared to
traditional electrical 2D and 3D NoC architectur€mpared to other previously proposed
hybrid electro-photonic NoC architectures, our jmsgd architectures are also shown to have
lower photonic area overhead, power consumptioth,esergy-delay product, while maintaining
competitive throughput and latency. Unlike any pnerk to date, our synthesis frameworks
allow further tuning and customization of our prepd architectures to meet designer-specific

goals. Together, the architectural and synthesisiéwork contributions bring the promise of
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silicon nanophotonics in future massively paral@liPs closer to reality. Following is a quick
summary for our key contributions.

Our first contribution ISMETEOR a novel hybrid nanophotonic-electric NoC architee
that utilizes a low overhead photonic ring waveguid complement a traditional 2D electrical
mesh NoCMETEORIncludes many novel features such as photonioregf influence (PRI),
single write multiple read fast reservation chanawetl multiple write multiple read (SWMR-
MWMR) low power data channels, and serializationgateway interfaces. Experimental results
indicate a strong motivation for considering METEORhybrid nanophotonic-electric NoCs for
future CMPs, demonstrating as much as a 13x remudti power consumption as well as
improved throughput and access latencies, comgara@dditional electrical 2D mesh and torus
NoC architectures.

An enhancement to the above architecture is praptseupport multiple use-case chip
multiprocessor (CMP) applications that require aigapon-chip communication fabrics to cope
with changing use-case performance needs. The pedtC-PHOTONarchitecture is a novel
hybrid nanophotonic-electric NoC communication &sstture optimized to cope with the
variable bandwidth and latency constraints of rpldtiuse-case applications implemented on
CMPs. Detailed experimental results indicate li@-PHOTONCcan effectively adapt to meet
diverse use-case traffic requirements and optiraimrgy-delay product and power dissipation,
with scaling CMP core counts and multiple use-aasaplexity. For the five multiple use-case
applications we explored)C-PHOTONshows up to 46x reduction in power dissipation apd
to 170x reduction in energy-delay product compat@draditional electrical NoC fabrics,

highlighting the benefits of using the novel commeation fabric.
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We extended the above work to address scalabslétyeis with 2D ICs and demonstrated a
novel multi-layer hybrid nanophotonic-electric No@bric called OPAL for 3D ICs. Our
proposed hybrid nanophotonic-electric 3D NoC asgdtiire combines low cost photonic rings
on multiple photonic layers with a 3D mesh NoC ativae layers to significantly reduce on-chip
communication power dissipation and packet laten®PAL also supports dynamic
reconfiguration to adapt to changing runtime traffiequirements, and uncover further
opportunities for reduction in power dissipatiorxpErimental results and comparisons with
traditional 2D NoCs, 3D NoCs, and previously praabsybrid nanophotonic-electric NoCs
indicates a strong motivation for consider@§AL for future 3D ICs as it can provide orders of
magnitude reduction in power dissipation and pal@tencies.

As waveguide based hybrid nanophotonic NoCs arstined due to high thermal tune
up power, waveguide crossing losses, we propodesteaogeneous free space photonics based
hybrid nanophotonic-electric NoC architecture withltiple quantum well (MQW) devices and
flip chip bonding The photonic links, using micro-mirrors througledrspace can be used to
achieve single-hop direct communication links. Tiweposed architecture includes innovative
mechanisms to address free-space collisions andioes single and multi-hop transfers to
trade-off performance with power dissipation. Weéeexled this architecture to 3D ICs and the
resulting architecture allows for scalable and gpe&fficient transfers in 3D ICs.

Any NoC architecture requires optimizations (systBeto allow tuning to application-
specific characteristics. To date, prior work omoawated NoC synthesis has mainly focused on
electrical NoCs. For the first time, we proposeslide of techniques for effectively synthesizing
hybrid nanophotonic-electric NoCs with regular tlmggges by formulating and solving the

synthesis problem using four search heuris(igsAnt Colony Optimization (ACO)(ii) Particle
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Swarm Optimization (PSOJjii) Genetic Algorithm (GA), andiv) Simulated Annealing (SA).

Our experimental results reveal significant pronfgethe ACO and PSO based heuristics, with

PSO achieving an average &% energy-delay improvements over GA &fPo over SA; and

ACO achievingl07%improvements over GA ar@R% over SA.

Finally, we have designed synthesis frameworks ¢hatsynthesize hybrid nanophotonic-

electric NoCs with irregular topologies based azefspace photonics. THELIX framework

synthesizes application-specific hybrid nanophatesectric NoC architectures. This framework

is also extended to 3D ICs. The resultBigrHELIX framework synthesizes application-specific

hybrid nanophotonic-electric 3D NoC architecturBsese frameworks are the first to attempt to

optimize hybrid nanophotonic-electric NoC architees based on free-space photonics.
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9.2 FUTURE RESEARCH

Modern digital devices have enriched our life im@ausous ways. These modern devices are

getting faster, smaller, multifunctional and exjgelcto consume less and less power for every

new generation. At the heart of these devices &ip multiprocessors (CMPs) executing

multiple use-case applications that require effiti@nd flexible on-chip communication fabrics

to cope with changing use-case performance needshde made a case for employing hybrid

nanophotonic-electric networks-on-chip (NoC) to r@dd communication challenges in

emerging and future CMPs. We further envision tieiving future work directions:

Optimizing hybrid NoC’s is a daunting task becaudethe need to traverse through a
massive design space. It is highly likely that enowunication architecture customized for a
single use case may not meet performance requitsrf@manother use case. Thus there is a
need to synthesize on-chip communication fabricsa¢chieve optimal performance for
multiple use-case applications. Considering thevabonaddressed major challenge, one
possible future work extension can be to develogyrhesis framework for application-
specific multiple use-case hybrid NoC architectutes combine electrical NoCs with free-
space nanophotonic NoCs.

Another possible direction can be to explore n@arehitectures based on on-chip free space
optical devices to instantiate single-hop or mhtip direct communication links, that include
() controllable micro-mirrors to utilizing phase clyangrating to guide the light arfia) on-

die VCSELSs (vertical cavity surface emitting lagdmsgenerate light pulses. As VCSELSs are
directly or indirectly modulated, they have the gudtal to overcome thermal tune up

challenges of silicon microring resonators that la@avily used in waveguide based silicon
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photonics. Thermal sensitivity of waveguides widsanators is one of the key reasons to
explore free space optical links.

Hybrid nanophotonic-electrical architecture limipais can possibly be further mitigated by
exploring hybrid nanophotonic technologies that bora plasmonic modulators and using
photonic-to-plasmonic couplers. Plasmonic modusatéend to be more tolerant to
temperature variations compared to silicon miciriresonators. Photonic-to-plasmonic
couplers can thus enable thermal-invariant modwiatising plasmonic modulators and
transmit the photonic signals using waveguides.

Most of our work presented in this thesis was fedusn on-chip communication. Extending
the work presented in this thesis to off-chip comioation can be another possible future
direction that can be explored further. Within offjp hybrid nanophotonic-electrical
architecture development work, we can integrate amgraontrollers and the NoC fabric to
evaluate holistic performance and power improvesemhile also considering external
memory devices such as DRAM and emerging PCM dsvice

Another interesting unexplored area so far is dguaf compilers that support and exploit
hybrid nanophotonic-electric on-chip communicatarohitectures. Instruction and data level
parallelism enabled by compilers while being cogntzof hybrid nanophotonic-electric NoC
architectures can potentially achieve greater pexoce and power benefits than

conventional compiler-unaware approaches.
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